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Abstract

:

Network simulators are used for the research and development of several types of networks. However, one of the limitations of these simulators is the usage of simplified theoretical models of the Packet Error Rate (PER) at the Physical Layer (PHY) of the IEEE 802.11 family of wireless standards. Although the simplified PHY model can significantly reduce the simulation time, the resulting PER can differ considerably from other more realistic results. In this work, we first study several PER theoretical models. Then, we propose a curve fitting algorithm, which is able to obtain a fast and accurate approximation of other PER models. The curve fitting algorithm uses simulated data as input and outputs the coefficients of a simple model that offers a very accurate approximation of the original PER. Finally, we implemented this approximation in the ns-3 network simulator, thus obtaining high realism since now we can select several theoretical PER models or even a more realistic scenario with the effect of the high Peak-to-Average Power Ratio (PAPR) in the signal. The ns-3 results show how the selection of the PER model at the PHY can significantly impact the Packet Loss Rate (PLR) of a scenario composed of a linear chain of several nodes, one of the simplest multi-hop scenarios.
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1. Introduction


The development of Wireless Local Area Network (WLAN) standards has made possible the user’s communications with fixed, portable and moving stations. Nowadays, most of the user’s devices use one or more WLAN standards, such as IEEE 802.11a/g/n/ac/ax. These standards have increased the data rates from 54 Mbps of the 802.11a/g to Gpbs rates with the 802.11ax [1]. Based on these standards, an amendment known as IEEE 802.11p was developed for application on Vehicular Ad-Hoc Networks (VANETs). These networks enable vehicle-to-vehicle and vehicle-to-infrastructure communications [2]. These communications allow different applications of Intelligent Transportation Systems (ITS) such as adaptive cruise control, precise maneuvering, and pedestrian detection [3].



The two main technologies for enabling vehicular communications are the IEEE 802.11p [4] standard and Vehicle-to-everything (V2X) cellular communications [5,6]. Based on the physical layer (PHY) of IEEE 802.11a, IEEE 802.11p uses orthogonal frequency division multiplexing (OFDM) but using a 10 MHz channel. In addition, it is considered that IEEE 802.11p is leading other technologies because it is already deployed in commercial vehicles and presents a number of commercially available products based on it [7]. To fulfill today’s more demanding requirements of vehicular communications, the IEEE 802.11bd is in the last stages of the standardization process. Compared to the 802.11p, the 802.11bd aims to double the range, improve the target speed, offer higher reliability and provide two times higher throughput.



A simulator is a standard tool used for teaching and research evaluation of ad-hoc and vehicular communications [8,9]. The benefits include scalability, reproducibility and rapid prototyping [10]. VANETs simulators can be decomposed into two parts: network simulators focused on protocol design and operation, and mobility generators, which are used to mimic realistic vehicle movements [11]. Therefore, there is an increasing number of works, such as [12,13,14], in the scientific community to improve the realism of VANET simulations.



To achieve fast simulation time, it is common that network simulators use simple theoretical formulas to model the Packet Error Rate (PER) of the physical layer of the 802.11 family of standards. For instance, the open-source ns-3 [10], which is one of the leading network simulators used in VANET research, implements the NIST model [15] as a simple way to calculate the PER. However, there are other theoretical PER models reported in the literature that are not available in most simulators. The suitable model for simulation purposes will depend on the application.



This work focuses on improving the realism of the PHY of Network simulators by proposing a technique to obtain a simple model for implementing several theoretical PER models and even simulated PER models into the PHY. Figure 1 presents the operation of our proposal, where we used both MATLAB and ns-3 simulators but with different purposes. We used MATLAB to analyze the effect of high PAPR over the PER of the IEEE 802.11p PHY. This tool allowed us to simulate the physical and link layers, where we implemented the complete 802.11p PHY and added the PAPR effect in MATLAB. From the results obtained, we obtained adjusted and low-cost PER models that can be integrated into more realistic simulation tools such as ns-3. Unlike MATLAB, ns-3 allows to simulate the whole TCP/IP protocol stack with a high level of realism in almost all its layers and also allows to simulate a large number of network devices. However, at the physical level, it lacks many features to improve its realism since the default version of ns-3 uses a simplified model.



More precisely, the main contributions of this work are summarized by:




	
First, we present a brief survey of the main PER theoretical models found in the literature for AWGN channels and that work with the modulations used in IEEE 802.11p (BPSK, QPSK, 16QAM, 64QAM). Then, using MATLAB, we compare the theoretical models to a complete implementation of the IEEE 802.11p PHY named PhySim-11p [16].



	
Second, we analyze the effect of the high Peak to Average Power Ratio (PAPR) problem, which is a main disadvantage of the OFDM technique used in the IEEE 802.11p/bd PHY. Using MATLAB simulations, we present the impact over the PER when a non-linear High Power Amplifier (HPA) is used in the IEEE 802.11p transmitter.



	
Third, we propose a curve fitting algorithm, which is able to obtain an inexpensive and accurate approximation of other PER models. The curve fitting algorithm uses simulated data as input and outputs the coefficients of a simple model that offers a very accurate approximation of the original PER.



	
Lastly, we obtained adjusted models of the surveyed theoretical PER models and simulation results with the non-linear HPA. Then, these models are implemented in the ns-3 network simulator to improve their realism and tested in a simple scenario to study the effect of the different PER models over the Packet Loss Rate (PLR).








In a nutshell, this paper provides an inexpensive implementation of PER models in ns-3 thanks to a proper fitting procedure. This work laid on PhySim [16], a PHY simulation in MATLAB that aims to facilitate the study of different physical layer phenoms, and extends the results presented in [17], by implementing fitted formulas in ns-3 of a whole set of PER models, including a highly realistic model with PAPR conditions, not available before, all this without extending simulation times.



The rest of this paper is organized as follows: Section 2 presents the related work. Next, Section 3 summarizes the main PER theoretical models found in the literature and compares them with a MATLAB simulation. Then, Section 4 discusses the problems associated with the usage of a non-linear amplifier in the transmitter and presents MATLAB simulation results of its effect over the PHY of IEEE 802.11p. In Section 5, the curve fitting algorithm is presented. Then, Section 6 presents the results of the ns-3 implementation of the fitted models. Finally, Section 7 presents the conclusions obtained from this work.




2. Related Work


The research community has made several efforts to produce reliable network simulations, maintaining the computational cost to be as low as possible. In this regard, the two goals of network simulators are to provide realism and efficiency, where physical layer simulation has a significant role in realism. When it comes to 802.11 PHY layer modeling, the authors of [18] presented Yet Another network simulator (YANS), using Tracing APIs to speed up internal processes. This is achieved by calculating the packet error probability as a function of the cumulative Signal to Interference-Plus-Noise Ratio (SINR), the BER equation, an Additive White Gaussian Noise (AWGN) channel and a hard-decoding Viterbi approach using the first event error probability. In another work, the authors of [15] proposed the NIST model, relying on the same information as the YANS model, except for the difference between the equations of the BER, which uses a Chernoff upper bound. The SINR of the NIST model does not consider the ratio of used-to-total subcarriers in the SINR calculation. Taking into consideration the optimistic Yans model and the pessimistic NIST model, a more realistic model was proposed by the authors of [19], comparing the two models by tuning (i) the SINR equation to consider pilots and cyclic prefix, and (ii) the Viterbi decoder performance by considering the number of erroneous nonzero information bits when an incorrect path is selected. This proposal was shown to more accurately match the MATLAB simulation results of the 802.11a PHY layer.



The IEEE 802.11p VANET communications are being evaluated by several research groups using network simulations. As mentioned above, network simulators must provide high accuracy and realism at the physical layer. In this sense, the reviewed works are focused on analyzing the problems presented by the network simulators to represent the PER, the propagation loss models, error modeling schemes, and the channel models. On the one hand, the authors of [20] highlighted that physical layer variation (in time and/or frequency) should be considered for designing protocols at higher layers. Although this can lead to a higher computing cost for some PHY models, the model is more accurate and more similar to realistic networks. They demonstrated how different the results of the ns-3 simulation are with constant PER compared with a simulator that uses a PER variable. In another work, the authors of [21] presented a comprehensive review of IEEE 802.11 OFDM WLAN PHY WLAN to analyze the problems of ns-3 in the PER and reception process. Then, a multistage reception process is proposed to enhance the realism of the simulation.



On the other hand, a set of propagation loss models is provided by the ns-3 network simulator, which can be used to deploy realistic VANET scenarios. In [13], typical values for propagation and fading loss models are provided to normalize VANET simulations allowing investigators a comparison of their research work. A different paper by the authors of [22] studies the Vehicle-to-Infrastructure (V2I) and Vehicle-to-Vehicle (V2V) scenarios employing real equipment, comparing the results with those obtained in the ns-3 simulator. The conclusion is that simulation models of ns-3 have yet to mature. In [23], the authors incorporated V2V communication into the Ohio State University Vehicle and Traffic simulator (VaTSim) with the ns-3 simulator. The authors state that V2V and V2I urban scenarios present many challenges. Therefore, a propagation model for the urban environment is presented, and the model is validated with experimental data from a test track.



In [24], a survey of different error modeling schemes for wireless communications over fading channels, taking a look at PHY layer error modeling via bit error rate (BER), is presented. Nevertheless, they do not address PER as a useful error modeling parameter nor give mathematical models for it. In another work, the authors of [25] assessed the PHY performance of a VANET by evaluating BER, packet latency, and throughput at different speeds. However, they do not consider the PER in the PHY. In the context of Rate Adaptation Algorithms, the authors of [26] introduce several Rate Adaptation Algorithms for vehicular networks and test them on a vehicular mobility model in OMNET++ and MATLAB. Note that the study focuses on vehicular networks and only considers the problem of rate adaptation without packet loss.



The implementation of more realistic channel models in ns-3 has been addressed by other studies. For example, the authors of [27] presented two error models with bursty behavior for Indoor WLAN channels. Their paper addressed the implementation of a feature that is lacking in ns-3, which is the bursty nature that is characteristic of real wireless channels. In addition, an implementation of the TGn channel is presented in [28] to improve PHY with fading support and which is also suitable for Multiple Input Multiple Output (MIMO) systems. ns-3 is improved for OFDM-MIMO, but at the expense of a considerable increase in computation time. However, they also propose a statistical model to reduce the computation time. In addition, the work of [29] presented the implementation of a spatial channel model for the 0.5–100 GHz spectrum. This work intends to improve PHY by modeling MIMO and other frequency bands for next-generation wireless networks.



There are several papers concerning PER analysis, but it is important to note that first, we focused on PER models for AWGN channels and second, we selected PER models that work with the modulations used in IEEE 802.11p (BPSK, QPSK, 16QAM, 64QAM). For instance, the works in [30,31,32] are focused on BPSK modulation and thus are limited to only two of the IEEE 802.11 data rates. The work in [33] only presents the uncoded PER; therefore, it cannot be applied to IEEE 802.11p, which uses convolutional coding. Additionally, the works in [30,31,32,33,34] are focused on fading channel, while our focus is on the AWGN channel. Finally, the work in [35] is a very small survey of the PER models and is focused on fading channels.



This work is based on the work presented in [17], but this current manuscript includes important contributions that differ in several aspects: (i) we include a brief survey of the main theoretical PER models; (ii) we have combined more PER models with different BER models if feasible; (iii) we have performed a deeper analysis of the results, where we have analyzed the complexity of the models and also evaluated their performance in terms of packet losses. In particular, we have evaluated the leading PER models in MATLAB, demonstrating that our fitted models have a low computational cost. Next, we implemented these models in the ns-3 network simulator to improve the realism of the physical layer.




3. Theoretical PER Models


A search for PER theoretical models that could be applied to vehicular environments in AWGN channels for BPSK, QPSK, 16QAM, 64QAM and convolutional coding was performed. We looked for these models so we could compare them to simulations of the complete IEEE 802.11p PHY. Many of the following PER models are computed from a BER value, which may or may not be given in the corresponding literature in a closed form; therefore, where the BER is a parameter, we use various BER theoretical models to provide different results.



3.1. Fundamentals


The BER is a measure of the received bits that are different from the corresponding transmitted bits (i.e., failed bits) regarding the total amount of bits sent. It is the mathematical, adimensional ratio that can be expressed in decibels. It is defined as:


  BER =   b  f a i l e d    b  t o t a l    ,  



(1)




where   b  f a i l e d    is the number of failed bits and   b  t o t a l    is the total number of transmitted bits. A bit is considered erroneous if its value at reception is different from its value at transmission.



The PER is an analogous parameter to the BER in that it is a measure of the amount of failed packets (controlled arrangement of bits) that arrive at the receptor. It is defined as:


  PER =   p  f a i l e d    p  t o t a l    ,  



(2)




where   p  f a i l e d    is the number of failed packets at reception, and   p  t o t a l    is the total number of transmitted packets. A packet is considered failed if at least one bit in it is erroneous.



The Signal-to-Noise Ratio (SNR) is the ratio between the signal power and the noise power. The parameter    E b   N 0    is the energy of the bit over the spectral noise density, and its relation to the SNR is given as [36]:


    E b   N 0   = SNR   B W   v t   ,  



(3)




where   B W   is the transmission bandwidth, and   v t   is the transmission speed.



In the following sections, we will use the following common terminology:




	
  b e   for the BER.



	
 γ  for the SNR.



	
L for the packet length in bits.



	
  Q ( · )   for the Q function [37,38].








Additional notation will be explained where presented.




3.2. Classic PER Model


Taking into consideration that a packet is an arrangement of bits, we find the classical relation between PER and BER as [39]:


  PER = 1 −   ( 1 −  b e  )  L  .  



(4)







This expression considers that the probability of successful reception of each bit is independent of the rest in the packet and equal to   ( 1 −  b e  )  . Its derivation comes from this fact and is fairly straightforward.




3.3. Abrate et al. PER Model


In [40], a simple mathematical parametric model for PER calculation is presented. It depends on the SNR and the length of the packet, and it takes eight parameters, which are represented in a table, a row for each transmission speed of the standard. The model is formulated as:


  PER  ( γ , L )  =   1 − tanh (  a R   ( L )  −  b R   ( L )   ( γ + c )  )  2  ,  



(5)




where   a R   and   b R   are intermediate parameters defined as:


   a R   ( L )  =  c 1   e   d 1  L   +  c 2   e   d 2  L    



(6)






   b R   ( L )  =  c 3   e   d 3  L   +  c 4   e   d 4  L   .  



(7)







The parameters   c i   and   d i   (  i ∈ { 1 , 2 , 3 , 4 }  ) are defined for each of the eight transmission speeds allowed by the standard. An 8 × 8 table is presented in [40] containing the values of these parameters. The constant c is an adjustment parameter the authors introduced to more closely fit the model to the empirical data, which considers transmissions in vehicular networks.



This model is of particular interest, as the formulation lets us use it to perform further curve fitting for other models. Indeed, this model is the one that will be used to fit the other models presented in this work.




3.4. Mahmood and Janti PER Model


In [39], the authors provide, through an Extreme Value Theory (EVT) approach, a PER model that takes into account the structure of the BER definition. In the paper, they specify a standard definition for the BER as follows:


   b e   ( γ )  =  c m  Q     k m  γ    ,  



(8)




where   c m   and   k m   depend on the modulation scheme. Then, the PER model is given as:


  PER  ( γ )  = 1 − exp ( − exp ( −   γ −  a N    b N   ) ) ,  



(9)




where   a N   and   b N   are defined as:


   a N  =  2  k m     (   erf   − 1   ( 1 −  2  L  c m    ) )  2   



(10)






   b N  =  2  k m     (   erf   − 1   ( 1 −  2  L  c m  e   ) )  2  −  a N  ,  



(11)




where     erf   − 1    ( · )    is the inverse error function, and e is Euler’s number.



This model considers arbitrary modulated transmissions over an Additive White Gaussian Noise (AWGN) channel.




3.5. Song and Choi PER Model


In [36], the authors propose an upper bound for PER in OFDM systems. The PER model is given by the following inequality:


   PER  c o n f   ≤ 1 −   ( 1 −  ∑  d =  d  f r e e    ∞   a d   P d  m o d   )  L  ,  



(12)




where   d  f r e e    is the free distance of a convolutional code,   a d   is the number of paths in the trellis of length d, and   P d  m o d    is a parameter defined as:


   P d  m o d   = (       ∑  k = ( d + 1 ) / 2  d   (  d k  )   (  b e  m o d   )  k    ( 1 −  b e  m o d   )   d − k       d odd         ∑  k = d / 2 + 1  d   (  d k  )   (  b e  m o d   )  k    ( 1 −  b e  m o d   )   d − k   +  1 2  (  d  d / 2   )   (  b e  m o d   )   d 2     ( 1 −  b e  m o d   )   d 2       d even      



(13)




where   b e  m o d    is the BER for the modulation scheme   m o d  .



Notice how the structure of the PER bound is the same as the classic PER model (Equation (4)); however, in this case, we have a different term in place of the   b e   term. The sum term is related to the convolutional encoding of the OFDM system. It describes how likely it is to have a bit error for the modulation scheme   m o d   considering a convolutional code with free distance   d  f r e e   .



Here it is helpful to consider error rate parameters as probabilities of error occurrences, which is a valid way of looking at them, considering them as predictors for errors. In other words, the sum term describes the likelihood that an error occurs for every code distance d greater than the free distance (the smallest distance in the code between two codewords). This probability is obtained by multiplying the likelihood of an error for a codeword length d by the number of codewords of length d (paths of length d in the trellis   a d  ). The likelihood of a bit error for a given value of d is given by   P d  m o d   .



The   P d  m o d    parameter adds up the different probabilities of cases where there are at least k errors in an array of d bits (codeword), with k going from half the value of d (half of the bits are erroneous) to the value of d (all of the bits are erroneous). This is achieved by a simple binomial distribution for each value of k with parameter   b e  m o d    since that is the probability of a single bit being erroneous. Then we add up the binomial distribution outputs for all the values of k considered, which is a measure of the likelihood of having an erroneous codeword of length d.



The authors also take into consideration a bit energy per noise density specific for OFDM systems   γ s  , which is given by:


   γ s  = 0.8 γ  log 2   ( M )    B W   v t   ,  



(14)




where   B W   is the bandwidth for the OFDM symbol,   v t   is the transmission speed, and M is the number of symbols per modulation scheme. The   0.8   constant in the expression refers to the portion of the OFDM symbol, not considering the cyclic prefix. Since this model works for OFDM systems, every process involved is implied. The transmission goes over an AWGN channel.



In the ns-3 software, the Yans PER model is the same as the Song and Choi model, taking into account only the first two elements of the PER summation presented in Equation (12). This fact makes the ns-3 Yans model a less precise version of the Song and Choi model, so we will not consider it.




3.6. Khalili and Salamatian PER Model


In [41], the authors propose a PER model that considers residual physical layer errors after decoding the convolutional coded signal, stating that errors in different bits are not independent. The approach treats the convolutional code as a block code by using a code termination technique. Therefore, they analyze the error event distribution considering the convolutional code parameters.



The errors at the output of the convolutional decoding (typically by the Viterbi algorithm) are considered not to be uniform or independent, so the authors analyze the distribution of such errors. To simplify the analysis, they use a code termination technique on the convolutional code to simplify the analysis.



For a convolutional code of constraint length K, the code termination technique consists of cutting the output of the code after  τ  bits, where the last K bits are logical zeros (this forces the code to its initial state). Hence, the convolutional code can be seen as a block code of length   n τ  , where n is the number of simultaneous output bits per k input bits from the convolutional code (the convolutional code rate r is given by   r = k / n  ). The rate of the corresponding block code is now:


  R = ( 1 −  K τ  ) r .  



(15)







The Event Error Rate (EER) as a function of the SNR is given by:


  E E R  ( γ )  =  a  d  f r e e    exp ( − R γ  d  f r e e   ) ,  



(16)




where   d  f r e e    is the free distance of the code and   a  d  f r e e     is the number of paths of length   d  f r e e    in the trellis. Here, it is worth recalling that an error event is the number of bits that present a decoding path in the Trellis that is different from the corresponding coding path, plus K bits without error (i.e., bits that follow the same trellis path in the decoding process as is in the coding process).



The authors assume that the path length in the Trellis of a period without errors follows a geometric distribution of parameter   λ ( γ )  . Therefore, the PER (i.e., the probability of having at least one bit error in a packet of length N) is the CDF of a geometric distribution of parameter   λ ( γ )   for a number N of trials (bits in the packet). Then, the general PER model is given by:


  PER  ( γ , L )  = 1 −   ( 1 − λ ( γ ) )  L  ,  



(17)




which has the same structure as the classical PER model (Equation (4)); however, to obtain the value for  λ , we go through the following derivation: we define   ω ¯   as the mean length of an errorless period, which is given by


   ω ¯  =  L ¯  −   τ ( s )  ¯  ,  



(18)




where   L ¯   is the length of a decoding epoch, which consists of an errorless period followed by an error event, and    τ ( s )  ¯   is the average error event length. Therefore, on the one hand, we have, because of the way the EER is defined:


   L ¯  =  1  EER ( s )   ,  



(19)




and on the other hand, to define    τ ( s )  ¯  , the authors come to the following expression using the block code approximation:


    τ ( s )  ¯  =  ( K + 1 )  +  1  n ( γ / 2 −   2 γ r   + r )   .  



(20)







  λ ( s )   is the inverse of the mean length of an errorless period; therefore, by using Equations (18,19,20), we come to the following expression:


  λ  ( γ )  =   EER ( γ )   1 − (  ( K + 1 )  +  1  n ( γ / 2 −   2 γ r   + r )   ) EER  ( γ )    .  



(21)







This model only considers arbitrary convolutional coding for a BPSK modulation scheme.




3.7. ns-3 Software NIST PER Model


The ns-3 simulation software provides us with two PER models, which it uses in wifi scenarios: the Yans model and the NIST model. The NIST model, which is the most accurate of the two [15], is given by:


  PER ( L ) = 1 −   ( 1 −  1  2 b    ∑  d =  d  f r e e     d n    a d    (   4  b e   ( 1 −  b e  )    )  d  )  L  ,  



(22)




where   d  f r e e    is the free distance of a convolutional code, d values and the   a d   values are convolutional code parameters and b depends on the convolutional code also. The value of n is 17 for   r = 1 / 2   and 10 for the other allowed rates, this is because for   r = 1 / 2   every other value of   a d   is zero.



This model, similar to the one referenced in Section 3.5, tries to account for the errors due to the modulation and convolutional encoding.



Similarly to Equation (12) a sum is introduced in which it accounts for codeword lengths or path lengths in the Trellis d from the free distance onward; however, due to computational limitations, the sum does not go to infinity and instead does to a given value   d n  . The same idea holds that the sum will provide us with a measure of the likelihood that we will obtain an erroneous packet, which is computed by summing over that likelihood for each value of d multiplied by the number of paths of length d,   a d   in the Trellis.



In this case, the measure of that likelihood for each value of d is given by the expression      4  b e   ( 1 −  b e  )     d  .




3.8. BER Models


Many of the PER models make use of the BER for their calculations and there are several forms of obtaining the BER in the literature. The authors of [42] proposed a simple geometric approach for M-PSK and M-QAM BER Computation. The proposed approximations obtain similar results compared to Monte Carlo simulations. Therefore, we consider that these approximations would give a similar result to the closed-form formulas we selected and are explained in this subsection. The work in [43] proposes five new closed-forms and a novel lower bound of the Gaussian Q-function. Furthermore, it proposed the ASER for a fading channel, but in our work, we only consider an AWGN channel; therefore, it cannot be used. The work in [44] presents a closed-form average bit error rate calculation for the Nakagami-m fading channel, but it differs from our work in the channel considered. While the work in [44] proposes a BER expression for a Nakagami-m fading channel, our work uses BER expressions aimed at a coded AWGN channel.



We selected the BER equations presented in the following mainly because of two reasons. First, we wanted to compare the theoretical PER models against the NIST model used in ns-3 network simulator; thus, we selected the BER formulas used in the NIST model. Second, we selected BER formulas well known in the literature or from other works (such as Song and Choi [36]) so we could compare the results to other proposed PER models.



In [37], we can find theoretical models for BER derivation. Generally, for our modulation schemes of interest, the BER is provided by:


     B P S K :      b e     E b   N 0    = Q    2   E b   N 0            Q P S K :      b e     E b   N 0    = Q    2   E b   N 0            16 Q A M :      b e     E b   N 0    =  3 4  Q     4 5    E b   N 0            64 Q A M :      b e     E b   N 0    =  7 12  Q     2 7    E b   N 0      .     



(23)







In [36], Song and Choi present their own models for BER derivation:


     B P S K :      b e  B P S K    (  γ s  )  = Q    2  γ s           Q P S K :      b e  Q P S K    (  γ s  )  = Q    γ s          16 Q A M :      b e  16 Q A M    (  γ s  )  =  3 4  Q     1 5   γ s           64 Q A M :      b e  64 Q A M    (  γ s  )  =  7 12  Q     1 21   γ s     .     



(24)







These equations consider an OFDM symbol adjusted    E b  /  N 0    given by   γ s   (Equation (14)), but they can be used as general BER models by using the classic    E b  /  N 0   .



Finally, in [45,46], we have BER models given by:


     B P S K :      b e  = Q    2   E b   N 0            Q P S K :      b e  = Q    2   E b   N 0            16 Q A M :      b e  =  1 4   ∑  k = 1  2   ∑  i = 0   4 ( 1 −  2  − k   ) − 1   {   ( − 1 )   ⌊   i  2  k − 1    4  ⌋   (  2  k − 1   − ⌊   i  2  k − 1    4  ⌋ +  1 2  ) Q (  ( 2 i + 1 )     12 15    E b   N 0     ) }       64 Q A M :      b e  =  1 12   ∑  k = 1  3   ∑  i = 0   8 ( 1 −  2  − k   ) − 1   {   ( − 1 )   ⌊   i  2  k − 1    8  ⌋   (  2  k − 1   − ⌊   i  2  k − 1    8  ⌋ +  1 2  ) Q (  ( 2 i + 1 )     18 63    E b   N 0     ) } ,     



(25)




which are exact and closed-form expressions of the BER for QAM modulations for an AWGN channel when gray code bit mapping is used.




3.9. MATLAB Simulation of PER Models


We implemented a MATLAB simulation of the PER models presented above combined with different BER models when possible. This was done to compare the theoretical PER models versus the PER of the complete IEEE 802.11p PHY, which was also implemented in MATLAB. A description of the implemented theoretical models is as follows:




	
Model 1: Abrate et al. (Equation (5))



	
Model 2: Mahmood and Janti (Equation (9)) considering constants of the BER model (Equation (23))



	
Model 3: Khalili and Salamatian (Equation (17))



	
Model 4: Song and Choi (Equation (12)) with short BER from (Equation (23))



	
Model 5: Song and Choi (Equation (12)) with BER from Song and Choi (Equation (24))



	
Model 6: Song and Choi (Equation (12)) with BER from (Equation (25))



	
Model 7: Classical PER model (Equation (4)) with short BER from (Equation (23))



	
Model 8: Classical PER model (Equation (4)) with BER from Song and Choi (Equation (24))



	
Model 9: Classical PER model (Equation (4)) with BER from (Equation (25))



	
Model 10: ns-3 NIST model (Equation (22)) with simplified (considering regular    E b  /  N 0   ). BER from Song and Choi (Equation (24))








For Models 1 to 10, the formulas presented in Section 3 were used to plot the PER vs. SNR figures. The PER using the IEEE 802.11p PHY was obtained by a Monte Carlo simulation (described in [16] using an AWGN channel with a linear response HPA, which is a common assumption in all simulators). Table 1 presents the parameters used for the IEEE 802.11p PHY simulation.



Figure 2 presents the results of the PER vs. SNR for a packet length of   L = 500   bytes and different data rates. The ten PER models are plotted in dashed lines. In contrast, the solid black line, called simulation, represents the PER using the IEEE 802.11p PHY simulation. In this figure, we can observe a similar shape of the PER curves (theoretical and simulation). Although, more strictly, models 7 and 8 are the ones more similar in shape to the simulation curve. These models use the classical PER model with similar BER models.



We can also analyze how close the models are in terms of SNR. Compared with the simulation curve, we can observe that the models have different behaviors depending on the data rate used. Some models are closer to certain data rates but farther in others. The graphs show that model 7 is the closest to the simulation curve having a difference in SNR, which varies from 0 to a maximum of 2.6 dB. Although this difference in SNR is small, analyzing Figure 2c for an   S N R = 13   dB, model 7 would receive 30% of packets with error against 0% with the simulation curve. Therefore, small differences in SNR can cause a significant change in the PER.



Another interesting result is model 10, which has a difference in SNR varying from 1.5 to 2.5 dB for the different data rates. On the other hand, model 3 keeps getting farther from the simulation curve for higher speeds because model 3 is independent of the modulation scheme. We can also appreciate that models 1, 8, and 10 always behave as upper bounds, while models 4, 5, and 6 always behave as lower bounds. Among models 4, 5, and 6, which use the PER model from Song and Choi (Equation (12)), model 6 is the closer of the three to the simulation curve. Finally, considering models 7, 8, and 9, which use the Classical PER model (Equation (4)), model 7 is the best.





4. PER Simulation with Non-Linear HPA


4.1. Peak-to-Average Power Ratio (PAPR) Problem


Nowadays, OFDM is used in several standards, including the IEEE 802.11 family. The main advantages of OFDM are robustness against multipath fading, high data rate, and high spectral [47] efficiency. Nevertheless, it also has disadvantages such as the high PAPR problem of the time domain signal.



The high PAPR of the OFDM signal occurs when large signal peaks appear. Since the appearance of these peaks depends on the transmitted data, they cannot be predicted. When the high PAPR signals pass through the HPA, it causes interference and distortion due to its non-linear response.



The HPA is in charge of the amplification of the signal, and usually it has a non-linear response to obtain high efficiency. To obtain high efficiency, the non-linear HPA operates near its saturation zone, which is not adequate for a signal with high PAPR. When a large signal peak goes through the non-linear HPA, it surpasses the saturation zone, and thus, it is cut, affecting the signal. Therefore, the non-linear HPA causes non-linear distortions to the OFDM signal with high PAPR. These effects are: increased adjacent channel interference and out-band and in-band distortion.



Several PAPR reduction techniques have been proposed to reduce the effects of the usage of a non-linear HPA with an OFDM signal with high PAPR. Leading techniques include clipping, phase optimization, tone reservation, tone injection, constellation shaping, and selective mapping [48]. These techniques are able to reduce the PAPR but require (depending on the technique) extensive computation, transmission of side information to the receiver, or degradation of the system bit error rate.




4.2. Simulation Results


We also simulated the IEEE 802.11p PHY layer in MATLAB but considered a non-linear HPA. For modeling the HPA, a solid-state power amplifier (SSPA) was considered. The data rates, modulation and coding parameters used for the simulation are shown in Table 2.



We use a non-linear HPA with an Input Back-Off (IBO) of 6 dB at the output of the PHY layer in the MATLAB simulation. Figure 3 presents the PER (in logarithmic scale) vs. the SNR for a packet length of 50 bytes and with linear (solid lines) and non-linear (dashed lines) HPA. The figure shows that for a data rate of 9 Mbps (blue lines), both the linear and non-linear HPA give similar PER. This is because the 9 Mbps data rate uses QPSK modulation, which is more robust against distortions caused by the non-linear HPA. For the 18 Mbps data rate (red lines), a small degradation of about 0.4 dB is caused when the non-linear HPA is used. For 24 Mbps (yellow lines), we can observe a variable degradation, which increases for smaller PER. The degradation is about 1.25 dB for PER = 0.1 and around 5 dB for PER = 0.01. For 27 Mbps (violet lines), we can observe an even bigger degradation. For PER = 0.1, the degradation is around 2.5 dB, while for PER = 0.01 is over 5 dB. Compared to the 9 and 18 Mbps, the 24 and 27 Mbps show a bigger degradation that increases for smaller PER. The reason of this behavior is that 24 and 27 Mbps use 64-QAM modulation, which gives a higher data rate but is less robust against distortions. Therefore, in 24 and 27 Mbps, the distortions caused by the non-linear HPA can not be mitigated by the 64-QAM modulation, causing a big degradation in the PER.



Figure 4 shows the results of using the Orthogonal Pilot Sequence (OPS) technique to reduce the PAPR, taking into account a non-linear HPA with an IBO of 6 dB with a packet length of   L = 50   bytes. The solid lines represent the PER for data rates of 18, 24, and 27 Mbps when the OPS technique is used, whereas the dashed lines show the PER for the same data rates when the PAPR reduction is not used. In the case of 18 Mbps (blue lines), we can observe a small improvement in the PER since in this data rate the effect of the non-linear HPA is also small (see Figure 3). Then, for 24 Mbps (red lines) and 27 Mbps (yellow lines), we can observe an important improvement when the OPS technique is used. In conclusion, the OPS technique, which is used for PAPR reduction, improves the PER, especially for the 24 and 27 Mbps data rates. This is because of the reduction in the signal distortion achieved by the OPS technique. Thus, less signal distortion implies less PER degradation when the less robust 64-QAM modulation is used (24 and 27 Mbps).





5. Curve Fitting


In previous sections, we presented some theoretical PER models and also simulation results of the PER in the presence of non-linear HPA. To implement these models in the ns-3 simulator, we needed an alternative with low complexity but high accuracy. Additionally, we wanted to use only one model that could implement all other models. Therefore, a curve-fitting process was carried out for the PER curves of the models, which we call the fitted models. The PER data of the fitted models were obtained through simulations and used for the fitting.



From the simulation results of Section 3.9 and the analysis of the theoretical models, we found out that Model 1 (see Section 3.3) can give us high accuracy and low complexity; therefore, it is used for the curve fitting. In this model, there are eight fitting constants (  c 1  ,   c 2  ,   c 3  ,   c 4   and   d 1  ,   d 2  ,   d 3  ,   d 4  ) to be determined for each of the eight transmission speeds for each fitted model (we call this a case). That is to say, an 8 × 8 matrix of constants determines a fit. We use two intermediary fitting constants named   a R   and   b R   for each case in order to obtain the value of the eight constants per case. Since four fitting constants define   a R   and   b R  , respectively, as a function of the packet length, data for at least four packet lengths per case must be provided.



The fitting process is as follows:




	1.

	
We collect PER data for an SNR range of each case (a transmission speed for a fitted model) on a semi-logarithmic scale for the number of packet lengths chosen. We used eight packet lengths: 75, 250, 750, 1500, 4000, 6000, 9000, and 12,000 bits.




	2.

	
For each case, considering all the packet lengths applied, an automatic first stage fit is made to find the corresponding values for   a R   and   b R  .




	3.

	
For each case, considering the intermediary fitting constants defined by the packet lengths, a second stage fit is made to find the corresponding values for   c 1  ,   c 2  ,   c 3  ,   c 4   and   d 1  ,   d 2  ,   d 3  ,   d 4  .









The first stage fit consists of an automatic fit of the PER models for each of the packet lengths, considering   a R   and   b R   as the fitting parameters. In our approach, we use   a R   as the main adjustment variable and   b R   as corrector of the error produced by the fit made using   a R  . In this way, the optimization of the two parameters is achieved independently, following a coordinate descent approach. This is, at each iteration of the fitting (case and packet length fixed), we first find the principal component   a R   and then the error-corrector component   b R   to minimize further the error regarding the PER model. We perform this process by starting from the shortest packet length. As we move up in packet lengths, we enforce that   a R   and   b R   vary monotonically as a function of the packet length in order to obtain values for   c k   and    d k  ∀ k ∈  { 1 , 2 , 3 , 4 }    that work well in the second stage fit. The automatic fitting algorithm—applied independently for each packet length of each case- —is shown in Algorithm 1. For a given packet length, we set the initial values   a  R 0    and   b  R 0    so that the fitting model for PER values corresponds rather well with the data of the PER fitted model within the SNR range. Then, an iterative process is carried out by introducing offsets   ϵ A   and   ϵ B   to tune parameters   a R   and   b R  . This is performed separately for each parameter because, as we have anticipated, we use coordinate descent. At each iteration, we update the offset   ϵ A   and the initial point to   a  R  i − 1     into a Compute_parameter function to obtain a better   a R   value and then we do the same for the error component   b R   by updating offset   ϵ B   and initial point to   b  R  i − 1    . Finally, after obtaining the values of   a R   and   b R  , we check for the differences between these values obtained with the previous iteration   a  R  i − 1    ,   b  R  i − 1    ; if both differences are below the chosen threshold, we have reached convergence for the fitting parameters, and we may stop the process with the current iteration parameters. Otherwise, start the iterative processes once again. Effectively, we are performing an iteration to find convergence for the parameters, and within each of these iterations, we are finding the values of each of the parameters by iterating to find convergence for the CSE using Compute_parameter function (Algorithm 2). We establish a threshold   γ = 1 ×  10  − 6    .



	Algorithm 1: Curve Fitting Algorithm
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	Algorithm 2: Compute_parameter
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In a nutshell, Compute_parameter (Algorithm 2) performs the fitting process by updating the   c R   parameter at each iteration with the offset   ϵ C   and keeping fixed   f R  . The algorithm stops in the i-th iteration when the relative difference between CSE   i   and CSE    i − 1    is under the threshold  γ  (convergence for CSE).



Regarding the choice of offset values   ϵ A   and   ϵ B   in Algorithm 1, they have to be small enough to avoid divergence, but not too small as to make convergence slow. In principle, we prefer for them to be small, even if it slows down convergence, as long as it does not diverge. Therefore, at the initial iteration, we have to set a small value of both   ϵ  A o    and   ϵ  B o    considering the usual ranges of   a R   and   b R  . For the next iterations, the offsets   ϵ A   and   ϵ B   are set as a multiple of  α  of the difference between the current values of   a  R i    and   b  R i   , and the values of the previous iteration   a  R  i − 1     and   b  R  i − 1     for avoiding divergence. That is:


     ϵ  A i       = α |   a  R  i − 1    −  a  R  i − 2     |        ϵ  B i       = α |   b  R  i − 1    −  b  R  i − 2     |      



(26)







We set    ϵ  A o   = 0.1  ,    ϵ  B o   = 0.01  , and   α = 1  .



This iterative process is completed automatically for a given packet length L, starting from the lowest length. After the lowest length is done, we move to the next value of packet length. At this point, the tendency of our parameters over the packet lengths becomes relevant.



As stated previously, in order to have reasonable data for our second stage fit, we must ensure that both   a R   and   b R   are monotonic as the value of L increases (either increasing or decreasing). For this to be fulfilled, after the parameters had been found for two consecutive packet lengths, the algorithms compare those two sets of parameters and determine the tendency, either increasing or decreasing. Then, for the next packet length onward, another condition is introduced in the iteration, which is that the following values of the parameters must follow the tendency, e.g., if   a R   is increasing with L, the following value of   a R   can not go below the previous one.



The setting up of the initial values for   a R   and   b R   is completed with the help of a GUI with sliders for the values of   a R   and   b R  , which includes precision adjustment, parameter monotony check and data saving functionality. The GUI also allows us to automate the data gathering for all the packet lengths of all the cases for all models.



The second stage fit consists of an automatic fitting for the   c 1  ,   c 2  ,   c 3  ,   c 4   and   d 1  ,   d 2  ,   d 3  ,   d 4   constants from the   a R   and   b R   values obtained in the previous stage and the corresponding packet lengths. In this case, we used the MATLAB Curve Fitting Tool. In order to obtain the best fit possible, we iterate this fitting stage multiple times for different, randomized starting points and choose the one with the lowest root mean square error.



We repeat this whole two-stage fitting process for each case of each fitted model to obtain the 8 × 8 parameter matrices of each model. Using the fitting algorithm, we found out that the PER curves for the fitted models resemble the fitting model in sections; therefore, the fit gives a good approximation of a given PER model up to a point in the y-axis. After that point, the fit starts by not approaching the fitted data enough. With this consideration in mind, we take a two-matrix approach. This approach consists of fitting the curves two times: the first one from 0 dB to a threshold   P α   in the PER axis, and the second one from   P α   to a stopping point   P β  . Thus, there are two matrices generated per fit, once for each fitting stage.



The usage of the two-matrix fit is as follows:




	1.

	
Given the SNR value, compute the PER value using the first matrix.




	2.

	
Check if the computed PER value is equal or less than   P α  .




	3.

	
If this holds true, compute the PER value once again, this time using the second matrix.




	4.

	
If step two is false, do nothing.




	5.

	
Return the PER value.









We chose the values for   P α   and   P β   as −10 dB (0.1) and −30 dB (0.001), respectively, considering that these values give a fair fit for the curves.



5.1. Fitting Results


Here, we present the results of a simulation implemented in MATLAB to compare the theoretical models against the curve fitting algorithm presented in Section 5. Based on the analysis presented in Section 3.9, we selected these PER models for the simulation: Mahmood and Janti (model 2), Song and Choi (model 6), Classical PER model (model 7) and ns-3 NIST (model 10). Only these models are used because they are the more precise and for the sake of readability in the following figures.



Figure 5 presents graphs of the PER as a function of SNR for each model as dashed lines (labeled Simulated) and their two-matrix fit in continuous lines (labeled Fitted). Each graph compares the fitted and simulated models for the different modulation and coding rate combinations allowed by the IEEE 802.11p standard. We included only the graphs of Model 2 and Model 6 because of the similar results we obtained for the 10 models. Additionally, we included graphs with linear (a) and logarithmic (b) scales for analyzing the behavior in the low PER region. We can see that the fit approximates the theoretical models very well in both, linear and logarithmic scales. Although, when the PER is higher than 0.8, the curves show a slight difference in the linear scale. The effect of the two-matrix approach is noted in Model 6 (red curve BPSK 1/2) with the linear scale at PER around 0.1; there is a small jump in the PER due to the switch between the two matrices. Something similar can be observed in the logarithmic scale at a PER of around   10  − 1   . Regardless of these small differences, for most of the PER range, the fit is very close for all configurations in both scales.



The simulation results show that a very good fit is obtained, and the closeness of the fit is made possible by the 2-matrix approach. These results validate the proposed curve fitting algorithm; therefore, in the next section, we will present the results of the ns-3 implementation of the models.




5.2. Complexity Analysis


A metric to compare the models is the complexity of their implementation. This refers to the maximum number of operations to compute a PER value. It is important to mention that the curve fitting process is performed offline and independently of the final model implementation. Thus, this subsection presents the complexity of the implementation of the two-matrix fit.



For the complexity analysis, we consider a range of operations such as value grabbing, adding, multiplying, exponential, powers and other mathematical functions for the worst case scenario of each model. In particular, integrals and infinite sums are considered to be truncated, where the number of sums performed is unknown and is represented by n. We also consider subtraction to be the addition of negatives, division to be the multiplication of inverses and roots to be the powers of fractional numbers. Hyperbolic tangents, by their exponential definition, can be considered as three multiplications, two exponentials, and two sums. Multiplications and sums are considered basic operations, while exponentials and powers are considered complex operations.



Table 3 summarizes the complexity results of the 10 PER models and the two-matrix fit (called fit). The number of operations shown in the table corresponds to the calculation of the PER for a single SNR value. It is worth noting that the complexity order refers to how the number of operations scales with the number of elements taken to compute the infinite sums or the integrals in each case, not with the SNR range or value.



An ordered sequence for the models according to their complexity is not apparent by looking at the table, in part because we are comparing functions that may have different implementations, which may lead to different internal complexities, and the number of operations for infinite sums or integrals is not determined. However, we can see that Models 1, 3, and the Fit have the lowest complexity because of having a relatively low number of operations and do not depend on infinite sums or integrals. Therefore, we can affirm that by using the proposed two-matrix fit model, we obtain one of the lowest complexities compared to the other theoretical models.





6. ns-3 Simulation


We implemented the two-matrix fit model in ns-3 to evaluate the ten theoretical PER models and the PER with non-linear HPA over scenarios that use IEEE 802.11p. It is worth noting that since the entire fitting process is performed offline and independently, there is no additional computational cost incurred in the ns-3 simulation. The only requirement is to compute Equation (5) twice for each packet received.



Figure 6 presents the ns-3 simulation scenario, which consists of a linear chain topology of static nodes separated at a certain fixed distance. This separation allows communication only with the next node and the source and sink nodes located at both ends. We have used the Optimized Link State Routing (OLSR) protocol to obtain the address of the next node for communication, although OLSR is unsuitable for VANETs, and furthermore, to obtain the routing table and send messages in our chain scenario, any routing protocol, even just CAM packets. The goal is to assess the PHY layer, not the network layer or the performance of any routing protocol. In addition, the code is available for use by the scientific community in [49].



The simulation parameters are summarized in Table 4.



6.1. PER of Theoretical Models


Figure 7 presents the Packet Loss Rate (PLR), which is obtained by dividing the number of packets not received by the total number of packets versus the distance for different data rates and theoretical models for a packet size of 50 bytes. For readability, only the results for Models 2, 4, 5, 6, 7, 8, and 9 are included. Figure 7a shows the PLR obtained in the last of a chain of two nodes for 18, 24, and 27 Mbps. For 18 Mbps, we can observe that the PLR varies drastically depending on the model. Considering a PLR of 0.5, the distance between nodes with Model 8 is around 215 m, while for Model 4, it is around 315 m. Thus, for the same scenario of two nodes and 18 Mbps, the distance between nodes for achieving a PLR of 0.5 can differ by around 100 m. When comparing the 18 and 24 Mbps data rates, we can see a similar trend in Models 2, 4, 5, 7, and 8; however, Models 6 and 9 have different results, which are explained due to the different impacts of modulation and coding rate over some models. Furthermore, for 24 Mbps and a PLR of 0.5, we can observe a difference of around 90 m for the most opposite models. Similarly, for 27 Mbps, we observe different results compared to the previous cases and a difference of around 70 m between the most opposite models. Figure 7b shows the PLR obtained in the last of a chain of three nodes for the same data rates explained previously. If we compare this case to the chain of two nodes, we observe a similar trend in the shape and position of the curves. The main difference is that with the chain of three nodes, the curves are shifted to the left; thus, for achieving the same PLR, the distance between nodes is reduced. In the case of Figure 7c, which considers a chain of four nodes, we can see a smaller difference in the distance compared to the three nodes case.



In the same way, Figure 8 presents the PLR versus the distance for different data rates and theoretical models for a packet size of 500 bytes. Compared to Figure 7, we can observe a very similar trend and shape of the curves for the different data rates and number of nodes. The only difference is a small shift of the curves to the left due to the increased packet size, which reduces the distance between nodes for a given PLR.



From these results, we can conclude that the impact of selecting different theoretical models of the PHY is not negligible in the PLR. We observed a difference as big as 100 m between the most opposite models for a given PLR.




6.2. PER with Non-Linear HPA


In this subsection, we present results obtained with the fitted models to analyze the impact of the non-linear HPA and to show that it is possible to transfer the behavior of the non-linear HPA into ns-3. In Figure 9, the PLR vs. distance for different models, data rates, and packet sizes is presented. The figure shows the curves of the NIST model in green, which is the default mode in ns-3 for modeling the PHY in the IEEE 802.11p. The results are presented in blue for the linear HPA, in magenta for the non-linear HPA, and red for the non-linear HPA using OPS for PAPR reduction (labeled HPA w/OPS). Additionally, the solid lines are the curves for 50 bytes packet size, while the dashed lines are for the 500 bytes case. Figure 9a depicts the PLR attained at the last of a two-node chain (the first node is the source and the second node is the sink) for 18, 24, and 27 Mbps. In the case of 18 Mbps, we can observe a similar PLR for the linear HPA, non-linear HPA and HPA with OPS. This correlates with the Matlab simulations, where we showed that the effect of the non-linear HPA is very small for this data rate. On the other hand, we can observe a big gap between the NIST model and the others, being the NIST model the one with the worst PLR. The results for 24 Mbps show the effect of the non-linear HPA causing degradation of the PLR. The degradation is small for the 50 bytes case, while for the 500 bytes packet size, the degradation is much more noticeable. Similarly to the 18 Mbps data rate, the NIST model gives the worst PLR. The results for 27 Mbps are similar to those obtained for 24 Mbps. However, a slightly higher difference is noticeable between the curves of the three models. In conclusion, for 24 and 27 Mbps, the PLR is significantly degraded when using a non-linear HPA at the transmitter. Furthermore, the PLR of the NIST model is shown to be very different and more pessimistic in most cases.



Figure 9b shows the PLR obtained at the last of a three-node chain for 18, 24, and 27 Mbps. Similarly to the two-node chain case (a), we can observe that for 18 Mbps the linear HPA, the non-linear HPA, and the HPA with OPS present a small PLR difference for the two packet sizes. For 24 Mbps, we can see a much bigger difference between the three models, the reason for this result being the additional node, which increases the total PLR. For the 27 Mbps, the results are similar to the 24 Mbps but with an increase in the PLR degradation. Finally, we can observe a tendency for all data rates where the worst PLR is obtained by the non-linear HPA and the best PLR for the linear HPA.



Figure 9c shows the PLR obtained in a four-node chain for 18, 24, and 27 Mbps. Compared to the three-node chain (b), we observe a small increase in the PLR, which translates into a decrease in the distance for a given PLR.



From the results presented in this subsection, we can conclude that the effect of using a non-linear HPA was successfully implemented into ns-3. The results showed that the worst PLR is obtained by the non-linear HPA followed by the non-linear HPA with OPS and, finally, the best PLR for the linear HPA. In other words, for 24 and 27 Mbps, the usage of a non-linear HPA can drastically reduce the distance between nodes to achieve a similar PLR.





7. Conclusions


We presented the main PER theoretical models found in the literature and found that their results can differ significantly between them, and none of the models have a PER similar to a simulation of the complete IEEE 802.11p PHY for all data rates. Then, we also analyzed the impact of the usage of a non-linear amplifier in the transmitter. The results showed a considerable degradation of the PER for 24 and 27 Mbps data rates, mainly for big SNR. Additionally, we showed that the degradation increases when the packet size is increased. These results highlighted the need for a way to implement several PER models for the PHY in network simulators.



Then, we presented a curve fitting algorithm that is able to obtain an inexpensive and accurate approximation of other PER models. The results showed that the algorithm obtains a very good approximation by using a two-matrix approach. The resulting matrices are used with a low complexity model; thus, a fast and accurate approximation can be implemented in network simulators.



The ns-3 implementation of the fitted models showed that the selection of different PER models can have a significant impact in the PLR. For instance, we showed that for a PLR of 0.5, the difference between the most opposite models can be as big as a 100 m distance between two adjacent nodes. Additionally, we implemented more realistic PER models that consider the effect of the non-linear HPA used commonly in the transmitter. A PLR increase was shown for the results for non-linear HPA, which is more considerable for 24 and 27 Mbps. This effect was also noticed when the distance between nodes and the total number of nodes were varied.



Compared to our previous work [17], we extended our results by implementing ten theoretical PER models in ns-3 with the aid of the curve fitting algorithm presented in this article. Moreover, we used the software offered in [16] for obtaining the simulated data, which is the input for the curve fitting algorithm.



In summary, we showed the importance of selecting the PER model and the need for the network simulators to offer several options so the user can select the one most suitable for his application. Furthermore, we proposed a fitting algorithm that obtains the parameters of a fast and accurate approximation implemented in the ns-3 simulator and can be used to implement different IEEE 802.11 PHY models in other network simulators. In future work, we plan to implement other more realistic and specific channel scenarios in ns-3, especially for 5G/6G communications, by using offline, inexpensive techniques, such as the one presented in this work, and compare it to other approaches that might be available in the literature.
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Figure 1. Operation mode of the proposal. 
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Figure 2. PER vs. SNR comparison of the models with   L = 500   bytes for (a) 3 Mbps (BPSK R =   1 / 2  ), (b) 6 Mbps (QPSK R =   1 / 2  ), (c) 12 Mbps (16QAM R =   1 / 2  ), (d) 24 Mbps (64QAM R =   2 / 3  ). 
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Figure 3. PER vs. SNR with linear and non–linear HPA (IBO = 6 dB,   L = 50   bytes). 
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Figure 4. PER vs. SNR with non–linear HPA (IBO = 6 dB) with and without OPS technique for PAPR reduction (  L = 50   bytes). 
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Figure 5. PER vs. SNR fitted curves against model curves with   L = 500   bytes for Model 2 (Mahmood and Janti (Equation (9)) considering constants of BER model (Equation (23))) and Model 6 (Song and Choi (Equation (12)) with BER from (Equation (25))) in (a) linear scale and (b) logarithmic scale. 
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Figure 6. Linear chain topology of five nodes. Source + 3 relays + sink. 
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Figure 7. PLR vs. distance for different rates and for different linear chain topologies. Approximation of theoretical models with packet size of 50 bytes. (a) Number of nodes: 2, (b) number of nodes: 3, (c) number of nodes: 4. 
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Figure 8. PLR vs. distance for different rates and for different linear chain topologies. Approximation of theoretical models with packet size of 500 bytes. (a) Number of nodes: 2, (b) number of nodes: 3, (c) number of nodes: 4. 
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Figure 9. PLR vs. distance for different rates and for different linear chain topologies. (a) Number of nodes: 2, (b) number of nodes: 3, (c) number of nodes: 4. 
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Table 1. Parameters used in the IEEE 802.11p PHY simulation.
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	Parameter
	Value





	Bandwidth
	10 MHz



	FFT window
	64



	Guard interval
	1/4



	Modulation
	BPSK, QPSK, 16-QAM, 64-QAM



	Coding rates
	1/2, 2/3, 3/4



	Channel
	AWGN
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Table 2. Parameters used in the IEEE 802.11p data rates.
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	Data Rate
	Modulation
	Coding Rate





	9 Mbps
	QPSK
	3/4



	18 Mbps
	16-QAM
	3/4



	24 Mbps
	64-QAM
	2/3



	27 Mbps
	64-QAM
	3/4
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Table 3. Complexity analysis results.
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	Model
	Value Fetch
	Basic Operations
	Complex Operations
	Order
	Notes





	1
	7
	20
	6
	   O ( 1 )   
	



	2
	5
	   15 + 2 n + 12  n 2    
	   4 + 2 n   
	   O (  n 2  )   
	n: Number of infinite sum elements



	3
	10
	20
	3
	   O ( 1 )   
	



	4
	14
	   2030 + n   
	   203 + 2 n   
	   O ( n )   
	n: Integral sum approximation



	5
	18
	   2034 + n   
	   203 + 2 n   
	   O ( n )   
	n: Integral sum approximation



	6
	14
	   2297 + 17 n   
	   303 + 34 n   
	   O ( n )   
	n: Integral sum approximation



	7
	4
	   10 + n   
	   3 + 2 n   
	   O ( n )   
	n: Integral sum approximation



	8
	8
	   14 + n   
	   3 + 2 n   
	   O ( n )   
	n: Integral sum approximation



	9
	4
	   277 + 17 n   
	   303 + 34 n   
	   O ( n )   
	n: Integral sum approximation



	10
	4
	   62 + n   
	   23 + 2 n   
	   O ( n )   
	n: Integral sum approximation



	Fit
	13
	40
	12
	   O ( 1 )   
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Table 4. Simulation settings.






Table 4. Simulation settings.





	Parameter
	Value





	Linear chain topology
	from 2 up to 6 nodes



	Simulation time
	1000 s



	Inter-Packet Generation Time (CBR)
	1 s



	Packet size
	50, 500 bytes



	Transmission power
	10 dBm



	Receiver sensitivity
	−96 dBm



	MAC specification
	IEEE 802.11p



	Propagation loss model
	Friis



	Frequency
	5.18 GHz



	Channel width
	10 MHz



	Rate
	18, 24, 27 Mbps
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