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Abstract: In this paper, the aging characteristics and state-of-health (SOH) estimation of retired
batteries were studied by leveraging the electrochemical impedance spectroscopy (EIS) technique. A
battery aging experiment was designed and implemented to monitor the aging process of batteries,
after which a comprehensive analysis of the collected EIS data was conducted to characterize the
corresponding aging properties of retired batteries. Based on the aging data analysis results, an
equivalent circuit model (ECM) was constructed, and the correlation between ECM parameters and
the battery age was identified. An EIS-based and ECM-based SOH estimation method for retired
batteries was developed and demonstrated. Furthermore, to further leveraging the EIS data from
battery aging tests, a Bayesian neural network-based SOH estimation method with automatic feature
extraction was developed. Comparisons among the proposed model-based method, data-driven
method, and state-of-the-art SOH estimation method for retired batteries were implemented. Overall,
insights into the aging characteristics and SOH estimation of retired batteries were achieved by
leveraging the EIS technique.

Keywords: retired battery; state of health; electrochemical impedance spectroscopy; data-driven method

1. Introduction

The rapid development of electric vehicles in recent years has led to wide applications
of lithium-ion batteries [1]. It is expected that by 2025, the retired lithium-ion batteries from
electric vehicles will be more than one million tons [2,3]. Retired batteries from electric
vehicles usually retain 70–80% of their initial capacity [3]. Thus, serious environmental
pollution and massive waste of resources might happen if these huge amounts of retired
lithium-ion batteries are not properly handled. Second-life applications of retired batteries,
such as energy storage systems (ESSs), communication base stations, low-speed electric
vehicles, and other scenarios that require lower performance than electric vehicles, are
becoming promising ways for handling retired batteries environmentally and economically.
To adequately recycle retired batteries through these second-life applications, one critical
issue is to characterize the aging pattern and to further implement the precise state-of-health
(SOH) estimation of retired batteries [4].

The SOH of a retired battery is a measurement of the performance of an aged battery
in its current state [5]. Usually, the SOH is evaluated using the remaining capacity of
the battery. Aging and improper operation affect the performance of batteries, and the
possibility of a catastrophic accident increases after the performance drops to a certain
level [6]. Retired batteries have the characteristics of low energy density, low power,
and poor consistency. Comprehensive health monitoring is essential for engineering
facilities [7–12], such as batteries [13], which can ensure the rational, safe, and efficient
use of retired power batteries. Based on health monitoring, a precise SOH estimation
method for retired batteries that relies on constructing an accurate relationship between fast
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battery test data and the current SOH can be constructed. There are generally three ways
for developing a precise SOH estimation method [14,15]: electrochemical-model-based,
equivalent-circuit-model-based, and data-driven methods.

The electrochemical model characterizes the chemical reaction processes in the battery,
such as solid-state diffusion, liquid-phase diffusion, and migration processes [16]. This
model can provide a complete description of the reaction mechanism of the battery. It
consists of a series of partial differential equations for electrode and electrolyte kinetics,
which are highly accurate but computationally intensive [17]. The dominant electrochemical
model is the Pseudo Two-Dimensional (P2D) model [18], based on porous electrodes and
concentrated solution theory [19]. The P2D model is complex, and its simplified Single-
Particle Model (SPM) [20] has the advantage of low computational effort. In summary,
electrochemical models can reflect the changes in internal parameters corresponding to
battery performance degradation. However, due to their complex model construction
process, the difficulty in obtaining accurate internal battery parameters, and the complexity
of calculations, they are generally used for failure mode analyses of batteries to aid design
and development.

The equivalent circuit model (ECM) adopts circuit components, such as constant
voltage sources, resistors, inductors, capacitors, etc., to characterize the charging and
discharging properties of batteries [21]. The ECM captures the current–voltage (I-V) charac-
teristics and transient behavior of the battery by approximating the dynamic characteristics
of batteries. ECMs are semi-mechanical models and are subdivided into two categories [22]:
frequency-domain models and time-domain models. The time-domain models are gen-
erally based on the I-V response data of the battery, and the frequency-domain models
are generally based on electrochemical impedance spectroscopy (EIS) data [23]. ECMs in-
clude the resistor–capacitor network model [24], the nonlinear ECM [25], and the Thevenin
model [26]. Time-domain models are more computationally friendly for practical applica-
tions, while frequency-domain models can analyze the electrochemical impedance formed
by different factors inside the battery in a broader frequency domain with relatively high
accuracy. Although the ECM simplifies model complexity, it is difficult to build models
to reflect the dynamic health characteristics of batteries due to the complexity of their
internal principles and the uncertainty of their operating conditions. It is difficult to fit the
same ECM to different types of batteries due to the significant variability of the internal
parameters of each type of battery, which limits the scalability of ECM-based methods for
SOH estimation models for different types of batteries.

The data-driven approach directly extracts the health-related features associated with
battery aging, avoiding the need for complex electrochemical process analyses and model
construction. Data sources for data-driven methods can be multi-faceted test data, in-
cluding charge and discharge data, EIS test data, etc. In recent years, powerful machine
learning algorithms have been used to train offline data and estimate the SOH of bat-
teries. Jiang et al. [27] proposed an SOH estimation method for the cascade utilization
of retired LiFePO4 batteries based on incremental capacity (IC) curves and ridge regres-
sion. Six retired LiFePO4 batteries were selected for run-to-failure testing in three typical
loading modes for energy storage applications, and the characteristics of the IC curves
were used as inputs to the regression model. The final SOH estimation error was within
3%. Peng et al. [28] proposed a data-driven model to predict Li-ion batteries’ performance
degradation behavior and to estimate the SOH. The comparison with existing methods
confirmed that the combined algorithm of Gaussian Process Regression (GPR) and ex-
tended Kalman filter (EKF) showed higher accuracy than other algorithms. Li et al.’s [29]
paper proposed a novel SOH estimation model based on Catboost and interval capacity
during charging processes, with which a general aging feature of the interval capacity was
extracted using incremental capacity analyses. The results showed that the error of the
estimation was limited within 2.74% and was better than five existing data-driven models.

Due to the lack of aging data of retired batteries in second-life applications, few
studies have been reported on the analysis of the aging characteristics and the investigation
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of an SOH estimation method for retired batteries. As reviewed above, most existing
approaches use equivalent circuit models to describe the aging behavior of battery systems
and further develop SOH estimation models based on ECM parameter identification.
However, changing battery types, operating conditions, and test conditions can challenge
the applicability of this ECM parameter identification, which is one of the limitations of
EIS practicality.

To fill these gaps, this paper is devoted to the experimental study of the cycle aging of
retired batteries and to the thorough investigation of model-based and data-driven methods
for the SOH estimation of retired batteries. Compared with the conventional perspective
on battery aging studied through current and voltage measurements, this paper presents a
novel EIS perspective for the study on the aging characterization and the SOH estimation of
retired batteries. This EIS perspective is elaborated mainly with the consideration that EIS
measurements contain richer information about batteries, including materials, interfacial
phenomena, and electrochemical reactions, making it easier to understand the battery aging
process mechanistically. One major challenge of this EIS perspective lies in the fact that it is
challenging to identify the quantitative characteristics associated with battery aging over
such a wide range of frequencies (the range of 0.01–5000 Hz was recorded in this paper).
To handle this challenge, Bayesian neural network-based SOH estimation with automatic
feature extraction was developed. This automatic feature extraction can automatically
identify useful EIS features from a wide range of frequencies. In addition, the uncertainty
quantification of SOH estimation in the DL-based method can be obtained through the
proposed Bayesian neural network-based method. This uncertainty quantification is often
omitted in traditional deep learning-based SOH estimation methods, yet it is critical for
uncertainty-aware decision making for the safe operation of retired batteries.

Based on the above, the novel contributions of this paper are the following:

(1) To present a novel EIS perspective for the study of the aging characteristics of and
SOH estimation method for retired batteries, which provides an understanding of the
battery aging process mechanistically.

(2) To develop Bayesian neural network-based SOH estimation with automatic feature
extraction to identify the quantitative characteristics associated with battery aging
over a wide range of frequencies.

The rest of the paper is organized as follows: Section 2 describes the experimental
study of battery aging. Section 3 introduces the proposed EIS-based SOH estimation
method. Section 4 demonstrates the proposed SOH estimation method based on the aging
data from the experiments. Section 5 concludes the paper with a discussion.

2. Experimental Setting and Data Acquisition
2.1. Life-Cycle Aging Experiment

This section firstly introduces the principles of electrochemical impedance spec-
troscopy measurements and clarifies the settings of the EIS test. Secondly, we report
the process for building an experimental platform for the experiment. Finally, we report
the design of the life-cycle aging experiments on batteries.

(1) Electrochemical Impedance Spectroscopy

Electrochemical impedance spectroscopy (EIS) [30] is an essential electrochemical test
method. EIS maps the change in the electrochemical frequency due to a small AC excitation
signal according to the sinusoidal law with the cell in equilibrium (open-circuit condition) or
under a stable DC polarization condition, called frequency-domain impedance analysis [31].
On the other hand, the time-domain impedance analysis measures the variation in the AC
impedance with time at a fixed frequency [32].

As a non-linear and time-varying electrochemical system, the prerequisites for the
impedance measurements of Li-ion batteries should satisfy the causality, linearity, and
stability conditions [33]. To satisfy these conditions, batteries should be in non-operating
equilibrium during measurements, and the amplitude of the potential sine wave, usually



Electronics 2022, 11, 3863 4 of 29

used as a disturbance signal, is to be set at 5–10 mV [30–34]. The AC impedance can be
measured in constant current or potential mode. The constant potential mode can lead to
overcurrent under the low impedance of batteries. Electrical impedance is the measure of
the opposition that a circuit presents to a current when a voltage is applied. The impedance
in the frequency domain can be calculated from the perturbed signal and its response,
that is,

Z =
u
i
=

U · sin(ωt + φu)

I · sin(ωt + φi)
(1)

where U U is the amplitude of the voltage signal, I is the amplitude of the current signal,
w is the angular frequency, and φu and φi are the phase shifts.

Accordingly, the absolute value of the impedance (|Z|) and phase shift (φ) are obtained
by solving

|Z| = U
I

(2)

φ = φu − φi (3)

The impedance can be further given as follow,

Z = Zre + jZim (4)

where Zre is the real part of the impedance and Zim is the imaginary part of impedance.
Figure 1 visualizes the interrelationship among the EIS measurement parameters. Us-

ing the real part of the impedance as the horizontal coordinate and the negative imaginary
part as the vertical coordinate, the Nyquist plot shows the cell impedance at different
frequencies, from left to right, corresponding to high and low frequencies, as shown in
Figure 2.
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The experimental platform (Figure 3) in this study consisted of a battery charge/discharge
test system (NEWARE BTS-5V12A), a multi-channel electrochemical workstation (Solartron
analytical 1470E), a computer with NEWARE-BTS test software and Solartro-Cell Test
software installed, and a thermostat (KOMEG KMT-150G). The battery charge/discharge
test system was used for charge/discharge cycles, capacity calibration, HPPC testing, etc.
The I-V data were collected during the charge/discharge process. The electrochemical
workstation was used to measure the EIS spectrum of the battery. The frequency, the real
part of impedance, the imaginary part of the impedance, and several other types of data
were recorded. The maximum AC impedance frequency range was 10 µ Hz ~ 1 MHz; the
frequency analysis accuracy amplitude was 0.1% of the phase angle. NEWARE-BTS test
and Solartron-Cell Test software recorded and exported the test data to the computer. The
thermostatic chamber provided all test ambient temperatures in the range of −20 ◦C to
180 ◦C, with a temperature fluctuation of ±0.5 ◦C. Eight cylindrical lithium-ion batteries
(18650-NCM523) were tested, with labels Cell-1 to Cell-8 (Table 1).
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Table 1. Parameters of the tested batteries.

Item Parameter Item Parameter

Negative electrode material Artificial graphite Capacity 2000 mAh
Size Diameter, 18.6 mm; height, 65.3 mm Voltage 3.6 V

Positive electrode material Li(Ni0.5Mn0.3Co0.2)O2 Discharge cut-off voltage 2.75 V
Weight 43 g Charge cut-off voltage 4.20 ± 0.05 V

(3) Experimental flowchart

Based on the above-described experimental platform, this section reports the design
of a life-cycle aging test process for the batteries (LiNCM) (Figure 4). The test included
two major stages: the accelerated aging test for vehicle applications and the test for typical
energy storage scenarios. The aging cycle conditions used in the two stages were different,
but the performance evaluation of the battery was the same, that is, every 50 cycles. Battery
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performance testing consisted of capacity calibration, HPPC, and EIS. At the end of the
first stage of the battery life, the maximum remaining usable capacity was less than 80% of
the nominal capacity, which was in line with the power-cell retirement criteria (70–80% of
initial capacity). At the end of the second stage of the battery life, the maximum remaining
usable capacity of all batteries tested was less than 60% of nominal capacity, which met the
EOL criteria for the relevant decommissioning power-cell storage scenario.
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The life-cycle battery aging experiment was conducted as shown below.
(1) Accelerated aging cycle work step for in-vehicle applications
In order to accelerate the aging rate in the first stage, the cyclic aging conditions were

set to be 0–100% of the battery state of charge (SOC), 1 C constant current and voltage
charge, and 3 C constant current discharge. The specific operations were:

• Preserve the battery at 25 ◦C for 60 min.
• Charge at 1 C (2 A) until the cut-off voltage of 4.2 V and the current of 0.02 C (0.04 A)

are achieved.
• Preserve for 30 min.
• Discharge at 3 C (6 A) constant current until the cut-off voltage of 2.75 V is achieved.
• Preserve for 60 min.
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• Charge at 1 C (2 A) until the cut-off voltage of 4.2 V and the current of 0.1 C (0.2 A)
are achieved.

• Repeat the first three steps until 50 cycles are completed.

We conducted the performance test every 50 cycles, including capacity calibration,
HPPC, and EIS tests.

(2) Aging cycle for typical energy storage scenarios
The aging cycle condition refers to the cycle test method in GB36276-2018 (Li-ion

Battery for Power Storage), and the cycle aging conditions were 20–80% of the SOC interval
for 1 C constant current charging/discharging. The specific steps were as follows:

• Preserve the battery at 25 ◦C for 60 min.
• Charge at 1 C (2 A) until the cut-off voltage of 4.2 V and the current of 0.02 C (0.04 A)

are achieved.
• Preserve for 10 min.
• Discharge at the constant current of 0.2 C (0.4 A) to 80% SOC.
• Preserve for 5 min.
• Discharge at the constant current of 1 C (2 A) to 20% SOC.
• Preserve for 30 min.
• Charge at the constant current of 1 C (2 A) until 80% SOC.
• Preserve for 30 min.
• Repeat the last four steps until 50 cycles are completed.

We conducted the performance test every 50 cycles, including capacity calibration,
HPPC, and EIS tests.

(3) Capacity calibration test
The capacity calibration test aimed to obtain the maximum remaining available capac-

ity of batteries. To make sure the efficiency and accuracy of capacity measurements, the
capacity calibration test adopted the following steps:

• Preserve the battery at 25 ◦C for 60 min.
• Charge at 1 C (2 A) until the cut-off voltage of 4.2 V and the current of 0.02 C (0.04 A)

are achieved.
• Preserve for 10 min.
• Discharge at the constant current of 1C (2A) until the cut-off voltage of 2.75 V

is achieved.
• Preserve for 10 min.
• Discharge at the constant current of 0.05 C (0.1 A) with a cut-off voltage of 2.75 V.
• Preserve for 5 min.
• Charge at the constant current 1 C (2 A) until the cut-off voltage of 4.2 V and the

current of 0.02 C (0.04 A) are achieved.

The battery final maximum usable discharge capacity corresponded to the sum of
the two discharges in steps 4 and 5, and the maximum remaining usable charge capacity
corresponded to the constant current and voltage charge capacity in step 8.

2.2. Data Acquisition and Analysis

This paper presents charge and discharge cycle data, capacity calibration test data,
HPPC test data, and EIS test data of the batteries tested. The changes in the capacity decay
and internal resistance of the batteries over the life cycle were calculated, and the aging
pattern of the battery under the two cycling conditions was analyzed from the perspective
of external characteristics. An ECM was established based on EIS test data, and the changes
in the impedance of each part of the battery during aging were modeled.

(1) Experimental Data Analysis of External Characteristics

The degradation of the battery capacity reduces the maximum available capacity, and
the increase in internal resistance leads to the degradation of the battery power. This study
assessed the state of battery degradation by studying the capacity.
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Capacity decay

The refinement index of a battery nominal capacity includes the Maximum Recharge-
able Capacity (MRC) and the Maximum Dischargeable Capacity (MDC). The average
values of MRC and MDC are used to calculate the nominal capacity. Moreover, the depth of
discharge (DOD) is the percentage of battery discharge capacity and battery rated capacity.
The capacity degradation curves of all tested batteries as presented in this chapter are
shown in Figure 5. The following conclusions were drawn:

• The first stage of capacity degradation of the batteries could be divided into the
following: cycles 0–50, in which the capacity of all new power batteries had a slight
increase; cycles 50–500, which was the linear aging stage (i.e., the capacity degradation
of all batteries increased linearly with the number of cycles), in which the capacity
degradation curves of the batteries were close; and cycles 500–1000, which was the
non-linear aging stage. All batteries showed a significant increase in the capacity decay
rate, and the capacity decay curves of the batteries in this stage became increasingly
scattered, indicating that the inconsistency among the batteries increased significantly.
The standard deviation was 95.13 mAh.

• After 1000 cycles, there was a significant increase in battery capacity. This was a
self-recovery phenomenon caused by the batteries being left for two months between
the end of the first phase of testing and the start of the second phase of cycling. More
significant battery self-recovery also occurred at the 2100th and 2400th cycles.

• The capacity decay rate in the second battery life stage was slower than that in the first
life stage. In addition, there was no apparent non-linear inflection point in the capacity
decay curve in the second stage, which showed a linear degradation trend. In terms of
inter-cell variability, the inter-cell inconsistency at the point when second-life-stage
testing stopped (2700 cycles) was lower than the first-stage cut-off, as demonstrated
by the extreme inter-cell capacity difference of 172.4 mAh, with a standard deviation
of 57.06 mAh.
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(2) Electrochemical Impedance Spectroscopy Analysis

The EIS tests were conducted at 20 ◦C in a non-operating steady state with a battery
SOC of 100%. The KK (Kramers–Kronig) transformation method [35] was used to show the
EIS test data. Figure 6 indicates that the measured impedance spectrum fitted the KK-fitted
reconstructed values, with the maximum residuals for both the real and imaginary parts
being within 0.5%. Therefore, it was concluded that the EIS data for these measurements
satisfied the KK relationship.
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Figure 6. Electrochemical impedance spectra and their KK transformation test results.

The first-life-stage EIS profiles of the test cell (Cell-1) in this chapter and the second-
life-stage EIS profiles of all cells are shown in Figures 7 and 8, respectively. As the EIS
tests are influenced by the cell temperature and SOC, the tests referred to in the figures
were all performed at 20 ◦C and 100% SOC. The difference between the two stages of EIS
testing lay in the different frequency bands, with first-life-stage testing being performed at
0.1–5000 Hz and second-life-stage testing being performed at 0.01–5000 Hz. As shown in
Figures 7 and 8, the EIS of the battery changed regularly with the increase in the cycle times,
indicating a correlation among EIS, battery capacity degradation, and other performance
degradation; combined with the impedance model, this could be used to establish a link
between the internal parameters of the battery during cyclic aging and thus to characterize
the health status of the battery.
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Figure 7. EIS mapping of the first life stage of the test cell (Cell-1).
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Figure 8. Nyquist diagrams for the second life stage of the test cells at different cycles.

In Figures 7 and 8, different colors and symbols represent the Nyquist diagrams of the
batteries at different cycles, low frequencies to high frequencies are represented from left to
right. This comment is valid for other similar figures.

According to Figures 7 and 8, the following conclusions could be drawn:

• As the number of aging cycles increased, the associated EIS spectrum of the battery
moves from the left to right as shown the figures. The intersection of the EIS spectrum
with the coordinate axis where the fundamental part of the impedance is located
indicated the internal ohmic resistance, and the shift in the EIS spectrum to the right
indicated the increase in the internal ohmic resistance during the battery aging process.

• In the early stages of aging (100 cycles), the EIS spectrum behaved as semi-circular arcs
in the mid-frequency band, and as the number of cycles increased, two arcs separated
at 19.9 Hz, as shown in Figure 9. During subsequent cell aging, the size of the first
segment arc did not change significantly, while the radius of the second segment arc
increased significantly. As the cell aged, the impedance spectrum high-frequency-band
arcs remained largely inconvenient due to the stability of the solid electrolyte inter-
phase (SEI) film on the anode active ion surface. It should be noted that the SEI layer
was not stable under all conditions and was highly susceptible to rupture and decom-
position under high-temperature and high-magnification operating conditions. As the
number of aging cycles increased, the impedance spectrum increased significantly in
the low-frequency band arc, which indicated an increase in the internal charge transfer
impedance of the cell. This increase of impedance spectrum at the end of the first stage
of aging cycles was mainly related to the impedance of the cathode.
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The variation in the EIS spectrum with the cycles in Figure 10 indicates the following:

• In the early stage of recycling the retired battery, the EIS spectrum clearly showed
two semicircles in the middle-frequency band because the retired battery formed a
stable SEI layer after the long period of the first stage of cycling.

• During the recirculation of the retired battery, the radius of the first semicircle was
almost maintained, and the radius of the second semicircle increased significantly.

• The EIS curve decreased in the sloping part of the low-frequency band with the
increase in the number of cycles, representing that the diffusion capacity of lithium ions
decreased with battery aging and that the diffusion coefficient of lithium ions decreased.
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3. The Proposed Method
3.1. EIS-Based SOH Estimation

The EIS-based SOH estimation method for retired batteries is shown in Figure 11.
The framework is divided into two technical lines, one based on the electrochemical
impedance spectroscopy ECM parameter identification method and the other based on the
automatic relevance determination (ARD) algorithm. The specific implementation process
was performed as follows:

• Feature extraction: Firstly, the EIS data collected during the operation of the retired
power battery were used to build a dataset; then, a suitable equivalent circuit model
was established to describe the electrochemical process of the battery based on the
feature extraction of the ECM method, and the parameters in the ECM were identified
using an optimization algorithm. The appropriate parameters were selected for SOH
estimation; the ARD algorithm was used to calculate the weights and the feature
pruning of the EIS frequency features to obtain the de-modeled features; finally, the
feature frequency most relevant to the battery capacity was selected, and the real and
imaginary parts of the impedance at the feature frequency could be used as the feature
dataset for SOH estimation.
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• Model building and training: Firstly, the feature dataset was divided into a training
set and a test set using division methods such as random division and leave-one-out
cross-validation division. Secondly, the BNN model was built based on the Bayesian
deep learning framework. Afterwards, the training dataset was input into the BNN,
and due to the problem that it was difficult to calculate the posterior distribution
during the learning process of the BNN model, variational inference was used to use a
processable variational distribution to approximate the posterior distribution, trans-
forming standard Bayesian learning from an integration problem to an optimization
problem. Finally, the hyperparameters of the BNN were optimized to improve the
performance and effectiveness of model learning.

• Estimation of the health status: The SOH of the retired batteries was estimated by
feeding the test dataset into the BNN model obtained from training. Random divi-
sion and leave-one-out methods were used to divide the test set so that the model
performance on anonymous data could be tested more comprehensively. The SOH
estimation error was calculated based on the SOH estimates output by the model and
the real, measured SOH. The RMSE and MAPE were used to assess the accuracy and
generalization performance of the model.

3.2. Feature Extraction Based on ECM Parameter Identification

EIS-based methods for battery SOH estimation require understanding battery aging in
conjunction with the ECM and identifying health features from ECM-identified parameters
that are highly correlated with the SOH. In this section, we report the process with which
the parameters of the ECM built for the test batteries were first identified and with which
the health features were extracted from the ECM parameters after a correlation analysis.

(1) ECM construction and parameter identification

The relationship between the battery SOH and characteristics of the EIS spectra was
further investigated by fitting the EIS spectra to the ECM, and the second-order ECM is
shown in Figure 12. In Figure 12, L represents the ideal inductance for the impedance
behavior of the cell at very high frequencies, and RO represents ohmic impedance. The
electrochemical process at the electrode is represented by the modified parallel RC elements,
Zarc and ZW. Zarc introduces a constant phase element; QCPE represents a capacitor
in parallel with a standard resistor to account for the dispersion effect; Zarc1 is used to
describe the impedance of SEI; Zarc2 is used to describe the charge transfer impedance. The
properties of ZW are similar to those of parallel RC elements and are used to describe the
diffusion impedance of lithium ions in the solid particles of the electrode.

Specifically, Zarc is expressed by the following:

Zarc(ω) = ZR//ZCPE =
1

1/R + θ(jω)n (5)

where n is a depression factor, is valid between 0 and 1, and is used to simulate the
depression of the semicircle in the Nyquist diagram. When n is equal to 0, Zarc is the ohmic
resistor; when n is equal to 1, it represents the RC component’s perfect semicircle. ZW is
expressed as follows:

ZW = R
tanh(

√
jωθ)√

jωθ
(6)

Commonly, ZW is approximated as RW
(jω)0.5 .

The total impedance of the equivalent circuit model in Figure 12 can be described
as follows:

Z = RO +
RSEI

1 + RSEI · θ1(jω)n1
+

Rct

1 + Rct · θ2(jω)n2
+

RW

(jω)0.5 (7)

where Z is the total impedance.
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The expressions for the real (Zre) and imaginary (Zim) parts of the total impedance
are derived as follows:

Zre = RO+
RSEI+θ1RSEI

2ωn1 cos(
n1π

2 )

[Y1RSEI ωn1+cos(
n1π

2 )]
2
+sin2(

n1π
2 )

+
Rct+θ2Rct

2ωn2 cos( n2π
2 )

[θ2Rctω
n2+cos( n2π

2 )]
2
+sin2( n2π

2 )

(8)

Zim = ωL − θ1RSEI
2ωn1 sin(

n1π
2 )

[θ1RSEI ωn1+cos(
n1π

2 )]
2
+sin2(

n1π
2 )

− θ2Rct
2ωn2 sin( n2π

2 )

[θ2Rctω
n2+cos( n2π

2 )]
2
+sin2( n2π

2 )

(9)

The impedance spectrum is parametrically identified using the non-linear least square
method with an optimization objective function. f (λ) =

k
∑

i=1

(
(Zrei − zrei)

2 + (Zimi − zimi)
2
)

λ = [L, RO, RSEI , θ1, n1, Rct, θ2, n2, RW ]
(10)

where k is the total number of impedances at all frequency points on the impedance
spectrum; Zrei and Zimi are the actual values of the measured real and imaginary parts
of the impedance at a given frequency; Zrei and Zimi are the fitted values of the real and
imaginary parts of the impedance measured at a specific frequency; and λ is a vector
of unknown parameters. In this study, a total of 280 measured impedance spectra from
the second life stage of retired power cells were fitted to identify nine parameters of the
ECM (L, RO, RSEI , θ1, n1, Rct, θ2, n2, RW). The measured EIS susceptibility component does
not provide valid battery health information; it is, therefore, outside the scope of this
characterization study.

(2) ECM parameter analysis and feature extraction

The parameter identification for the ECM of the EIS spectrum was carried out using the
non-linear least square method, and the error control of the ECM parameter identification
in this study was 10%. From the Spearman correlation between ECM parameters and the
capacity as shown in Table 2, we can find that RO and RW show a robust correlation with
cpacity. Thus, we chose RO and RW for the battery health-state estimate characteristics.
The trends of RW and RO are shown in Figure 13.

Table 2. Spearman correlation between ECM parameters and capacity.

Parameter Correlation Coefficient Parameter Correlation Coefficient

RO −0.9238 Rct 0.2353
RSEI −0.5903 θ2 0.6209

θ1 0.2711 RW 0.9696
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(3) ARD-based Automated feature extraction

Considering the difficulty in selecting suitable feature frequencies using current EIS-
based, data-driven methods, this study used the automatic relevance determination (ARD)
algorithm to automate the selection of health factors associated with battery aging from
the EIS spectra, avoiding the need for complex electrochemical process analyses and
model construction. In practical regression problems, the inputs contain many potentially
uncorrelated features. Automatic correlation decision making is a Bayesian approach
based on feature selection and sparse learning [36]. The relevance hyperparameters in the
ARD algorithm determine the range of the variation in the parameters associated with a
particular input. The relevance of the input parameters to the prediction outcome is inferred
by modeling the width of a zero-mean Gaussian distribution before these parameters. ARD
maximum likelihood optimizes the hyperparameters to infer the relative importance of
the inputs.

The idea of ARD is to give feature weights that are independent of the Gaussian prior.

p(w | α) = ∏
i
N
(

wi | 0, α−1
i

)
(11)

where α is a hyperparameter vector that controls how far each weight is allowed to deviate
from zero. The hyperparameter α can be estimated by using the expectation maximization
(EM) method or Bayesian method with maximum a posteriori probability estimate (MAP).
The result of this optimization is that many of the elements of the data tend to infinity, so
that only a few non-zero weights are available; therefore, irrelevant features are removed
from the input data.

The implementation of the algorithm is based on Gaussian Process (GP) machine learn-
ing using a zero-mean function and a squared exponential covariance function with ARD.

kARD
f

(
xp, xq

)
= σ2

f · exp

−1
2

n

∑
i=1

(
xi

p − xi
q

σi

)2
 (12)

where σi is the covariance function along input feature i(i = 1, 2, . . . , n) and σf is the
standard deviation of the signal. Let us suppose that value σi is substantial. Then, the
covariance function becomes independent of the i− th Input.
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The input to ARD in this study was selected from the 280 sets of EIS data collected
over 1700 cycles in the second life stage of eight cells, with each EIS profile containing
141 frequency points with fundamental-part and imaginary-part data, as shown in Figure 14.
Let us define the weighting factor at the i− th frequency as wi = exp(−σi), 0 < wi < 1.
The ARD algorithm identifies correlations with the battery health status (capacity) among
the high-dimensional impedances at 141 frequency points, assigning the larger weights
to features with higher relevance and less weights to the features with lower correlation.
The ARD results showing the weights of impedances versus battery capacity at different
frequencies are shown in Figure 15. There were nine feature frequencies with weights above
0.01. The locations of these frequency points on the Nyquist plot are shown in Figure 16,
with the colored marked points in the plot being where the feature frequencies are located.
From the shape of the impedance spectrum curve, the ARD-based feature selection method
can select the critical nodes in the impedance spectrum; in other words, together, these
feature frequency points can essentially locate the entire EIS curve.
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Figure 14. Measured EIS as a function of battery capacity.

As shown in Figures 17 and 18, the following characteristics were applicable to the
real and imaginary parts of the impedance values at the characteristic frequencies: (i) The
absolute values of the real and imaginary parts of the impedance at all characteristic
frequency points increased as the capacity decreased. (ii) At frequencies below 0.1 Hz for
the real part/below 1 Hz for the imaginary part, the impedance distribution was more
spread out in the lower capacity region, especially for battery capacities below 1.3 Ah (60%
of the SOH). This suggested that the features extracted in the lower frequency region were
more sensitive to the variability among the retired batteries. (iii) The gradient of impedance
variation was more pronounced at frequencies below 0.1 Hz for the real part/below 1 Hz
for the imaginary part, but it showed a clear non-linear trend and a relatively scattered
distribution. (iv) The impedance distribution at frequencies below 0.1 Hz for the real
part/below 1 Hz for the imaginary part was more dispersed in the regions with lower
capacity, mainly for battery capacities below 1.3 Ah (60% of the SOH). This suggested that
the features extracted in the lower frequency region were more sensitive to the variability
among the retired batteries.
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Figure 15. The weighting of impedance vs. battery capacity at different frequencies.
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Figure 16. ARD selected eigenfrequencies on Nyquist plot (Cell-1).
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Figure 17. Relationship between the real part of the impedance and the capacity at the characteris-
tic frequency.
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Figure 18. Relationship between the imaginary part of the impedance and the capacity at the
characteristic frequency.

4. Case Study
4.1. Verification of SOH Estimation Method Based on EIS

Data-driven methods have been widely studied in the field of fault prediction and
health management. Deep learning has the ability to process large numbers of data of
complex nonlinear systems without the need for detailed information of known battery
characteristics. However, the current traditional deep learning network architecture lacks
uncertainty measurement in prediction, which makes it difficult to provide reliable guid-
ance for maintenance decisions in practical engineering applications. The Bayesian neural
network introduces the Bayesian method into the construction of deterministic neural
networks to quantify the uncertainty [37,38]. This method allows one to quantify the
uncertainty of the prediction results through a posterior distribution.

In this paper, the BNN model was constructed and trained using the Tensorflow-
Probability probabilistic programming tool in the Python environment, and the main steps
were as follows:

• Dataset division using random division, leave-one-out division, and division by a
specified number of cycles, respectively, as shown in Table 3.

• Feature set pre-processing—normalization of multi-dimensional features of the input.
• Building a Bayesian neural network and optimizing the network structure: The BNN

network structure (number of layers and neurons) was optimally adjusted according
to the input; the activation function was ReLU, and the optimizer was Adam. The
final BNN model was tested using the dataset to derive the capacity estimation results
and the uncertainty.

Overall, 56 cases were trained and tested. This study investigated the performance
of the SOH estimation model for retired batteries based on different input features of EIS,
training sets, and test sets. Methodologically, these cases were divided into two main
categories based on ARD auto-correlation decision feature frequency and ECM parameter
identification. Subsequently, three types of data partitioning were used for the above
two categories of cases based on the data partitioning method: (i) with random partitioning,
we randomly selected one of the eight battery datasets as the test set in order to test
the performance of the method on the battery variability dataset; (ii) with leave-one-out
partitioning, we used one of the eight battery datasets as the test set in order to test the
performance of the method on unknown battery data of the same type; (iii) with division
by a specified number of cycles, we used the data from the first N measurements of all
batteries as the training set in order to test the performance of the method on unknown
battery cycle data. Furthermore, based on the feature quantities, in the case studies, we
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investigated the performance of the real- and imaginary-part feature quantities in SOH
estimation with the ARD method and the performance of different impedance parameters
in SOH estimation with the ECM method. The accuracy and generalizability of the model
in these cases were discussed explicitly in the comparison of the results and analyses.

Table 3. Examples of BNN model training and validation.

Cases Method Data Division Feature Quantity

1

ARD

Random division (1/8)

All real parts
2 Real part (above 0.1 Hz)
3 Real part (below 0.1 HZ)
4 All the imaginary parts
5 Imaginary part (above 1 Hz)
6 Imaginary part (below 1 Hz)
7 All real and imaginary parts
8 Real part and imaginary part (above 1 Hz)

9–16
Leave-one-out method of division (1/8 Cells)

Real part (above 0.1 Hz)
17–24 Real part (above 1 Hz)
25–31 Divided by cycle numbers (interval, 200) Real part (above 0.1 Hz)
32–38 Imaginary part (above 1 Hz)

39

ECM
Random division (1/8)

RO
40 ZW
41 [RO, ZW ]

42–49 Leave-one-out method of division (1/8 Cells)
[RO, ZW ]50–56 By cycle numbers (interval, 200)

4.2. Results of the EIS-Based SOH Estimation Method

Table 4 summarizes model training and testing on the 56 cases in Table 3. With the
same data division principle, this section provides a comparative analysis of the model
accuracy and generalizability of the different methods.

Table 4. Model test results and errors for different cases.

Case Method Data Division RMASE (Ah) MAPE (%)

1

ARD

Random division (1/8)

0.178 10.82
2 0.037 2.08
3 0.052 3.00
4 0.183 11.31
5 0.036 1.96
6 0.038 2.29
7 0.337 18.61
8 0.034 1.94

9–16
Leave-one-out method of division (1/8 cells)

[0.027, 0.062] [1.55, 2.82]
17–24 [0.024, 0.042] [1.25, 2.35]
25–31 Divided by cycle numbers (interval, 200) [0.056, 0.408] [3.81, 27.93]
32–38 [0.038, 0.307] [2.45, 22.72]

39

ECM
Random division (1/8)

0.0743 4.22
40 0.0407 2.38
41 0.0397 2.27

42–49 Leave-one-out method of division (1/8 cells) [0.021, 0.050] [1.38, 2.88]
50–56 By cycle numbers (interval, 200) [0.052, 0.398] [3.53, 27.15]

(1) Random Division

The model test errors, RMSE and MAPE, for all cases are represented in Figure 19. The
training and test results for the ECM-based and ARD-based cases are shown in Figures 20 and 21,
respectively. Each subplot in the figure is labeled with a case number corresponding to the
cases in Tables 3 and 4. In each case, there are two subplots: the top one is the plot of the
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training results and errors, and the bottom one is the plot of the test results and errors. In
the graphs, the horizontal axis (X-axis) represents the number of samples trained or tested,
and the vertical axis (Y-axis) represents the battery capacity. The red line represents the
true value of the battery capacity; the blue line represents the estimated value of the battery
capacity; and the gray-filled area is the interval estimate (95% confidence interval).
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Electronics 2022, 11, x FOR PEER REVIEW 21 of 31 
 

 

42–49 Leave-one-out method of division (1/8 cells) [0.021, 0.050] [1.38, 2.88] 

50–56 By cycle numbers (interval, 200) [0.052, 0.398] [3.53, 27.15] 

(1) Random Division 

The model test errors, RMSE and MAPE, for all cases are represented in Figure 19. 

The training and test results for the ECM-based and ARD-based cases are shown in Fig-

ures 20 and 21, respectively. Each subplot in the figure is labeled with a case number cor-

responding to the cases in Tables 3 and 4. In each case, there are two subplots: the top one 

is the plot of the training results and errors, and the bottom one is the plot of the test 

results and errors. In the graphs, the horizontal axis (X-axis) represents the number of 

samples trained or tested, and the vertical axis (Y-axis) represents the battery capacity. 

The red line represents the true value of the battery capacity; the blue line represents the 

estimated value of the battery capacity; and the gray-filled area is the interval estimate 

(95% confidence interval). 

 

Figure 19. Model test errors based on random division. 

 

1 2 3 4 5 6 7 8 39 40 41

0.00

0.05

0.10

0.15

0.20

0.25

0.30

0.35
 RMSE

 MAPE

Case

R
M

S
E

 (
A

h
)

0

2

4

6

8

10

12

14

16

18

20

 M
A

P
E

 (
%

)

Electronics 2022, 11, x FOR PEER REVIEW 22 of 31 
 

 

 

Figure 20. Training and test results of cases based on ECM and random division. 

 

 

Figure 20. Training and test results of cases based on ECM and random division.



Electronics 2022, 11, 3863 21 of 29

Electronics 2022, 11, x FOR PEER REVIEW 22 of 31 
 

 

 
Figure 20. Training and test results of cases based on ECM and random division. 

 

 

Electronics 2022, 11, x FOR PEER REVIEW 23 of 31 
 

 

 

Figure 21. Training and test results of cases based on ARD and random division. Green line: 

MAPE. 

Figures 19 and 20 confirm that the parameters used in the ECM (Case-40) were better 

than those used in Case-39, which reduced the test error from 4.22% to 2.38%, indicating 

that the diffuse impedance may be more advantageous in the estimation of the SOH of 

retired batteries. The accuracy of the model that used both parameters was better than the 

one that used one source, with a minimum test error of 2.27%. 

Regarding the ARD approach, that the following conclusions were drawn: 

⚫ Of the three sets of cases (Case-1, Case-2, and Case-3) using the real part of the im-

pedance, the model for Case-1 had the most prominent error in the test set, which 

indicated that using the eigenfrequencies of all frequency bands was detrimental to 

the accuracy of the SOH model. The accuracy of the capacity estimation using the 

high-frequency band of the real-part (above 0.1 Hz) eigenfrequencies was higher than 

that for the low-frequency band (below 0.1 Hz), which could be attributed to the fact 

that the real-part values for the high-frequency part of the eigenfrequencies exhibited 

a different, high degree of nonlinearity and dispersion with respect to the capacity. 

This shows that the features of the high-frequency band of the real part are more 

applicable to the estimation of the SOH of retired batteries. 

⚫ Of the three sets of cases (Case-4, Case-5, and Case-6) using the real part of the im-

pedance, the model for Case-4 had the largest error in the test set, and Case-5 had the 

smallest error. The SOH estimation model using the high frequency (1 Hz) and the 

above eigenfrequencies of the real part had the highest accuracy for reasons similar 

to those in the analysis of the real part, indicating that the features in the high-fre-

quency band of the imaginary part are more suitable for the estimation of the SOH 

of retired batteries. 

⚫ Of the two sets of cases (Case-7 and Case-8) where both impedance real and imagi-

nary features were used, Case-7, with 18-dimensional features in all frequency bands, 

had the highest error, while the model accuracy was the highest with real and imag-

inary features in the high-frequency bands only. This indicates that although features 

related to battery capacity can be extracted in the low-frequency band of EIS spectra, 

highly non-linear and high-dimensional features are not conducive to the training of 

SOH estimation models for retired batteries. 

⚫ In terms of the amount of EIS features, good results could be achieved using both the 

real and imaginary impedance features alone, with test errors of 2.08% and 1.96%, 

respectively. Combining the real and imaginary impedance features did not signifi-

cantly improve the accuracy of the model, with a minimum test error of 1.94%. 

Combining the above analyses, the best cell SOH estimation accuracy achieved by 

the ARD-based method was 1.94%, and the best cell SOH estimation accuracy achieved 

by the ECM-based method was 2.27%. Therefore, considering the results of the random 

Figure 21. Training and test results of cases based on ARD and random division. Green line: MAPE.



Electronics 2022, 11, 3863 22 of 29

Figures 19 and 20 confirm that the parameters used in the ECM (Case-40) were better
than those used in Case-39, which reduced the test error from 4.22% to 2.38%, indicating
that the diffuse impedance may be more advantageous in the estimation of the SOH of
retired batteries. The accuracy of the model that used both parameters was better than the
one that used one source, with a minimum test error of 2.27%.

Regarding the ARD approach, that the following conclusions were drawn:

• Of the three sets of cases (Case-1, Case-2, and Case-3) using the real part of the
impedance, the model for Case-1 had the most prominent error in the test set, which
indicated that using the eigenfrequencies of all frequency bands was detrimental to
the accuracy of the SOH model. The accuracy of the capacity estimation using the
high-frequency band of the real-part (above 0.1 Hz) eigenfrequencies was higher than
that for the low-frequency band (below 0.1 Hz), which could be attributed to the fact
that the real-part values for the high-frequency part of the eigenfrequencies exhibited a
different, high degree of nonlinearity and dispersion with respect to the capacity. This
shows that the features of the high-frequency band of the real part are more applicable
to the estimation of the SOH of retired batteries.

• Of the three sets of cases (Case-4, Case-5, and Case-6) using the real part of the
impedance, the model for Case-4 had the largest error in the test set, and Case-5
had the smallest error. The SOH estimation model using the high frequency (1 Hz)
and the above eigenfrequencies of the real part had the highest accuracy for reasons
similar to those in the analysis of the real part, indicating that the features in the
high-frequency band of the imaginary part are more suitable for the estimation of the
SOH of retired batteries.

• Of the two sets of cases (Case-7 and Case-8) where both impedance real and imaginary
features were used, Case-7, with 18-dimensional features in all frequency bands, had
the highest error, while the model accuracy was the highest with real and imaginary
features in the high-frequency bands only. This indicates that although features related
to battery capacity can be extracted in the low-frequency band of EIS spectra, highly
non-linear and high-dimensional features are not conducive to the training of SOH
estimation models for retired batteries.

• In terms of the amount of EIS features, good results could be achieved using both the
real and imaginary impedance features alone, with test errors of 2.08% and 1.96%, re-
spectively. Combining the real and imaginary impedance features did not significantly
improve the accuracy of the model, with a minimum test error of 1.94%.

Combining the above analyses, the best cell SOH estimation accuracy achieved by the
ARD-based method was 1.94%, and the best cell SOH estimation accuracy achieved by the
ECM-based method was 2.27%. Therefore, considering the results of the random division
experiment, the ARD-based method was slightly better than the ECM-based method in
terms of SOH estimation accuracy.

(2) Leave-one-out method of division

The test errors of the BNN models with different features using leave-one-out division
are shown in the box line plot in Figure 22, where the RMSE is reported on the left Y-axis
(red) and the MPAE on the right Y-axis (blue). The best and worst model training and
test results for the three features are given in Figures 23–25, respectively, with the lowest
test error being on the left and the cell numbers being the cell numbers of the test set.
Figures 23 and 24 show the test results of the model training set with the impedance real-
part and imaginary-part features based on the ARD method, respectively, and Figure 25
shows the model training and test results based on the ECM method. The training and test
results based on leave-one-out method division revealed the following:

• Figures 22 and 23 show that the MAPE range of test errors based on the real part
of the ARD impedance (Zre) was [1.55, 2.82], indicating a large inter-cell variability
for this feature. The lowest BNN model test error was obtained for Cell-3, and the
most significant error was obtained for Cell-5. As seen from Figures 5–13, some of the
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actual capacity of Cell-5 exceeded the BNN model interval estimate, mainly because
the model had a higher estimation error near the inflection point of the capacity.

• From Figures 22 and 24, the test errors based on the ARD impedance imaginary part
(Zim) were relatively close to each other, with a range of [1.25, 2.35] for the MAPE,
which indicated that the impedance imaginary-part characteristics were less affected
by inter-cell capacity variability, with the lowest model test error having been obtained
for Cell-1 and the largest error having been obtained for Cell-7. In addition, the
comparison of the median and maximum error values showed that the BNN model
with the ARD impedance imaginary part was the best performing one out of the
three methods.

• From Figures 22 and 25, the range of MAPE test errors based on the ECM method was
[1.38, 2.88]; the maximum error was the highest for the three characteristics, and the
error range was also the largest, which reflected that the parameters of the ECM were
more significantly influenced by inter-cell variability. As can be seen from Figure 25,
using the BNN model, the lowest error was obtained for Cell-8, and the biggest error
was obtained for Cell-5. These results were similar to the results obtained by utilizing
the real part of the ARD impedance characteristics, where the test results for Cell-5
had a bigger estimation error around the changing point of the capacity.
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Figure 22. Error distribution of results for the model using leave-one-out division.
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(3) Specifying the number of cycles to be divided

The variations in the model test result errors on the number of cycles in the training
set in the ARD-based and ECM-based cases using the principle of leave-one-out division
are shown in Figure 26.

The horizontal axis (X-axis) in Figure 26 represents the data from the first N cycles
of the retired battery contained in the test set, and the vertical axis (Y-axis) shows the
RMSE and MAPE, for the remaining data in the test set. The black line represents the test
errors based on the impedance imaginary-part feature selected using ARD, and the blue
line represents the errors based on the ECM parameter feature. Based on the comparative
analysis of the model errors in Figure 26, that the following conclusions were drawn:

• In terms of the number of cycles, as the increase of data amount, both methods showed
an abrupt drop in the test error at 600 cycles. This indicated that the best accuracy of
capacity estimation can be reached at 2.79%, when the data from the first 600 cycles of
the retired battery can be obtained.

• From the comparison of the methods, the test error of the ECM-based method (2.79%)
was much smaller than that of the ARD-based method (6.24%) when specifying the
first 600 cycles of data as the training set. This indicates that the ECM method has
higher accuracy in SOH estimation when the cell cycle data are unknown.
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Figure 26. Model test error for the specified number of cycle divisions.

Figure 27 shows the training and test results of the model specifying the first 600 cycles
of data as the training set. The estimates from model training were generally able to get very
close to the true battery capacity. From the test results of the model, the point estimate still
approximated the true battery capacity relatively well as the capacity decreased. However,
the 95% confidence interval shown in the figure became significantly more wider, indicating
an increase in the uncertainty of capacity estimation. This increase of uncertainty is mainly
due to the fact that BNN model training did not consider the data characteristics of the
battery at low capacity. In combination, the ECM-based approach is expected to achieve
higher accuracy (less than 3% error) in capacity estimation over thousands of subsequent
cycles of a retired battery in a case experiment with a specified number of cycles, when the
data from the first 600 cycles of the retired battery are obtained.
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Figure 27. Model results for specifying the first 600 cycles as training data.

4.3. Comparative Analysis of SOH Estimation Methods

The accuracy and generalization performance of the EIS-based method for SOH
estimation under various test conditions was compared with that of the Constant Current–
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Constant Voltage (CC-CV) charging I-V curve-based method, where all methods were
trained and tested on a self-tested dataset. The comparative analysis was carried out using
two data division methods, that is, random division, and leave-one-out division.

As shown in Figure 28, the EIS-based method significantly outperformed the CC-CV
charging I-V curve-based method in training and testing the model accuracy under the
premise of random division. The data-driven method by using the EIS data and ARD
method had the highest SOH estimation accuracy, with a training error of 1.39% and a test
error of 1.94%. On the other hand, the CC-CV method had a training error of 2.52% and a
test error of 3.05%. The comparison showed that the EIS-based method improved the SOH
estimation accuracy by 1.11% over the CC-CV-based method.
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Figure 28. Error comparison of methods using random division.

As shown in Figure 29, the accuracy and generalization performance of the EIS (ARD)-
based method was the best in terms of both the training error and the test error, while the
CC-CV charging I-V curve-based method performed the worst in terms of accuracy and
generalization performance, given the premise of leave-one-out method division. This
showed that the EIS-and-ARD-based data-driven method had the best SOH estimation
performance on unknown cells of the same type and could overcome the effects of inter-cell
inconsistency well, with an overall test error of less than 2%. The CC-CV method was more
affected by inter-cell inconsistency but still had an overall test error of less than 4%. The
comparison showed that the EIS-based method improved the SOH estimation accuracy by
about 2% over the CC-CV-based method.
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Figure 29. Error comparison of methods using the leave-one-out division.

As shown in Figure 30, with specified cycle division, the three methods showed
roughly uniform change patterns with the increase in the number of cycles of the training
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set, with 600 cycles being the inflection point at which the training and test errors were
significantly reduced. Therefore, the method in this paper is expected to achieve better
SOH estimation during subsequent battery operation when only the first 600 cycles of
retired battery data are obtained. Regarding the training error, the ARD-based method had
the highest accuracy, while the CC-CV-based method had the lowest accuracy. In terms of
the test error, the ECM-based method had the best generalization performance on the test
set at 600 cycles.
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Figure 30. Error comparison of methods using specified cycle division.

In summary, overall, the EIS-based approach significantly outperforms the CC-CV
charging I-V curve-based approach in terms of SOH estimation accuracy and generaliza-
tion performance. Of the two approaches to EIS, the ARD-based data-driven approach
outperforms the ECM-based model-driven approach, but the ECM-based approach has the
best generalization performance on the test set when only partial cyclic data are available.

5. Conclusions

This paper characterized the aging properties and assessed the state of health (SOH)
of retired batteries according to the electrochemical impedance spectroscopy (EIS) tech-
nique, for which a battery aging experiment was designed to monitor the aging process of
batteries. This study constructed an equivalent circuit model (ECM) for retired batteries
and identified the correlation between ECM parameters and aging batteries. Moreover, a
Bayesian neural network-based SOH estimation method with automatic feature extraction
was developed. The conclusions of this paper are as follows: (i) The impedance variables
at high frequencies of EIS are highly non-linear with respect to the SOH and are affected
by battery inconsistency in the low-capacity region, while they are linear with respect to
the SOH at low frequencies. (ii) The SOH estimation error is less than 2% and better than
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several existing methods. (iii) The ECM-based method holds higher accuracy (less than 3%
error) in SOH estimation.

This paper fully verified that in a retired battery BMS system, EIS detection can provide
abundant information about the inside of the battery, including electrochemical reactions,
which can help to improve the estimation accuracy of the battery SOH.
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