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Abstract: Managing software development processes is still a serious challenge and offers the possi-
bility of introducing improvements that will reduce the resources needed to successfully complete
projects. The article presents the original concept of classification of types of project tasks, which will
allow for more beneficial use of the collected data in management support systems in the IT industry.
The currently used agile management methods—described in the article—and the fact that changes
during the course of projects are inevitable, were the inspiration for creating sets of tasks that occur in
software development. Thanks to statistics for generating tasks and aggregating results in an iterative
and incremental way, the analysis is more accurate and allows planning the further course of work in
the project, selecting the optimal number of employees in task teams, and identifying bottlenecks that
may decide on faster completion of the project with success. The use of data from actual software
projects in the IT industry made it possible to classify the types of tasks and the necessary values for
further work planning, depending on the nature of the planned software development project.

Keywords: software; knowledge management; reasoning; information extraction; rule mining;
knowledge acquisition; engineering

1. Introduction

The contemporary intensity of changes in the surrounding reality due to technological
progress makes management by economic units extremely demanding and difficult. There-
fore, it is necessary to react quickly and effectively to changes that create new conditions
for business activity. In the era of knowledge-based economy, information, information
systems co-created by it, and related information technologies are extremely valuable and
inextricably linked with knowledge [1]. The usefulness of IT systems is enormous and
directly influences the increase of the possibilities of management units by reflecting their
innovativeness and technological potential, which is of great importance when making
strategic business decisions.

Globalization, the era of e-economy, and computerization are the topicality of modern
economic activity [2]. That is why the production of an IT product (IT product) is so
fundamental. Managing the production of IT products is a new scientific and technological
discipline that has emerged at the interface between computer science and management
engineering. All economic entities that base their activities on IT solutions are interested
in the practical results of research in this discipline. In addition, it should be stated that,
indirectly from all kinds of improvements in software development and management, any
activity that uses any IT software will benefit. The digitization of the economy results in
the need for reliability and security of emerging applications, IT systems, or transaction
services. A lack of reliability of IT software can cause enormous losses. That is why it is
so important to develop and create IT software that is as reliable as possible. Therefore,
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the work efficiency of teams producing IT software—characterized by a cyclical nature—is
so important. Moreover, the literature highlights the dependence of the implementation
effectiveness of subsequent software development stages on current project stages and the
maturity level of the IT product.

The software development process is constantly evolving; there are technological
changes and ways of organizing the work of project teams. In the knowledge economy era,
most economic activities require systems and all kinds of IT products [3]. This forces the
appropriate acceleration of software development, while at the same time maintaining the
required quality. That is why it is so important to have the right team to implement often
complex and innovative IT solutions. On the other hand, numerous project teams cause
problems in effective communication in the group and cause the need to optimize work
organization. To ensure this optimization, tools and IT products designed for managing
software development processes are often used.

Traditional approaches to IT project management have become insufficient due to the
high variability of requirements and the need to change the work organization of project
teams [4]. It is particularly noticeable in innovative software development projects for
the e-economy, where flexibility in the production process and originality of solutions
are required. Therefore, despite the support of software development processes with
increasingly better tools and systems, the pursuit of optimal use of project resources—
including human teams—is still a considerable challenge. Since the beginning of the
21st century, the agile approach has been increasingly used in the practice of software
development. The literature on the subject shows a significant improvement in the number
of successful projects and the optimization of the use of resources necessary in software
development through the use of continuously developed agile methods. This is particularly
important due to the constant changes taking place in the requirements for the software
being developed [5]. Therefore, traditional methodologies cannot be successfully applied
to the numerous changes that are natural in innovation projects because they are extremely
static and, apart from the first phase, consist of a fixed number of tasks. The next stage of
the methodology development is based on iterations, which assumes that we learn about
new requirements in the development process; requirements change and the existing ones
are detailed. However, in the current agile methodologies, the requirements are incomplete
and we do not know the details; this is also due to the nature of the innovative projects [6].
We have a set of requirements in the form of epics and user stories. Then, in the course of
the software development process, creating new requirements becomes the cause of new
tasks. Another source of new implementation tasks is the tests of current versions that
detect defects or reveal new implementation possibilities. Automation of this process by
the task generator in agile methodologies allows for the creation of appropriate increments
of tasks; the number and the nature of which depends on the size and type of the project.
On the other hand, the iterative measurement of tasks allows for subsequent iteration
planning, with the assumption of the invariability of certain aspects for the best estimation.
Therefore, planning methods based on summary work are nowadays of great practical
importance for the management of manufacturing processes.

Project management systems for software development collect a lot of data about tasks
and information related to them necessary to perform the work and the necessary exchange
of information between the project team [7]. However, there is still room for improvement
when it comes to providing information that will optimize IT project management. Because
the data and information collected in the systems are semantically poor, it is necessary
to analyze the works that are performed during the implementation of tasks to correctly
classify them, which will also allow the estimation of their size, thus increasing the quality
of planning. The isolation and classification of the characteristic types of tasks, and the work
performed within them, will allow for the automatic execution of analyses and estimations
to create insightful statistics and reports necessary for optimal forecasting decisions. In
addition, taking into account the knowledge about the current technological and business
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components will give an appropriate insight into the current state of work in the project
and will allow for more optimal planning of the software development process.

This work aims to identify the impact of the type of tasks on efficiency and to indicate
those factors that positively affect the effectiveness of software development teams. The model
of task types was built based on the data analysis of real software projects from the financial
sector, managed by the Jira system. Connecting the model with the Jira system enables easy
data acquisition for analysis and increases its commercial potential. A separate abstract layer
of the model, in combination with a dedicated database, supports the possibility of creating
interfaces to other IT project management systems. The article attempts to classify project
tasks, thus determining the necessary expenditure on tasks of various types. In conjunction
with the results of research on tasks created during the production process and cyclical
works, it allows for planning projects. Linking task types with project team roles allows the
simulation of project work and supports project management by identifying bottlenecks in
the manufacturing process and avoiding over-employment.

The article discusses the basic concepts of the context in which software development
projects are implemented and the development of methodology for the optimal manage-
ment of these processes. At the same time, the principles and practices, as well as the
lifecycle of software development projects, are characterized, which is important for the
possibility of introducing improvements in this process. The concept of the programming
process model is inspired by the agile approach to managing software as it is developed.
Extending the original approach to the roles of team members and task types allows more
precise work planning in the project and management of the project team, including de-
tecting bottlenecks or unused resources. The article discusses the programming process
model that is oriented toward the manual recognition of task types, thus enabling effective
support for planning tasks carried out in innovative IT projects.

2. Literature Review

Software development in IT companies is mainly carried out through appropriate
organization of the work of project teams. Unfortunately, in projects involving the search
and creation of new solutions where the variability and unusual nature of ideas and re-
quirements are natural, there is a constant need to improve the management of this process.
Due to the innovative nature of IT projects, project teams are burdened with high risk. This
forces the search for optimal project management methods and techniques that will allow
for better control and use of the company’s resources. Nowadays, analytical methods and
tools embedded in IT systems are a great help in supporting project management.

Traditional software development project management methodologies are currently
being replaced by, or supplemented with, agile methodologies. The development of project
management methods in the IT industry has resulted from dissatisfaction with the small
number of successful projects. A big problem was discovered in the management of
innovative projects, where rigid and strongly formalized traditional software development
methodologies did not work and even made it difficult to introduce changes and the
proper functioning of projects [8]. Agile methods are used primarily due to the desire to
reduce the number of errors, to shorten the time needed to create finished products, or
to reduce the total production costs [9]. However, as noted by J. Shore and S. Warden,
when making decisions regarding the implementation of agile practices, it is difficult to
unequivocally state greater successes in the implementation of IT projects [10]. This is due
to the variety of interpretations of the concept of “IT project success” and the fact that the
use of the same methodologies in different companies from the same industry results in
different results [11]. There is a common view in the literature that the key to success in
project management is learning about appropriate techniques and tools [12]. However,
the instrumental layer of an appropriate project management methodology alone will not
ensure its success if not properly applied by its members, because the most important
part of software development projects are the people [13]. Therefore, an appropriate
balance should be found between the hard (budget, schedule, and implementation time)
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and soft (communication, changes, motivation, and competencies) elements of the project.
Therefore, regardless of the methodology used, project management is closely related
to people management, and practice shows that most of the problems affecting project
success result from the omission of the “purely human aspects” of team management [14].
Accordingly, this article aims to identify the main problems related to people management
in the success of an IT project by enabling effective task planning carried out in innovative,
and thus variable, software development processes.

Since the beginning of the 21st century, we have witnessed a dynamic development in
agile methodologies [15]. This is due to the adaptation of the management process to projects
with a high degree of innovation. In these cases, hard methodologies such as PRINCE2 and
PMI PMBoK do not work due to the detailed and long-term planning stage that is not able to
take into account future changes [16,17]. With these characteristics of the projects, the too-high
level of standardization of activities does not work, because there are often unsuccessful
attempts at establishing the project lifecycle and detailed requirements already at the project
initiation stage. Even though this approach gives a lot of comfort to the implementers, in
the case of innovative projects, it does not meet the real needs that will be known only at
further stages of implementation. The progress of work on the innovative project reveals the
necessity to repeatedly verify many assumptions, actions, and plans, because, only as the
implementation progresses, knowledge and actual visualization of the developed solutions in
the shape of the final product are acquired. Additionally, certain paths for reaching specific
results turn out to be ineffective only after the verification and testing phase. External changes
should also be mentioned, i.e., changes that are beyond the control of project teams, e.g.,
changes in regulations and legal norms or the current market situation. Often, consistent plan
implementation leads to the creation of functionalities that will not be adapted to reality or
that will be useful only after costly modifications. Therefore, this article attempts to classify
the characteristic types of tasks in software development projects that will allow for more
effective planning and adaptation of the required work to dynamically changing reality.

All factors that make it difficult, or even impossible, to precisely define and describe
the results of the project at the stage of its definition result from the following elements that
occur when creating software (especially innovative software) [18,19]:

• Customers and users are not sure what result they expect and have difficulties with
formulating requirements;

• Many details and solutions will only be revealed during the project implementation;
• Details of implementing innovative projects at the planning stage are not feasible;
• The way of thinking changes during software development;
• External forces (such as competitors’ products or services) lead to changes or expansion

of requirements.

In addition, the implementation of innovative IT projects is associated with the risk of
other irregularities. Kruchten (2004) lists several main problems that can affect any project,
which are [20]:

• Ad hoc requirements’ management;
• Ambiguous and imprecise communication;
• Fragile system architecture;
• Overwhelming complexity and undetected inconsistency in requirements, designs,

and implementation;
• Insufficient testing;
• Subjective assessment of the project status;
• Uncontrolled introduction of changes;
• Insufficient automation.

The above factors and elements of project implementation management, and the
inability to solve them in accordance with the traditional approach, contributed directly
to the development of methods for making traditional methodologies more flexible and,
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as a result, prepared the ground for the Manifesto for Agile Software Development that
announced in 2001 the principles for agile software development methodologies [21,22]:

• Individual people and their interactions (rather than processes and tools);
• Working products, i.e., software (more than comprehensive documentation);
• Cooperation with the client (more than negotiating a contract);
• Reacting to changes (rather than sticking to the plan);
• Customer satisfaction is the highest priority and should be achieved through early

and continuous delivery of valuable software;
• Variability of requirements applies to both new and changing requirements during the

project implementation; the adaptive software development process is able to keep up
with changes in advance;

• Frequent delivery of working software in periods from a few to several weeks, with
shorter time frames being preferred;

• Communication that should be realized directly;
• Working software, because this is the most important measure of progress in the

implementation of works in the project;
• Adaptability of software development consists in the ability to maintain an appropriate

pace of work during the implementation of the project by all members of the project
team and to adapt the product (software) to frequently changing requirements.

The principles of an adaptive approach to software development project management
indicate the direction for project teams, while specific practice is necessary for the actual
implementation of works [23]. The process structure and specific practices create a minimal
flexible framework for self-organizing teams. IT tools are essential to accelerate software
development and to reduce costs. Contracts are crucial for the development of the customer–
supplier relationship. Documentation supports communication [24]. However, the key
issue is to provide the project team with feedback to answer the question of where the team
currently is in the software development process [25]. This is possible thanks to iteration
and incremental software lifecycles. The essence of the iterative process is the frequent
delivery of working pieces of software (successive increments) that implement selected
sets of functions that together make up the usefulness of the final product. The iterative
software development cycle leads to a management style where long-term plans are fluid,
while a stable plan can be created for a short period of time. Iterative and incremental
software development leads to completely new relationships with the business client and
different principles of the project team’s functioning.

The concept of the iterative and incremental programming development cycle as a rem-
edy for dilemmas of the e-economy era has resulted in the creation of new methodologies
for IT project management [26]. These methodologies, called agile, do not cut off completely
from document-oriented formalized traditional methodologies, but have specific features
(adapted to the requirements of modern software development projects) [27,28]:

• Adaptive, not predictive; traditional methodologies do not cope with frequent changes
in requirements, while agile ones accept them on principle;

• People-oriented, not process-oriented;
• Creative style of work.

Organizations are increasingly implementing digital transformation plans, due to the
threat of disruptions, in order to keep pace with the growing pace of business. Agile software
development plays a huge role in this process. Many of the digital workflows in use today are
based on agile principles. Thanks to a flexible scalable IT infrastructure, cloud computing is
evolving in line with the needs of agile software development. The DevOps concept removes
the traditional distinction between software development and operations. The software is
used as a tool in SRE–DevOps implementation and systems management and automation of
operational duties [29]. CI/CD methodologies confirm that software will change frequently
and provide tools that help developers deliver new code faster [30]. Agile methodologies come
in a variety of forms to meet the needs of any project [31]. Even though agile approaches are
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different, all of them are based on the key ideas contained in the agile approach. For this reason,
any framework or behavior that complies with these principles is termed agile. Regardless of
the specific agile approaches that a team decides to apply, the benefits of an agile methodology
can only be fully realized through the collaboration of all parties involved [32]. In recent
years, a large number of agile software development project management methodologies have
emerged. The most popular are [33–36]:

• Kanban. The phrase “Kanban” (which comes from Japanese) is translated as “visual
board or signboard” and is associated with the idea of “just in time”. The Kanban
concept gradually found its way into agile development teams. This approach de-
velops project management using visual methods. The Kanban board—divided into
columns to illustrate the flow of the software development process—is used to su-
pervise projects. Teams benefit from greater visibility as they can track their progress
through each stage of development and can plan upcoming tasks to deliver the product
on schedule. To ensure that team members always have a smooth workflow and are
aware of the appropriate stage of development, this method requires comprehensive
communication and transparency.

• Scrum. The agile scrum development approach, which is represented by multiple
development cycles, is one of the best-known examples of an agile methodology.
Scrum breaks down development processes into units known as “sprints”, much like
Kanban. By maximizing and devoting time to developing each sprint, only one sprint
is managed at a time. Consistent results, emphasized by scrum and agile techniques,
allow designers to modify priorities in such a way that any incomplete or delayed
sprint attracts more attention. The daily scrum is where activities are coordinated to
develop the best sprint strategy; the scrum team has exclusive design roles such as
scrum master and product owner.

• XP (extreme programming). The extreme programming (XP) methodology places
great emphasis on collaboration, dialogue, and feedback. It emphasizes the constant
improvement and happiness of the client. This approach uses sprints, or short devel-
opment cycles, similar to scrum. It is created by the team to create a highly effective
and productive atmosphere. The extreme programming technique is very helpful in
a situation where the customer’s needs are continuous and changing. It encourages
developers to accept changes to customer requirements, even if these requirements
appear at an advanced stage in the development process. In extreme programming,
the design is evaluated from the outset by gathering input data that increase system
performance. Additionally, it offers a quick way to meet any customer requirements.

• Crystal Clear family, a concept developed by Alistair Cockburn, an expert in object-
oriented design. Each project class may have a different methodology (Crystal Clear
Method). Crystal is a collection of smaller agile programming approaches that include
Crystal Yellow, Crystal Clear, Crystal Red, Crystal Orange, and more. It was first intro-
duced by Mr. Alistair Cockburn, one of the key figures in creating the Agile Manifesto
for Software Development. Each one has a unique structure that distinguishes it from
the others based on variables such as system criticality, team size, and project priorities.
The type of Crystal agile approach is selected depending on the criticality of the project
or system. Crystal strives for on-time product delivery, regularity, reduced admin-
istration with high user interaction, and customer satisfaction, similar to other agile
approaches. The Crystal family, which has earned the title of Lightest Ways of Agile
Methodology, promotes the idea that each system or design is unique and requires
different practices, processes, and principles to be applied to obtain the best results.

• Adaptative software development, an extensive adaptive methodology developed by
Jim Highsmith.

• Dynamic system development. This method of dynamic systems development was
created to meet the demand for a unified industry charter for fast software delivery.
The software development process can be planned, run, managed, and scaled using
the comprehensive structure provided by DSDM, which maintains that quality and on-
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time delivery can never be compromised and that design modifications are always to
be expected. This belief is based on eight principles and a business-based methodology.

• Lean development, a “lean” software development. The basic idea of the approach
is the elimination of losses understood as elements that do not add any value to the
product. The aim of such action is to deliver the finished product to the customer as
soon as possible. Lean software development is based on the values and principles of
adaptive project management. The term “lean software development” is considered
by Mary Poppendieck and Tom Poppendieck, who, in their book Lean Software Devel-
opment: An Agile Toolkit, presented, among others, the seven main principles of lean
management and a set of 22 techniques supporting the approach.

Agile management methodologies are a group of methodologies that are character-
ized by an adaptive and variable approach to managing software development projects.
Additionally, agile methodologies were developed much earlier than the agile manifesto
itself. The first works on adaptive project management methods date back to the 1980s
(an example is the rapid application development methodology) and the concept of ag-
ile methodologies was introduced in the mid-1990s [37]. The idea of a time frame is a
well-defined process dedicated to software development control at the lowest level in an
iterative cycle with several review points. Reviews help ensure the quality and efficiency
of software development. By delivering the software on time at the lowest level, the timely
production at the highest level (i.e., the project level) is ensured [38]. The basic principle
of the project plan is to prepare a schedule of planned increments and, within them, the
planned time frames, which will create a complete project schedule capable of changes
with emerging new requirements. The use of the time frame technique, together with the
MoSCoW prioritization technique, ensures no delays in project implementation and the
delivery of ready-made software that will meet business goals within a given time [39].

Projects with a high degree of innovation are very difficult to include in a complete
schedule and scope of work. Therefore, adaptive methodologies describe functionalities
(i.e., independent elements of the subsystem), which in subsequent releases can be quickly
changed and handed over for implementation. Agile methodologies, as opposed to tradi-
tional methodologies, rule out the validity of long-term planning [40,41]. Therefore, the
plans are speculative and not deterministic. This allows you to adapt to all types of changes
that appear during the implementation of the project. Additionally, the distinguishing
factor of agile methodology is a strong emphasis on the cooperation and integration of
the project team, because only in this case is the smooth flow of information and effective
communication ensured. The general scheme of the project lifecycle in the case of agile
methodologies is based on five phases, indicated by J. Highsmith [18,42]:

1. Creating a vision of the project by defining its scope and principles of cooperation
within the project team;

2. Planned speculation by specifying functional elements for the product, creating time-
limited iteration plans and major milestones of the project itself;

3. Exploration, i.e., a quick start by providing the user with functional elements and
implementing production methods that minimize the costs of changes, including the
creation of an adaptable and collaborative project team;

4. Adaptation, i.e., the assessment of the product, process, project, and project team, and
then the correction of existing plans and design practices;

5. Closing the project by creating a database of experiences for the next project.

Agile project management methodologies require an appropriate level of project
maturity for organizations and project teams [43]. In addition, agile methods continue to
be improved in order to most effectively respond to the needs of managing still-innovative
software development projects. Hence, there are so many methods that are still looking for
new, more perfect, solutions; although, they undoubtedly already seem to be better adapted
than the classic methods to dynamically changing project environments. Implementation
based on iteration allows for effectively adapting signals that come from both inside the
project and from the external environment.
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Classifying specific types of tasks in software development projects will allow for
determination of the requirements, the time necessary, and the expenditure that will be
needed to implement them. This will allow for more effective work on further adaptive
project planning methods. Linking task types with the roles of the project team will allow
you to simulate project work, which will support project management by identifying
bottlenecks in the software development process. In addition, it will allow for avoiding
over employment and will allow support for quick “what if” simulations. At the same time,
the introduction of the task classification in terms of business and technological components,
in conjunction with the employee competency model, will allow for automatically selecting
the composition of the project team and optimally managing the team; this has the highest
priority in agile methodologies. This is of great importance for the optimization of software
development process management and leads to the development of perfect methods in
response to the dynamism of real-world changes. It will have replicative and predictive
capabilities to plan the project, to simulate it during changes, and to detect bottlenecks
during the entire process. In this article, experiments were carried out on many real IT
projects to classify task types and to attempt to find the relationship between the nature of
the planned project and the specificity and number of these tasks.

3. Materials and Methods

The model of task types was built on the basis of the data analysis of real software projects
from the financial sector, managed by the Jira system. Table 1 contains summary data of these
projects. In four projects, the team worked in accordance with traditional methodologies,
to which more and more elements of the agile approach were introduced. In two projects,
the teams worked in accordance with the scrum approach. It is quite a large data set that
allows for the analysis of phenomena related to modern manufacturing processes. The total
number of project issues exceeds 30,000, which makes it possible to use artificial intelligence
methods. The total duration of the projects is approximately 22 years, which does not mean
that historical records are dealt with. Project teams worked on most projects in parallel.

Table 1. Projects, the data of which were used for research on task types.

Project Methodology Number of
Issues

Effort
Person/Hour

Duration of the Project Team Size

Years Months MIN Avg Max

P1 Hybrid 10,773 67,444 8.0 96.3 2 14 26

P2 Hybrid 2492 17,063 3.6 43.6 1 12 25

P3 Hybrid 7754 41,530 3.2 37.9 1 19 31

P4 Hybrid 1212 7453 2.6 30.6 1 8 21

P5 Scrum 5466 55,354 3.4 40.9 6 22 39

P6 Scrum 3949 27,397 1.9 22.8 1 23 41

Total 31,646 216,241 22.7 98

In Jira, teams use issues to describe and track specific tasks to be done. Issues are the
basic building blocks of projects. The issue can be of a specific type. The most common type
of issue is task, which in practice is used for many purposes. The second most frequent
type is bug, which describes the defects found in the developed software and the work
needed for fixing them. The full list of types used in the projects with their frequency is
shown in Figure 1.
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Figure 1. The occurrence frequencies of issue types in the researched projects.

The most commonly used issue types are task, bug, and subtask. The summary
determines the idea of the actions to perform. The description field contains a detailed
description of the work to do. A significant feature of the issue is its state. Tracking issue
state changes allows for the recognition of the performed work. The workflow describes
the values of the state field and the allowed transitions between them. Figure 2 shows a
typical simplified workflow used in the analyzed projects.
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Figure 2. A typical simplified issue workflow used in projects.
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As shown in Figure 2, transitions between issue states correspond to performing basic
actions in implementing new system functions or fixing bugs. For example, the DevOps
(development and operations) methodology helps to establish cooperation between de-
velopers and operators to automate the continuous delivery of new software, which is
expected to contribute to shortening the development cycle and to creating high-quality
software [44,45]. Another development of DevOps is the concept of development, security,
and operations (DevSecOps), which at the same time is designed to integrate security
methods with the software development process, where security measures are built in to
ensure the integrity and availability of the application [46].

A valuable feature of the Jira system is storing the history of changes in the value of
issue elements, including the state. Storing history supports the tracking of issue execution.
Not all issues use the state to track work. The Jira system allows employees to register
working hours devoted to work on an issue. For some types of work, there is no need to
keep track of their state, as they are repetitive works performed as needed. In this case, the
possibility of registering working hours is sufficient.

The presented approach is based on a precise division of the development process
into activities and roles in line with the RUP methodology, adapted to hybrid and agile
processes [47,48]. The previous series of articles described the agent–object model of the
manufacturing process (AGOMO), which was first used to assess the maturity of RUP
processes, then to plan hybrid water–scrum–fall processes [49,50]; it became an inspiration
for the research presented here.

As we showed in the previous section, the types of Jira issues are insufficient to clearly
define the work’s purpose and type. The model was created in order to fill the gap that
prevents linking the work carried out with the composition and competencies of the project
team. The combination of these two areas will allow for a more precise quantitative analysis
of the projects’ works and the detection of the causes of the observed phenomena. It is
a way to optimize the efficiency of development processes and to increase the level of
maturity of project teams and organizations [51].

Software projects consist of tasks that a project team performs to build an IT system [52,53].
The task represents the Jira issue. Each of the tasks performed has a clearly defined goal.
This goal can be, for example, implementing a requirement, testing a component or the entire
module, administering environments, or managing a project; it determines its type. Members
of the project team perform the tasks. Roles define the competencies and responsibilities of
those carrying out the tasks. One person can have many roles; one role can have many people.

The task of implementing system functions requires performing some essential sub-
tasks. They include implementation, i.e., the creation of component source code, code
review, creation of unit tests, testing and verification of functions, and acceptance tests.
Such tasks correspond to the issue, the state of which changes according to the workflow
shown in Figure 2. The implementation tasks that consist of subtasks are named stateful
tasks in the model.

Each task and subtask contains the number of project team members’ working hours.
Task and subtask types enable association efforts with the roles of project team members.
They help to recognize bottlenecks or over-employment in completed IT projects and to
avoid them during project planning.

Issues whose states do not change during the project are represented in the model
by recurring tasks. They have been called recurring because a single task of this type can
be performed as needed for the project’s duration. For example, this might be a project
development management task performed by an administrator when defects arise or when
new software components need to be configured. For recurring tasks, you can calculate
the average labor intensity in a period and, on this basis, assume what the fixed costs of
the project are [54]. Genuinely recurring tasks are, for example, meetings such as daily
stand-up meetings, workshops with clients, or steering group meetings.

The authors analyzed the tasks of the studied projects in terms of their type. The
results, in the form of graphs showing the percentage number and the sizes of stateful and
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recurring tasks, are shown in Figure 3. The chart on the left shows the ratio of the number
of stateful tasks to the recurring tasks in the projects. The chart on the right shows the ratio
of the effort of stateful tasks to recurring tasks.
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Figure 3. The number and effort of stateful and recurring tasks in the researched projects.

The case of the P2 project is significant, where the number of stateful tasks is greater than
the recurring tasks (amounting to over 90%), while the effort of these tasks is slightly over 40%.
It is very interesting, because stateful tasks are responsible for implementing the functions
of the built system and for fixing the detected defects in it. From the developer’s point of
view, this workload should probably be the greatest. From the point of view of a researcher of
software development processes, this phenomenon arouses great curiosity. In order to satisfy
it, it is first necessary to precisely define the types of tasks in the projects, which this article
implements on the basis of actual and implemented projects from practical activity.

4. Results

The classification of task types is based on the division of tasks into stateful and
recurring tasks. By definition, stateful tasks represent work related to the implementation
of system components and the fixing of defects. Stateful tasks are processed by a subtasking
algorithm. Recurring tasks are responsible for the remaining works. Recurring tasks
can be classified on the basis of summary and extended-text descriptions included in the
issue. Initially, these tasks were classified manually. Subsequently, simple classification
algorithms were created based on keyword searches. Recurring tasks are also broken down
into subtasks that correspond to the registered work.

Figure 4 shows a diagram of the classification algorithm activity. The algorithm first
checks how many times the issue has changed its state; if at least three times (more than open
and close), the workflow is the basis for dividing the task into subtasks. The split algorithm
tries to create subtasks (e.g., development, testing, code review). For this, it uses the value
of the state before and after, the time of the change, the role of the person, and the registered
works and then assigns completed work to the created subtask. The result is a stateful task.

If the task did not change state or if the algorithm did not detect any subtasks, the
task type is determined by searching for keywords in the text description. When it fails,
the tasks go to a spreadsheet, where they are manually classified. Then, the algorithm
checks who was working on the task. If many people worked on a task on one day, it is
a recurring group task (e.g., stand-up and other meetings). If one person worked on a
task on one day, it is a recurring individual. The way of dividing the recurring task into
subtasks depends on the individual/group classification. If the programmer and the tester
alternately execute a task, it is stateful; the algorithm divides them into subtasks according
to the roles of the team members.
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Figure 4. Algorithm of task classification.

The algorithm for breaking stateful tasks into subtasks is very complex due to the
many ways that users use Jira to work on a project issue. Searching for keywords is
not very accurate and supporting it by manual classification makes it impossible to use
the classification in practice. Therefore, it is planned to replace these solutions with the
NLP (natural language processing) classification. However, there are some good points to
manual ranking. During the work on the algorithm, the process of the manual analysis of
recurring tasks detected more than 50 types of tasks that were aggregated into three groups
containing 14 main types of tasks.

Stateful tasks consist of tasks for implementing new features and for fixing bugs
reported by customers and testers. Recurring tasks are divided into three main groups:
implementation, meetings, and organizational tasks. A complete list of the main task
types is provided in Table 2. The task types listed in the table form a hierarchical structure
divided into types and groups.

The task classification algorithm—classifying tasks performed alternately by program-
mers and testers as stateful tasks—increased the number and effort of state tasks. An
updated version of the graphs in Figure 3 is included in Figure 5. The changes are signifi-
cant. For example, for project P3, the percentage of stateful tasks increased from 58% to
66% and the percentage of stateful task efforts increased from 24% to 43%.

The development of task types and an algorithm enabling automatic classification of the
researched projects allowed for a detailed analysis of the tasks of the researched projects. Below,
we present effort charts (Figure 6) for six groups of task types in the researched projects.

The P1 project was implemented in a hybrid methodology. It is the longest project
among the researched, with a duration of more than 8 years. The project went through
many phases of implementation, delivery, and maintenance. Therefore, the values and the
ratio of effort in the project were averaged. They can serve as a benchmark when compared
with other hybrid and traditional designs.

The P2 project was carried out in the hybrid methodology. It is characterized by a large
number of hours used for various types of meetings. On the other hand, the very small
scope of work in the management field suggests that the project may have been managed
collectively. The very little work involved in fixing defects found by clients indicates that
time spent in meetings was well spent.
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Table 2. Types of stateful and recurring tasks used by the model.

Kind Group Type

Stateful

DEV requirement, function, feature
DEV-PRG: analysis, design, programming

DEV-TST: testing, verification

BUG-DEV defect from internal tests
BUG-DEV-PRG: programming

BUG-DEV-TST: testing, verification

BUG-CLI defect found by customer
BUG-CLI-PRG: programming

BUG-CLI-TST: testing, verification

Recurring

R-DEV development

A&D: analysis and design

BLD: build versions, find the causes of errors, create scripts

CFG: software configuration

CUST: training, technical support, commuting

MIGR: data migration from previous systems

RQM: requiremets engineering

RVW: code review

TST: subsystem, module tests, manual tests

R-MEET meetings

M-CUST: other customer meetings

M-DEV: development team meetings with external teams

M-INT: development team internal meetings

M-STDNP: daily stand-up meetings

M-WRK: requirements workshop with the customer

R-ORG organizational
ADM: administration of environments and servers

PM: project management
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Figure 5. Updated numbers and effort of stateful and recurring tasks.

The P3 project was carried out in a hybrid methodology. It has high administrative
and management costs. The ratio of repairing defects found by customers to repairing
defects found by testers is interesting. There is no such tendency in the other projects,
except perhaps for the P4 project. This may indicate inaccurately defined requirements or
difficult contact with the customer.
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Figure 6. Effort of the six main groups of task types in projects.

The P4 project was implemented in the hybrid methodology. The distribution of the
workload of tasks in the P4 project differs from others in terms of a very large amount of
work to fix the defects detected by customers. The cost of this work is one-and-a-half times
greater than that for implementation tasks and five times greater than the cost of repairing
defects detected by the development team. The situation is similar to the P3 project, only
the management and development costs are much lower. It is possible that the P4 project is
in the maintenance phase of a project, with a large number of defects.

The P5 project was implemented using the scrum methodology. At the high level
of abstraction given by the task type group analysis, no difference can be seen between
this project and the hybrid projects. What is important is the lack of resources to rectify
defects reported by customers. It is very possible that the project did not enter the customer
implementation phase and was not put into production.

The P6 project was also implemented using the scrum methodology. More than half of
the work was devoted to product implementation. The product has likely been delivered
to the customer, as indicated by 8% of the efforts to fix defects reported by customers. The
meetings have a significant share in the work on the project, which is consistent with the scrum
methodology. The outlays for the maintenance and management of the project are small.

Graphs of total efforts by groups of task types give a very synthetic view of the projects.
We can get a deeper look at the differences between projects by focusing attention on the
detailed effort of cyclic task types. Figure 7 shows radar charts of recurring task effort, shown
as a percentage of total recurring effort. The details of the R-DEV group from Figure 6 are
shown here. The left side of the graph shows the labor intensity of meetings, cooperation
with the client, administrative work, and management. The right side of the chart shows the
expenditure on recurring development tasks. The charts differ from each other to reflect the
characteristics of the projects. The charts show the “fingerprints” of the projects, making it
possible to identify their detailed characteristics and to compare them with each other.

In most of the charts, the left organizational and management side dominates over the
right developer side. The P1, P2, P3, and P6 projects follow a similar pattern in the recurring
works chart, which indicates greater expenditure on meetings and management than on
development work. Analysis and design play a large role in the P3, P5, and P6 projects.
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Figure 7. Structure of expenditure on recurring tasks in the researched projects.

Comparing the details of recurring work in projects allows you to determine the
minimum, average, and maximum values of recurring work, which will enable the use of
linguistic variables in the work for project planning. On the basis of static summary graphs,
the nature of the project can be determined and projects can be compared with each other.
It is also important to determine the area of expenditure of recurring tasks in projects and
to determine their minimum, average, and maximum values. This is important for project
planning. The entered types of tasks can be useful to answer the question of how tasks are
created and performed during the development process.

The previous chapters introduced the division of tasks performed in the software process
into stateful tasks related to the implementation of new tasks and recurring ones, with works
performed periodically. This division may lead to the assumption that stateful tasks related
to new features are mainly created at the beginning of the project. As for bugs, it would be
prudent to assume that they arise after implementing certain requirements or features. The
very name of recurring tasks (e.g., daily stand-ups) suggests that they are performed in equal
intensity throughout the manufacturing process. Creating new tasks is very important when
planning the development process, because the implementation of tasks cannot be started
when they have not yet been created. This fact limits the size of the planned project team.

The model of task types and the research carried out on actual projects show what this
case looks like in reality. Figure 8 shows when the state tasks in the researched projects were
created. The charts do not show the number of created tasks, rather their effort, which better
reflects the total size of tasks created in a month. DEV—new functions; BUG-DEV—defects
detected by testers; BUG-CLI—defects detected by the customer (see Table 2 for details).

Most of the charts show that new features are developed throughout the life of the
project. This phenomenon may come as a big surprise, especially since the P1-P4 designs
were produced according to a hybrid approach in which traditional practices had a large
share. The situation in the long-term P1 project is understandable, because it consists of many
phases and, in each of them, new functions were created to be implemented. The P2 project
is an exception among the examined projects, because new functions are created during the
first 8 months at the beginning of the development process and then, for 24 months, they are
implemented, and repairs of defects detected by the development team are created.
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Figure 8. Stateful tasks created in the development process of the researched projects.

The graphs of the P3–P6 projects show, however, that new functions are created until
the very end of the manufacturing process, although to a lesser extent. The reasons for
this are interesting. Does it result from a long-term process of acquiring new requirements
parallel to the development process? Or, maybe the reason is getting to know the details of
the requirements obtained earlier? Unfortunately, the data placed in the Jira system do not
answer these questions directly, because they do not take into account the requirements
engineering processes. An interesting phenomenon is also the periodic increase and
decrease in both the work on new functions and the repair of detected defects.

Work on the implementation of stateful tasks proceeds in a different rhythm than
the creation of new stateful tasks. The number of man-hours used per month for stateful
assignments depends on the number of people on the project team and their assigned roles.
It should be taken into account that the team also performs recurring tasks. Figure 9 shows
the monthly expenditures on the execution of stateful works in the researched projects.
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Figure 9. Work on stateful tasks in the researched projects.

The charts show that, in most projects, bug fixes detected by the development team are
delayed in relation to the implementation of the functions of the developed software. Even
more delayed is the repair of errors detected by the client, because they are the last detected.
This phenomenon is best seen in the graphs of the P3 and P6 projects. Comparing the work
charts with the charts of the created tasks (see Figure 8) gives better insight into the project.
For example, in the P2 project, after creating many thousands of new features, there is a break
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for several months, and then defects detected by the project team are created. The P2 project
work graph shows that there was no break in the project, the work was less intensive, but at
that time defect fixes and then the implementation of new features were ongoing.

The answer to the question of what the effort of recurring work in the software devel-
opment process looks like can be found in Figure 10. The graphs show a similar periodicity
as the graphs of the effort of stateful tasks. The source of these periodic disturbances is
very interesting. Probably, to some extent, the outlays for stateful and recurring work are
complementary, i.e., increases in the first graph correspond to decreases in the second.
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Figure 10. Work on recurring tasks in the researched projects.

The model of task types, in conjunction with the roles of the project team members,
allows for the analysis of the work carried out in the project. On this basis, it is possible to
trace the implementation of tasks and to recreate the composition of the project team. The
next step in the development will be the possibility of simulating the work in the software
development process or of planning the composition of the project team based on task plans.

The project team consists of the roles and the number of jobs of people employed in a
given role. The analysis of actual project data is the source of the model, hence the lack of
certain roles in the team, e.g., the role of an analyst. The current set of roles is defined as
follows: ADM—administrator, PM—team leader, PRG—developer (who also deals with
design and collection of requirements), TST—tester. The team consists of roles and the
number of positions for a given role.

The adopted set of roles is not consistent with the agile approach represented by the
scrum methodology. The scrum team chiefly consists of three roles: the scrum master, the
product owner, and the development team. Developers are everyone belonging to the
development team who are involved in software development. However, in practice [21],
it is worth distinguishing the role of a tester (whose main activities are software testing
and quality assurance), a programmer (who creates production code), and an administra-
tor (who manages development and production environments and tools supporting the
development and implementation of emerging software).

Figure 11 shows the concept of the relationship between task types and the roles of
project team members. It consists of task types, roles, and two kinds of connections: simple
and proportional. A simple link between a task type and a role determines that tasks of a
specific type are performed by members of the project team with that role. For example,
DEV-PRG tasks are performed by people with the PRG role and BUG-CLI-TST tasks are
performed by people with the TST role.
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Figure 11. Relationship between the main types of tasks and the roles of project team members
performing them.

A proportional link exists between meeting tasks and all roles of the project team. The
idea of proportional connection is to divide the man-hours allocated to meetings among
people from the project team in proportion to the number of people performing a given role.
For example, there are 100 person-hours of meetings recorded in a month and programmers
completed 72% of the work per month, so 72 meeting person-hours per month are added
to the workload of the developers’ tasks.

The workload of tasks performed monthly by roles is divided by the adopted average
number of hours worked by a person per month. The score is the number of positions
for that role. The number of positions is quantized to 1/4 and rounded up. The adopted
average number of 165 h of work per month takes into account only non-working days. It
does not take into account holidays and possible dismissals due to the employee’s illness.
This number can be changed freely.

Linking task types to the roles of project team members enables the approximation of
the team composition needed to complete the project. Table 3 presents the monthly work of
the P6 project, broken down by the main types of tasks and the composition of the project
team reconstructed on their basis.

Table 3. Monthly work of the P6 project and reconstructed composition of the project team.

Actual Monthly Effort Team Number of Jobs
Date DEV R-DEV R-MEET R-ORG ADM PRG TST PM

2020-05 155 - - 11 0.25 1 0.25 0.25
2020-06 307 3 - 8 0.25 1.75 0.25 0.25
2020-07 284 41 21 106 0.5 2 0.5 0.25
2020-08 290 113 65 105 0.5 2.5 0.5 0.5
2020-09 361 191 133 128 0.25 3 1.25 1
2020-10 467 200 129 293 0.25 3.5 1.25 2
2020-11 255 130 256 158 0.5 2.75 0.5 1
2020-12 901 212 202 292 1 6.25 1.5 1.25
2021-01 881 193 208 328 1.25 6.25 1.5 1.25
2021-02 555 138 152 293 0.75 3.25 1.75 1.5
2021-03 650 151 198 333 0.75 4.25 1.5 1.75
2021-04 782 269 289 326 0.5 6.5 1.25 2
2021-05 821 110 196 404 1 5.75 0.75 1.75
2021-06 423 54 114 184 0.25 2.75 0.75 1.25

The number of people on the project team goes up and down in line with monthly
stateful and recurring tasks. The team has been growing since the beginning of the project.
In July and October 2020, it was at its highest; the number of positions was 10.25. After that,
the team shrunk and the project ended in December 2020. There was a maximum number
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of 6.5 programmers and 1.75 tester positions per project. It is interesting that, in April and
October 2020, there were two positions for the project manager in the team. Often, projects
employ people to perform organizational and support work, for example, managing issues
in the Jira system, maintaining Kanban boards, or creating reports.

5. Model Verification

The classification algorithm, according to Figure 4, consists of a method of dividing
into subtasks and assigning task types based on a set of keywords built from the manual
classification of P3 project tasks. Since the total number of issues in all projects was large,
it was difficult to classify them manually. The research is intended to serve as a proof of
concept, so the same set of keywords was used to classify the tasks of the other projects.

The method of dividing tasks into subtasks is closely related to the classification
of tasks, because the types of subtasks affect the distinction, for example, of whether
implementation or testing has been performed. If a subtask is not correctly identified, labor
intensity will not be assigned to it and it will not be included in the accuracy indicator(

EAp
)
. Subtask division is complex, because people who record work in the JIRA system

do it in many different ways. The method of subtask division developed most first for the
P3 project, then was adapted to other projects. The primary indicator of the effectiveness of
project task classification

(
EAp

)
is the ratio of the labor intensity of the recognized subtasks

(ER
p ) to the total labor intensity of the project

(
Ep

)
:

EAp =
ER

p

Ep
·100%

where p is the project; EAp is the index of effectiveness of classification of labor intensity
of project tasks p; ER

p is labor intensity of correctly identified project subtasks p; Ep is total
labor intensity of the project p.

To further verify the accuracy of task classification, a manual check of a sample of
100 randomly selected tasks for each project was conducted. As a result, the accuracy rate
was obtained (NAM

p ) determining the percentage of correctly classified tasks in the sample
(NMC

p ) to the number of tasks in the sample (NM
p ):

NAM
p =

NMC
p

NM
p

·100%

where p is the project; NAM
p is the indicator of the effectiveness of the classification of the

number of tasks of the project p in the sample; NMC
p is the number of correctly identified

project tasks p in the sample; NM
p is the number of project tasks p in the sample, NM

p = 100.
The labor-intensity accuracy rate (EAM

p ) is obtained, determining the percentage of the
labor intensity of correctly classified tasks in the sample (EMC

p ) to the total labor intensity
of the sample (EAM

p ):

EAM
p =

EMC
p

EM
p

·100%

where p is the project; EAM
p is the index of effectiveness of classification of labor intensity

of project tasks p in the sample; EMC
p is the labor intensity of correctly identified project

tasks p in the sample; EM
p is the total labor intensity of the project p in the sample.

Table 4 shows the results of the verification of the effectiveness of project task and
subtask classification and the manual verification of the samples of project tasks.
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Table 4. Results of verification of the effectiveness of the classification of tasks and subtasks of projects.

Project EA NAM EAM

P1 91.50% 93.00% 93.72%
P2 61.50% 67.00% 31.14%
P3 99.70% 98.00% 99.85%
P4 25.00% 24.00% 52.88%
P5 99.60% 87.00% 100.00%
P6 54.70% 68.00% 99.50%

The accuracy rates of the P3 project can be considered exemplary, since a classification
algorithm was developed for this project. The differences between the values of numerical
and labor-intensive accuracy indicators determined during the manual verification of small
samples (from 1% to 4% of the number of tasks in the project) are due to the fact that
not all correctly classified tasks have labor hours recorded. The low indicator values for
projects P2, P4, and P6 are due to the frequent use of a language other than English in
task descriptions. The set of keywords developed for project P3 consists of English words,
hence the poor transferability of the classification algorithm to some projects. In addition,
the manual verification of the P4 project detected the following: a lack of keywords in the
description and a large number of tasks with no change in status, resulting in a lack of
subtasks and tasks with no registered work. The results in Table 4 indicate the need to
translate job descriptions from the JIRA system into English before starting classification
based on keywords or using NLP models.

6. Conclusions

The data of actual projects are the basis of the presented research and model. On the
one hand, they increase the possibility of practical applications, on the other hand, they
limit the model to the types of tasks and roles present in the researched projects. With this
in mind, we tried to make the model flexible and open to modifications.

Connecting the model with the Jira system enables easy data acquisition for analysis
and increases its commercial potential. A separate abstract layer of the model, in combina-
tion with a dedicated database, supports the possibility of creating interfaces for other IT
project management systems.

The classification algorithms presented in the article are based on the manual recognition
of task types. With manual recognition, rules based on keywords are created, which allows
automatic recognition of task types at subsequent occurrences. As is known from the literature
and practice, such algorithms are not very elastic and not very accurate (45% accuracy) [55].
However, with a growing base of manually recognized tasks, it will be easy to change
to NLP models such as BERT [56]. This will allow fully automated operation of the task
classification and subtask classification algorithm on a real-time basis. It will allow the
analysis of the data collected in JIRA, the production of reports and charts to provide insight
into the manufacturing process, and support for the project manager in decision making.

The division into state and cyclic tasks shows that state tasks are created during
software development and their number and labor intensity depend on the size of the
project. The rate of growth and completion of state tasks depends on the composition of
the project team. The project’s execution time depends on this rate. The number and labor
intensity of cyclic tasks, on the other hand, depends on the duration of the project. Thus,
the classification of tasks becomes the basis for constructing a generator of state and cyclic
tasks to create software development plans. In turn, the creation of a development plan and
the composition of the project team will allow the construction of a simplified simulation
of the work in the project.

The ability to create a project plan and to select the appropriate composition of the
project team, and, then, thanks to the simulation, to check how the work will proceed, will
allow for comprehensive support of the management of the development process. Thanks
to simulation, it will be possible to estimate whether the composition of the team is suitable
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for the specifics of the project. Simulation can show that, for example, programmers have
implemented the requirements and that the team is waiting for testers to perform tests.
In this way, the project manager can recognize the risk of a bottleneck in the project and
prevent it in advance.

Project planning is useful not only before starting; real-time automatic task classifica-
tion will allow analysis and will use the calculated task statistics to plan the next sprints or
stages of the development process with increasing accuracy.

The introduction of an additional classification of tasks in terms of business and
technological components, in conjunction with the employee competency model, would
automatically collect information about employees’ experiences in business and technology
areas. This would allow the assessment of the level of employees’ competences, selecting
the composition of the project team and perhaps managing the team so that the competences
are duplicated and dispersed among team members.
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Wrocław University of Economics: Warsaw, Poland, 2011.

5. Olsen, T.L.; Tomlin, B. Opportunities and Challenges for Operations Management. Manuf. Serv. Oper. Manag. 2019, 22, 113–122.
[CrossRef]

6. Azizyan, G.; Magarian, M.; Kajko-Mattsson, M. The Dilemma of Tool Selection for Agile Project Management. In Proceedings of
the The Seventh International Conference on Software Engineering Advances ICSEA 2012, Lisbon, Portugal, 16–20 October 2022.

7. Powell, T.C.; Dent-Micallef, A. Information Technology as Competitive Advantage: The Role of Human, Business and Technology
Resources. Strateg. Manag. J. 1997, 18, 375–405. [CrossRef]
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