

  electronics-11-03778




electronics-11-03778







Electronics 2022, 11(22), 3778; doi:10.3390/electronics11223778




Article



Information and Communication Technologies Combined with Mixed Reality as Supporting Tools in Medical Education



Agnieszka Pregowska 1,*[image: Orcid], Magdalena Osial 1[image: Orcid], Damian Dolega-Dolegowski 2, Radek Kolecki 3,4 and Klaudia Proniewska 5,6[image: Orcid]





1



Institute of Fundamental Technological Research, Polish Academy of Sciences, Pawinskiego 5B, 02-106 Warsaw, Poland






2



Projekt LIDER XI NCBiR-HoloMed, Jagiellonian University Medical College, Kopernika 7E Str., 31-034 Krakow, Poland






3



University Hospital in Krakow, Jakubowskiego 2 Str., 30-688 Krakow, Poland






4



Jagiellonian University Medical College, Anny 12 Str., 31-008 Krakow, Poland






5



Center for Digital Medicine and Robotics, Jagiellonian University Medical College, Kopernika 7E Str., 31-034 Krakow, Poland






6



Department of Bioinformatics and Telemedicine, Jagiellonian University Medical College, Medyczna 7 Str., 30-688 Krakow, Poland









*



Correspondence: aprego@ippt.pan.pl; Tel.: +48-22-826-1281 (ext. 412)







Academic Editors: Stefanos Kollias, Yiyu Cai, Xiaoqun Wu, Qi Cao and Xiao Zhang



Received: 26 October 2022 / Accepted: 15 November 2022 / Published: 17 November 2022



Abstract

:

The dynamic COVID-19 pandemic has destabilized education and forced academic centers to explore non-traditional teaching modalities. A key challenge this creates is in reconciling the fact that hands-on time in lab settings has been shown to increase student understanding and peak their interests. Traditional visualization methods are already limited and topics such as 3D molecular structures remain difficult to understand. This is where advances in Information and Communication Technologies (ICT), including remote meetings, Virtual Reality (VR), Augmented Reality (AR), Mixed Reality (MR), and Extended Reality (XR, so-called Metaverse) offer vast potential to revolutionize the education landscape. Specifically, how MR merges real and virtual life in a uniquely promising way and offers opportunities for entirely new educational applications. In this paper, we briefly overview and report our initial experience using MR to teach medical and pharmacy students. We also explore the future usefulness of MR in pharmacy education. MR mimics real-world experiences both in distance education and traditional laboratory classes. We also propose ICT-based systems designed to run on the Microsoft HoloLens2 MR goggles and can be successfully applied in medical and pharmacy coursework. The models were developed and implemented in Autodesk Maya and exported to Unity. Our findings demonstrate that MR-based solutions can be an excellent alternative to traditional classes, notably in medicine, anatomy, organic chemistry, and biochemistry (especially 3D molecular structures), in both remote and traditional in-person teaching modalities. MR therefore has the potential to become an integral part of medical education in both remote learning and in-person study.
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1. Introduction


Teaching resources have evolved from chalkboards to digital presentations and videos; however, certain aspects are changing more slowly, particularly in medical and pharmacy schools. Modern medical teaching aims to effectively train students in a controlled environment to ensure skill transferability to the clinical setting. The application of immersive technologies such as Virtual Reality (VR), Augmented Reality (AR), Mixed Reality (MR), Metaverse (i.e., Extended Reality XR), or a combination of imaging with biological and real-time diagnostic data is a promising solution [1,2,3,4,5]. Recently, we observed a strong uptick in the use of immersive technologies in medical education, particularly during the COVID-19 pandemic and subsequent lockdowns [6]. On the other hand, active learning is more effective than passive learning [7]. Among pharmacy students, active learning methods have been reported to stimulate the development of empathy [8]. Immersive Technologies also offer an interesting alternative for depicting structures on the molecular level in a more intuitive manner [9]. One of the greatest advantages of these technologies is the ability to simulate real-world situations with patients and reproduce them with the active involvement of the user. This lowers the cost associated with initially performing these tasks in clinical practice where there is a risk that mistakes may result in negative health outcomes or even death. Moreover, it has been shown that academic faculty noticed an improvement in the quality of education following the incorporation of VR and AR [10]. Immersive technology, i.e., the Metaverse, being a decentralized and stable online 3D virtual environment, creates an opportunity for users to interact as avatars [11]. An interesting solution was shown in [12]: the Metaverse platform VoRtex, which enables virtual collaborative learning and is based on Mannien’s matrix. The advantage of this compared to platforms such as Vircadia, Sansar is security.



Medicine, including emergency medicine and medical education, offers a key opportunity to apply immersive technologies [13,14]. Surgeons were the first to use VR, AR, and MR to carry out procedures, improve their skills, and practice future medical interventions [15]. For example, MR helps surgeons analyze and understand the complex morphologies of congenital heart disease [16]. Thus, the application of immersive technologies has also been developed in pharmacy, both at the educational and professional levels [17], e.g., Pharmacy Times uses AR applications to provide users with additional information about drugs [18]. Ref. [18] described the virtual simulation of a pharmacy that allows users to perform pre-laboratory activities, such as preparing and mixing ad hoc preparations, and producing labels, resulting in up to a 10-fold increase in workflow efficiency. Their proposal also highlighted increased interactions between students and their lecturers. Ref. [19] reported that a VR-based platform was successful in prescription processing, pharmaceutical calculations, and selecting, preparing, packaging, and dispensing medications. Participants believed the system provided a realistic, engaging, and interactive experience that allowed them to become more proficient in drug safety practices. In [20], MR was applied to the content of the brain anatomy. It turned out that HoloLens enabled a deeper understanding of content for students and at the same time no negative side effects such as nausea, disorientation or fatigue were noticed. Thus, the physiological extension possibilities of the application of VR headsets are described in [21].



Patients have been increasingly relying on virtual consultations with their doctors, which contributes to the willingness to apply this technology in pharmacy consultations [22]. AR-based applications can be used as patient monitoring tools to verify treatment compliance [23,24]. Immersive Technologies facilitate Phase IV monitoring post-market release to better identify rare adverse drug reactions [25,26]. Ref. [23] proposed a Medication Coach Intelligent Agent (MCIA) that interfaces with AR glasses and accesses the treatment plan, restrictions on drugs, interactions based on patient preferences, and sends notifications so that the patient does not miss a dose.



It is also important to remember that economics play an important role in education. However, even the significant equipment expense to incorporate immersive solutions is less than the cost associated with performing a cadaveric autopsy [27]. Moreover, immersive technologies contributed up to 50 percent in savings to healthcare worker protection measures during the COVID-19 pandemic [28].



In this paper, we discuss the utility of MR in medicine, including a discussion of how recent advances in immersive technologies may benefit medical education, particularly anatomical and 3D molecular structure visualizations. We propose an MR-based system dedicated to medical and pharmacy education that was designed to run on the Microsoft HoloLens2, a MR headset. The structural models are developed and implemented in Autodesk Maya and then exported to Unity software. It turned out that the proposed approach expands the effectiveness of education by increasing retention and comprehension of complex principles that enables a superior application of that knowledge in the future. While immersive technologies will never completely replace the critical interpersonal relationship between students and lecturers, they provide a highly valuable resource that will train even higher-quality professionals. The paper is organized as follows. In Section 2, we briefly overview the concept of immersive technologies in the field of education, in particular medical education, including chemistry and medical chemistry of training. In Section 3, details concerning the MR-based system are described. The results, namely 3D models, which can be displayed in HoloLens MR-glasses, are presented in Section 4. Section 5 contains a brief discussion and some concluding remarks, while Section 6 includes some direction for future development.




2. Immersive Technologies and Learning


Learning is a complex process that includes not only the acquisition of knowledge but also its comprehension and application. Traditional teaching methods include the use of lectures, pictures, and textbooks. Traditional lectures that last more than 20 min, however, have been shown to limit retention in short- and long-term memory [29]. Furthermore, students forget 90 percent of lectures after two weeks, while retaining only 30 percent of content immediately following the lecture itself [30]. Most students better absorb graphical information, rather than verbally or through text. The application of virtual simulators, in particular among future medical staff, provides a medium through which a greater degree of information may be retained. This is especially true in medicine where traditional methods of teaching anatomy have relied upon autopsies for visualization. However, these are still often limited due to ethical and financial constraints as well as how long a given cadaver may remain physically suitable for teaching [27,31]. Holograms may standardize the quality of education while developing spatial awareness through stereoscopic vision, which is critical to mastering anatomy [32].



2.1. Immersive Technologies in Chemical Classes


Two-dimensional models of complex chemical structures have existed for decades and translating them into an interactive 3D modality is a relatively new area of research where immersive technologies demonstrate particular value. In fact, the only molecular visualization program that has been translated into a virtual format is Chimera, while others have been adapted into AR and VR-based solutions [33,34], and the applications such as VRmol [35], our moleculARweb [36], and ProteinVR [37] are Web Browser-based. This opens the field for the development of various applications supporting chemistry education. Ref. [38] proposed AR tools to study the material structures and chemical equilibrium at the high school level, where students can use tools to conduct virtual chemical experiments. Here, a user proposes a chemical equation that includes reagents and coefficients on AR cards. The results are displayed as a submicroscopic image of the chemical reaction. When compared against groups taught traditionally, the proposed AR method resulted in better learning outcomes, particularly among students with lower baseline academic performance. Ref. [39] presented a mobile application, MolAR, that allows users to visualize molecules in AR directly from hand-drawn chemical structures. Another application is AR Chemistry Learning, which allows users to interact with virtual images that represent different molecules, where particular elements are marked in different colors [40]. This tool combines AR with Machine Learning to transform hand-painted structures into 3D images, with applications beyond education in visualizing protein structures and analyzing molecular properties by specialists. Thus, AR-based applications are a helpful teaching resource for understanding complex chemical principles [41].



Ref. [42] applied MR to microfluidics coursework. Their ALETHA platform was tailored to the Microsoft HoloLens and links experimental methods with descriptions of physical and chemical processes. This approach increased motivation among students. Ref. [43] provided a safe MR-based environment to perform a dangerous chemical experiment, i.e., diluting concentrated sulfuric acid. To make the experiments more realistic, it rendered a realistic image of the hand, beaker and virtual liquid.




2.2. Immersive Technologies in Medical Student Training


In our previous paper [44], we concentrated on possible applications of MR-based tools in medical education by conducting an anonymous electronic survey regarding the application of immersive technologies in the medical curriculum. A total of 70 percent of students believe that this teaching method was beneficial. While small in scope and limited to students of one university, this study nonetheless showed the beneficial and disruptive potential of MR technology. We have also presented the pilot study of patient experience-focused MR-teaching tools among the surgical oncology population, including cases of pancreatic, colorectal, hepatic, and gastric cancer along with adult polycystic kidney disease. This study directly led to the development of an MR-based laboratory for medical students, which enables students to become acquainted with modern medical imaging, and 3D image processing using high-fidelity 3D models. MR can also be successfully applied to entire anatomy courses [45]. The first commercial MR anatomy teaching tool, HoloAnatomy, was developed by CaseWestern Reserve University School of Medicine (Cleveland, OH, USA) in cooperation with the Cleveland Clinic (Cleveland, OH, USA) [46]. Immersive technologies can also be successfully applied in dentistry, particularly in pre-clinical education [47,48]. Ref. [49] used VR to teach root canal anatomy, while Ref. [50] used MR.



Immersive technologies are also valuable in clinical practice. Ref. [51] described how remote guidance from an experienced surgeon using Google Glass AR technology helped not only interns but also seasoned surgeons learn new surgical procedures such as arthroscopy or shoulder arthroplasty. This solution links imaging data with what the surgeon sees live, allowing them to proceed with the operation without taking their eyes off the patient. Ref. [52] described a VR surgical mentor, where expert knowledge was combined with virtual surgical tools and illustrative animations to lead to more confident decision making. We can also use MR technologies to optimize preprocedural planning and intraprocedural monitoring in advanced imaging in interventional cardiology [53]. In [54], the combination of ultrasound with Augmented Reality has been shown in the field of rabbit liver therapy.




2.3. Immersive Technologies in Medical Chemistry Training


Medical chemistry is traditionally taught using 2D representations of 3D molecules to understand chirality, electron distribution, steric bulk, and intra- and inter-molecular bonding. Many students struggle with this. Ref. [55] proposed an AR smartphone application and defined a protocol for creating and disseminating AR models. Ref. [56] proposed AmplifiedRx, an AR application used in pharmaceutical compounding laboratories that resulted in increased student comprehension and preparation for practical classes and exams. This weekly, hourlong Pharmaceutical Sciences Laboratory course (PHCY 752) lasts one semester and teaches dosing to gain proficiency in composing pharmacological preparations. Ref. [57] piloted an MR-based application supported by Artificial Intelligence, which included textual information and 3D structures related to pharmacogenomics.



Recently, Australia legalized vaccination for both children and adults that unexpectedly highlighted shortcomings in training to actually administer vaccinations [58,59]. Here, MR may also be helpful. Ref. [60] proposed an interesting solution using the Microsoft HoloLens, where students use the applications Holohuman and Holopatient to practice scenarios of post-vaccination anaphylaxis. They were able to thoroughly master human anatomy, particularly related to vaccine administration, and see what happened physiologically following the incorrect administration of vaccines.



An interesting study by [61] described the positive motivational influence AR technologies have on pharmacy students, highlighting the Pharma Compounds AR (PCAR) educational tool. This application allows users to view 3D models of particles using a smartphone. Similar utility was shown by [62] regarding inorganic stereochemistry. The motivation predictor was defined by a self-reported competency measure, where the application itself was determined to be both useful and engaging. Ref. [63] drew attention to the important issue that qualified pharmacy teaching staff are needed who can teach using these immersive technologies.





3. Materials and Methods


A strong emphasis is placed on chemistry during pharmacology studies. In medical studies, it is very important to learn the physiology and development of an organ to better understand its function. The same holds in pharmacology where an understanding of chemical structure and interaction with other compounds is necessary to be able to tailor treatments to patient needs. Historically, designing chemical compounds was carried out on a piece of paper. As computing technology has advanced, chemistry has received new tools to plan and visualize very complex structures in 3D. This is a massive leap that allows users to see how chemistry really looks. Other content is connected with human anatomy, in particular organs and their pathological, pathophysiological, or biochemical changes. Computer tomography (CT) or magnetic resonance imaging (MRI) serves as the basis for creating holograms of the organs or abnormalities, e.g., tumors. These are processed using semi-automatic algorithms in a process called segmentation, in which elementary volume elements (voxels or Hounsfield units) are initially labeled and subsequently post-processed. The most commonly applied algorithms for segmentation include thresholding, seeding, and filling slices. Thresholding involves specifying the minimum and maximum intensities based on the histogram of a region of interest in the slice view, i.e., where a high-intensity, white region such as bone is selected while omitting soft tissues. Seeding involves tagging two specific regions of interest in sagittal, coronal, and axial views of a CT scan: the object and the background, where the object corresponds to the desired organ and the background corresponds to all undesired material. After tagging these respective seeds, a customized GrowCut algorithm was applied to grow the region of seeded interest while excluding the region of undesired structures. This expands the binary “object” and “background” tags voxel by voxel along with a statistical weight as to the probability a given voxel still corresponds to the object. Filling slices is similar except it seeds only an “object” in one view, i.e., axial predominantly for vertical structures such as the inferior vena cava. Upon manually tagging the object in multiple slices of the CT scan, the Fill between Slices algorithm, based on ND morphological contour interpolation, is applied to form a 3D mask corresponding to the object. These algorithms are automated; however, their product requires varying degrees of manual correction, which is carried out before accepting the finalized 3D mask. This is accomplished either in the three 2D views, or the 3D preview generated, intending to define the boundary of the desired object as accurately as possible [64]. The finalized products are validated by experienced radiology and anatomy specialists and then exported into a stereo-lithography (STL) file format for holographic visualization [65,66,67]. Recently, there has been a push for AR and MR to open new possibilities for interacting with and understanding 3D space to display data in a new, attractive way.



We propose the use of advanced computer visualization methods in teaching and assessing skills. MR is an innovative method that can contribute to building an e-learning program which supports both knowledge acquisition and also skill mastery. Developing modern higher education systems need the use of immersive technologies. In this paper, we proposed a MR-based system dedicated to medical education, including medical chemistry, see Figure 1. It is tailored to run on Microsoft HoloLens2 headsets (Microsoft Corporation, Redmond, WA, USA), which supports eye-tracking, gesture control using individual fingers or both hands, and voice control. The last two are especially important in teaching. It is fully integrated with Microsoft Enterprise systems, which resembles other Windows operating systems. The key advantage of HoloLens2 advantage is the fact that it does not require a connection to a computer or other equipment, rather it is completely autonomous. The system utilizes a front-end MR application, HoloView, which has a simple and intuitive user interface. First, users decide where they want to place the generated model of an anatomical creation or chemical structure. This can be carried out using eye movement and gestures. The system can be effectively applied in classrooms, lab rooms, and even at home. An example medical chemistry class is shown in Figure 2.



Structural models are developed and implemented in Autodesk Maya (San Rafael, CA, USA), then exported to Unity software (Unity Technologies, San Francisco, CA, USA). The application uses Unreal Engine (Epic Games, Potomac, MD, USA) and Mixed Reality framework. It uses PDB files to generate 3D models that contain all information needed to place molecules and their connections to other structures in XYZ coordinates. Thanks to the Unreal Engine and simple sphere models (with different colors) we can visualize models in a simple, relatable manner. The Mixed Reality framework makes models interactive to better understand a given compound’s functionality.



All information gathered during the initial experiences with MR was used to create an extensive step-by-step guide to enable smaller teams to incorporate this technology. The goal of this handover was to have the team fully support the classroom, from HoloLens storage to creating and evaluating the 3D content at the level of detail necessary for students. Functions include highlighting dedicated objects with distinct colors, changing transparency or removing objects completely to better view structures of interest, creating 3D labels identifying different chemical structures and tagging anatomical structures representing human organs (digital twin). New pedagogical methods continue to evolve as students and faculty explore the MR teaching environment.




4. Results


Mixed Reality allows students to see and interact with everyone around them while viewing holographic information and models. We are currently exploring applications of the HoloLens to promote collaborative learning. The HoloLens can capture real-time MR video and audio to revolutionize the analysis of multimodal data and analyze chemical compounds in 3D to understand their structural properties. We used Autodesk Maya to create 3D models in a two-step process. Figure 3 shows a sample 3D model of chemical structures. Colors were used to distinguish different molecules, e.g., carbon was marked black, and oxygen was marked white, etc. The models were exported to Unity, an application dedicated to creating video games and AR software for different platforms. The input file is in PDB format, which contains specific information about the name of a molecule, its position in 3D space, and the name of the molecule to which it connects. After receiving the ball, the system reads how they are to be connected and draws the constraints. The system enables 3D visualization of more complex structures, such as the point cloud shown in Figure 4a. More complex structures such as spirals can be used to draw 3D models, Figure 4b.



The second step involved scripts, which enable anchoring the 3D object in a given area, animating model actions, and preparing management captions. The application was tested in the Unity emulator twitch export-ready project with Microsoft Visual Studio. This proposed approach allows images to be displayed as 3D objects, i.e., holograms. A user can touch and interact with them by rotating, changing view, moving, rescaling, or marking their components.



Figure 5 shows how a chemical model is displayed for users. The arrangement of particular elements in the molecule in space can be adjusted with sliders. Every chemical molecule can be grasped, moved, and connected with a different molecule by hand. This proposed application allows users to interact with chemical components in a very intuitive manner. Users see the graphical hands as their own. This tool supports cloud integration, meaning that 3D models can be uploaded and instantly disseminated among other HoloLens2 users using the platform. This tool has the potential to make learning pharmacology and chemistry easier and more intuitive.



Our system can be also applied to medical education, in particular anatomy. For example, a 3D model of a liver tumor was prepared from CT images. The liver tumor was removed using a surgical robot. Precise diagnostics are crucial to clearly define the surgical extent and feasibility of resection. To enable this, segmentation of the CT data was performed to highlight relevant structures. Then users display the resulting model as interactive holograms using the HoloLens 2 that can be rotated, move, and scaled with gesture or voice control. Preoperative imaging to produce holograms very precisely shows all the anatomical structures of the organs, see Figure 6. Thus, the 3D enables better visualization of the tumor’s location and improves the understanding of the spatial relation between anatomical structures. Thus, this solution is effective in enabling both students and junior surgeons to understand local anatomy in any given case. Moreover, this can be also used to simulate planned operations from different approaches and using various techniques. Consequently, the learning curve for surgeons may be expedited and the operating room workflow may be streamlined.



In Figure 7, we proposed an application to learn how to plan the removal of impacted teeth. The 3D model of the jaw based off an MRI image is displayed for the user. The points mark the place where the tooth is grasped (red) and the direction of pulling force (green). The application allows users to set coordinates for the grasp and pull points using sliders.



This approach can also be applied in maxillary surgery education, specifically treating mandible tumors (Figure 8). The subject was hospitalized due to a right-sided tumor at the angle of the jaw. Sections taken under general anesthesia were ultimately determined histopathologically to be: ameloblastoma, follicular type. The patient was in a good general condition without any obvious disease burden. Due to their young age, histopathology, and the lack of disease burden, the decision was made to perform a microsurgical resection of the mandible from the mandibular branch to tooth 42 and reconstruct the resulting defect using a right iliac crest allograft. 3D models of the jaw in Figure 8a show bone loss caused by the tumor, while Figure 8b shows a 3D model of the jaw with implants.



Resorption is a process involving the loss of hard tissues (dentin, root cementum, enamel) as a result of various factors. The model is made on the basis of the micro-CT of tooth 23, see Figure 9. Here, the bulbous widening of the tooth chamber is visible in the cross-sections. This model can be displayed in HoloLens 2. The point perforation of the mesial wall of tooth 23 can be observed after rotating the model.




5. Discussion and Conclusions


Initial attempts have been made to apply MR for distance learning for Science, Technology, Engineering, and Math (STEM) lectures and students quickly adapted to using these solutions [67,68]. Ref. [69] proposed a framework for creating instructional animations. Users can operate the system using gestures with the Leap Motion controller, while adaptive grasping of objects of various shapes and sizes was developed with the help of deep-learning neural networks. Ref. [70] present the application of AR to evaluate a patient’s posture and joints to match X-ray image information. Users, i.e., teachers, can easily visualize themselves performing chemical experiments and students can learn by following their movements. Ref. [71] described the virtual chemical laboratory using the Oculus Rift, in which students can repeat and change the course of chemical reactions.



Understanding molecular conformations, complex compound structures, and chemical transformations can be challenging for students, especially when it comes to the visualization of the molecules that are usually described as flat models in books. The same holds for teaching organ pathogenesis and morphology. The Metaverse is slowly gaining traction among the academic community, and particularly the medical community, because it provides an engrossing, collaborative telepresence [72,73]. In fact, forecasts predict that by the end of 2026, 25 percent of the population will spend at least an hour a day there [74]. Ref. [75] outline how the Metaverse will be applied in medicine. One part is to anchor the building as a static geometric model of the virtual world, including people, scenes, and events, while the other involves the dynamic fusion of the virtual and real world in a high precision virtual space. The latter is strongly dependent on the development of AI, 5G data, and brain–computer interfaces (BCI). An important consideration in the development of the Metaverse are ethical issues related to user privacy and personal information as well as challenges in collecting and linking data within the Metaverse. It has been shown that immersive technologies can simulate genuine emotion, including cognitive, social and behavioral reactions, while the presented content can be modified to provide effective communication and learning [76,77,78]. Ref. [79] showed that Virtual Reality does not produce additional workload but rather reduces it, as measured by the NASA Task Load Index: mental, physical, and temporal demand, performance, effort, and frustration. Ref. [80] compare traditional teaching and supplementary online lectures using digital handout notes based on AR in medical education. Superior outcomes were achieved by the group using immersive technologies.



Mixed Reality techniques bring enormous value to teaching new generations of doctors, physicists, and engineers. These types of systems allow for the analysis of real medical cases recorded with the help of three-dimensional medical imaging. The main difference between standard methods and those using holograms is that the student can see the object not as a flat visualization with added shadows simulating depth, but rather in a form similar to the actual patient lying on the operating table. An additional positive educational feature here is immersion, where medical records, imaging, and reference materials relevant to a patient’s case can be interacted dynamically and intuitively. Another important feature is the ability to analyze a specific data set by a larger group of users. This is advantageous from the educational point of view because it shares a physician’s commentary on a given case, the view from the perspective of the physician conducting the procedure and a visible hologram on the basis of which medical procedures are performed. All this leads to the modernization and improvement of the teaching process for medical students by leveraging the possibilities of modern technology in medicine. There are also tools for simulating a truly tactile experience using haptics, giving a new depth to the immersive experience. Such solutions are used in all kinds of simulators, because they are able to imitate the use of actual surgical instruments or laparoscopic cameras. This approach can also be used in conjunction with MR, which is applied in simulators where surgeons practice procedures and the system measures and compares parameters such as time, length of the movement path, smoothness of movement, tissue damage, and deviations from the planned course of the procedure against those of more experienced experts. MR can also be used in training complex specialties such as neurosurgery or interventional cardiology. Here, solutions are developed that allow the use of MR in conjunction with a surgical phantom where similar parameters are measured as described above. These systems are constantly being developed and provide more opportunities for training future medical staff. A multitude of solutions and their accessibility enable increasingly accurate and repeatable training modalities thanks to MR. More and more teams are working on implementing this type of training in various parts of medical and surgical education.



In this paper, we proposed the application of MR to simplify medical and chemistry education. The Microsoft HoloLens2 enables the visualization and gesture control of 3D models of chemical compounds, organs, and parts of the human body. The aim of this study was not to replace all traditional medicine and medical chemistry teaching paradigms, but rather to support them using modern solutions. This will provide students with a deeper understanding of chemistry and anatomy and save costs related to physical reagent use or autopsy by novice users, respectively. A significant limitation of our system is the number of users who can use it simultaneously. Another limitation may be throttled network traffic, which may lead to a less immersive experience. Moreover, using the virtual world for too long can also cause eye strain, headache, and nausea. These ailments can be reduced or eliminated as technology develops. Table 1 outlines a comparison of immersive technologies-based systems in education, particularly chemistry, medical chemistry and medicine, including proposed solutions.



This educational tool is based on advanced computer visualization methods and enables the development of the idea of collaborative learning in medicine, including pharmacy. 3D models of chemical compounds, organs, and bones are created from MRI and CT data using segmentation algorithms and visualized as holograms by the HoloLens 2.



The mobility of immersive technologies allows users to choose the time and place to learn. However, a stable internet connection remains essential [83]. The rapid development of immersive technologies makes it necessary to investigate how the information is actually absorbed. Ref. [84] showed that MR allows students to be more involved and feel more confident in their acquired knowledge of the spatial relationships between brain regions. Spatial ability in particular was found to be more important to the users learning with MR than to those learning traditionally. Moreover, an interesting consideration was shown by [76], who proposed the Contextaware Augmented Reality Model (ICAARM) to enable the analysis of human–computer interaction based on personalized gestures.



Ref. [85] described that some Microsoft HoloLens users experienced accessibility problems and a lack of flexibility. It remains difficult to categorically assess the impact of MR on education as studies are limited to small groups of students, have different curricula in different regions, and differ in the accessibility of immersive technologies [81].



Another important issue is related to the COVID-19 pandemic and lockdowns, which vastly increased interest in remote teaching methods [6]. Students in medical fields lacked laboratory and clinical experience along with patient interaction. There was a pressing need to provide tools that would make these possible. Most students are very comfortable adopting new technologies and thus a futuristic vision of science was met with great enthusiasm. For example, in some US institutions the HoloLens was loaned to medical students for the duration of the pandemic. As a result, they could not only take an anatomy course in three dimensions but also connect with a lecturer who discussed the content in detail. This provided the only possible student-lecturer contact with active interaction. MR can also be an effective tool to help students understand chemical compounds on the molecular level and grasp the complexity of the human body remotely and in person. Our preliminary results confirmed that MR can increase the effectiveness of delivering complex content via remote learning, which continues to play a significant role in education. The technology gives more control to students over their learning experience, enabling them to be more independent. However, more work is required to improve applications, adapt curricula for immersive technologies, and explore their impact on human psyche and perception.




6. Future Plans


Future plans include the formulation of new guidelines in education using Mixed Reality to prepare students for modern clinical conditions where advanced imaging systems use MR technology. We will also build new guidelines for adaptive MR medical training systems to incorporate a mechanism for tracking performance and recognize skill deficiencies to generate an optimal adaptive training schedule. It will be based, among others, on the NASA Task Load Index, while skill acquisition will be based on the skill retention theory. This will improve the user’s ability to interactively assess the level of skill learning and decay, optimize skill relearning across levels of experience, and positively impact skill maintenance. We also plan to develop and implement automatic anatomical segmentation tools through Machine and Deep Learning that will be validated by experts in anatomy and radiology. The following applications for Microsoft HoloLens 2 Mixed Reality goggles will be developed:




	-

	
Software for displaying any 3D chemical models;




	-

	
Software for displaying any computer-generated models of human anatomy elements;




	-

	
Software for science popularization;




	-

	
Courses/training consisting mainly of 3D models, animations and user interaction on the chemical and biochemical changes affecting disease, disease pathophysiology, how they can be visualized in 3D, and their diagnosis and treatment as a MR visualization.









In the next step, the medical Metaverse platform with scenarios similar to the real teaching environment and digital avatars for face-to-face communication will be developed and implemented. With technological advances, it will also become possible to completely mirror the traditional educational world.
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Figure 1. System design, for use in remote and in-person medical education, particularly chemistry. 
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Figure 2. Mixed Reality Laboratory with students using HoloLens 2 at Jagiellonian University Medical College in Krakow. 
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Figure 3. Sample 3D models of molecules having a different chemical composition, in particular additional alkyl CH2 group in the right image. 
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Figure 4. The visualization of a large protein as (a) the 3D point cloud molecule, and (b) the spiral structure of the resulting protein. 
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Figure 5. MR in medical chemistry, displayed in front of the users wearing Microsoft HoloLens2. 
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Figure 6. Preoperative 3D imaging before tumor resection with the Microsoft HoloLens. The top row of color-coded anatomical structures includes the aorta (red), inferior vena cava (blue), portal vein with its intrahepatic branches (purple, solid), the liver (purple, partially transparent), gallbladder (green), spleen (yellow), and kidneys (dark green). The bottom right model displays bone (white), abdominal aorta with its branches (red), inferior vena cava along with its tributaries and ascending into the right side of the heart (blue), portal system and its tributaries (purple), gallbladder (green), liver (light brown, partially transparent), spleen (brown, solid), lungs (pink), and one kidney (brown, solid). The bottom left image shows the HoloLens2 system being worn along with its live-streamed view onto a local computer. 
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Figure 7. The application of the MR in dental education. This view is displayed for users wearing the Microsoft HoloLens 2. 
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Figure 8. Tumor of the jaw and preoperative 3D strategy planning. (a) 3D model of the jaw with bone loss due to the tumor (b) 3D model of the jaw with implants. The implants were marked in black and yellow. This view is displayed in front of the users wearing the Microsoft HoloLens 2. 
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Figure 9. Visualization of resorption in 3D. This view is displayed in front of the users wearing Microsoft HoloLens 2. 
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Table 1. Comparison of immersive technologies-based systems in education, particularly chemistry, medical chemistry, and medicine.






Table 1. Comparison of immersive technologies-based systems in education, particularly chemistry, medical chemistry, and medicine.





	Reference
	Type of Immersive Technologies
	Chemical Content
	Medical Content
	Medical Chemistry Content
	Application Fields





	[79]
	Metaverse, AR
	No
	No
	No
	Workload evaluation



	[12]
	Metaverse
	No
	No
	No
	Architecture lessons



	[76]
	Metaverse
	No
	Yes
	No
	Digital medicine



	[73]
	Metaverse
	No
	Yes
	No
	Medical education (a perspective)



	[69]
	AR
	No
	No
	No
	STEM laboratories



	[15]
	AR
	No
	Yes
	No
	Surgery Education



	[32]
	AR
	No
	Yes
	No
	Surgery Education



	[33]
	AR
	Yes
	No
	No
	Chemistry education



	[35]
	AR
	Yes
	No
	No
	Chemistry and biology content



	[38]
	AR
	Yes
	No
	No
	Materials structures and chemical equilibria



	[55]
	AR
	No
	No
	Yes
	Medical chemistry



	[40]
	AR
	Yes
	No
	No
	Chemistry lessons



	[56]
	AR
	No
	Yes
	No
	Pharmacy education



	[36]
	VR
	Yes
	No
	No
	Chemistry education, protein



	[18]
	VR
	No
	Yes
	No
	Pharmacy education



	[49]
	VR
	No
	Yes
	No
	Dental Education



	[48]
	VR
	No
	Yes
	No
	Dental Education



	[81]
	MR
	No
	Yes
	No
	Anatomy drawing screencasts



	[82]
	MR
	No
	Yes
	No
	Nursing Education



	[50]
	MR
	No
	Yes
	No
	Dental education



	[16]
	MR
	No
	Yes
	No
	Surgery Education
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