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Abstract: To deliver real-time data within a desired time deadline, a spatiotemporal approach has
been proposed in wireless sensor networks. In the approach, real-time data can be delivered with
a delivery speed calculated by both the distance from a source to a static sink and the desired time
deadline. In the case of a mobile sink, because the distance from a source to the sink would be
dynamically changed due to its movement, real-time data cannot be delivered due to the inability
to calculate a delivery speed. Thus, we propose a novel real-time routing protocol, called EAR2
(expected area-based real-time routing) for mobile sinks. Instead of the immediate distance, EAR2
considers the static distance to the expected area of a mobile sink’s location using its movement speed.
To satisfy the desired time deadline, EAR2 guarantees that the total summation of the unicasting time
to the expected area and the flooding time within the expected area can be smaller than the deadline.
To do this, EAR2 calculates a data delivery speed by using the static distance and the unicasting time
and exploits the flooding time observed from various network environments. Because EAR2 has
a high flooding time and data loss problems due to a single flooding point, we propose a protocol
called EAR2M with multiple flooding points, which reduces the flooding time and enhances the
reliability of data transmission. We also propose two extensions of EAR2M, called EAR2M_R and
EAR2M_E for efficient data transmission from a source to multiple flooding points. They aim to
reduce the transmission delay and the energy consumption for efficient data transmission among
multiple flooding points, respectively. Simulation results show that EAR2 improves the deadline
miss ratio and the energy consumption, with averages improvements of 47.17% and 29.99% over the
existing schemes, respectively. Furthermore, EAR2M with four flooding points enhances the deadline
miss ratio and the energy consumption by an average of 12.69% and 131.86% over EAR2.

Keywords: wireless sensor networks; mobile sinks; real-time routing

1. Introduction

Recent advances in VLSI, microprocessor and wireless communication technolo-
gies, and wireless sensor networks (WSNs) have been deploying for various potential
applications in environmental surveillance, military operations, object tracking, and other
domains [1–3]. In WSNs, real-time applications such as fire alert and intruder detection
require data collection in a desired time deadline [4]. In order to satisfy the desired time
deadline, the real-time routing schemes proposed in [4–6] utilize a spatiotemporal approach
by which data are delivered with a delivery speed obtained from both the distance from a
source to a destination and the desired time deadline. When the schemes disseminate data
from the source as far as the destination, every immediate node elects a next-hop node that
is one of the one-hop neighbor nodes closer to the destination than itself and has a relay
speed larger than the delivery speed. Hence, by relaying data with a faster speed than the
delivery speed per every hop, data collection in the desired time deadline with respect to
the distance can be achieved [5].
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Typically, the existing schemes [4–6] assume the distance between the source and the
destination is static, i.e., a constant value. In many practical applications, mobile sinks such
as soldiers and firefighters tend to move around within the sensor fields and receive data
during their movements [7–9]. Accordingly, when a source disseminates data to a mobile
sink in a desired time deadline, the distance between the source and the mobile sink may
also be dynamically altered because the mobile sink randomly changes its own locations in
a sensor field. This means that the delivery speed should be recalculated by the immediate
reflection of the distance alteration during real-time data dissemination to the mobile sink.

In order to immediately reflect the new distances, we may take into account three
methods: (1) the source-based, (2) the intermediate-node-based, and (3) the sink-based
method. First, in the source-based method, the source obtains the current location of the
mobile sink by sink location services [10–12] and then recalculates the new delivery speed
to retransmit data to the current location on the desired time deadline. In the second
method, an intermediate node currently forwarding data performs the location service to
get the current location of the sink. Then, it disseminates the data to the current location
with the recalculated new delivery speed. Finally, the sink-based method employs a
backward location notification to the intermediate node from the sink when the sink moves
to a new location [9]; thus, the intermediate node reflects the new distance for the new
delivery speed.

However, these three immediate reflection methods might have considerable problems
with respect to real-time data transmission. The current methods of location obtainment
used by the sink location services may lead to long term delays, shortening the time interval
until the desired time deadline. Because the mobile sink frequently alters its own location,
this represents a serious problem. The backward location notification means that the
reflection of new distances is away from the destination; thus, it also causes high latency.
In addition, in existing schemes, because immediate nodes select the nondeterministic
next-hop node, the forwarding path for data transmission from the source to the destination
might be altered every instance of transmission. Namely, the sink cannot determine the
currently forwarding intermediate node to reflect the new distances. Consequently, in
terms of real-time routing to the mobile sink, it is hard to immediately reflect new distances
due to high latency and nondeterministic forwarding.

Thus, we proposed a real-time routing protocol, called EAR2 (expected area-based
real-time routing) [13] for mobile sinks in wireless sensor networks. To reflect a static
distance instead of the immediate distance, EAR2 considers the expected area where a
mobile sink will be located by using its movement speed. To deliver real-time data within
the desired time deadline, EAR2 guarantees that the total summation of the unicasting
time to the expected area and the flooding time within the expected area is smaller than
the deadline. To do this, EAR2 calculates a delivery speed using the static distance to the
expected area and the unicasting time and observes the flooding time from various network
environments. In EAR2, the source transmits data to the expected area with the delivery
speed, and the first sensor node in the area then floods the area to deliver the data to the
mobile sink that is dynamically located in the area. However, since EAR2 uses a single
flooding point, it has a high flooding time and data loss problems [14,15].

Therefore, to solve the problems of EAR2, we propose a protocol called EAR2M
that extends EAR2 by exploiting multiple flooding points. By using multiple flooding
points, EAR2M reduces the flooding time and enhances the reliability of data transmission.
Because EAR2M provides lower flooding times than EAR2, it demands less data delivery
speeds and thus achieves lower deadline miss ratios compared with EAR2. The efficiency
of the transmission delay and energy consumption are two important challenging issues in
wireless sensor networks [16,17] Thus, we also propose two extensions of EAR2M, called
EAR2M_R and EAR2M_E for efficient data transmission from a source to multiple flooding
points. EAR2M_R and EAR2M_E aim to reduce the transmission delay and the energy
consumption for data transmission among multiple flooding points, respectively. Although
both EAR2M_R and EAR2M_E have better performance than EAR2M, they have a trade-off
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between the transmission delay and the energy consumption. We conducted simulations
in various network environments through the network simulator NS2 to evaluate the
network performance of the proposed protocols. Simulation results conducted in various
environments verified that EAR2 significantly improves the network performance when
compared with the existing protocols SPEED [4] and THVR [6] in terms of deadline miss
ratio and energy consumption. Simulation results showed that EAR2 enhances the deadline
miss ratio and the energy efficiency by 57.94% and 39.80% over SPEED, respectively, and by
36.40% and 20.18% over THVR, respectively. Additionally, the simulation results showed
that EAR2M has a better performance than EAR2, and EAR2M with four flooding points
improves the deadline miss ratio and the energy consumption by average values of 12.69%
and 131.86% over EAR2. We have also demonstrated that EAR2M_R and EAR2M_E have
a trade-off between the deadline miss ratio and energy consumption through simulation
results.

The remainder of this paper is organized as follows. First, we provide the literature
review on real-time routing in Section 2. The network model and the overview of our
expected area-based real-time routing (EAR2) protocol are presented in Section 3. Details
of EAR2 and EAR2M are described in Sections 4 and 5, respectively. The extensions,
EAR2M_R and EAR2M_E of EAR2M are described in Section 6. The simulation results
are provided in Section 7 to evaluate the performance of EAR2, EAR2M, EAR2M_R, and
EAR2M_E. The paper is concluded in Section 8.

2. Related Work

In wireless sensor networks, several routing protocols [4–6,18–23] have been proposed
for providing timeliness in real-time applications. The protocols based on spatiotemporal
approaches improve the timeliness. These approaches consider the information on the
end-to-end distance (spatial) and transmission delay time (temporal) of relay nodes to
make the routing decision. This chapter briefly reviews these real-time routing protocols
based on spatiotemporal approaches.

SPEED [4] is the first developed spatiotemporal real-time routing protocol in wireless
sensor networks. SPEED is a stateless and localized routing protocol providing a soft
real-time communication service by a desired uniform delivery speed across the network
under the assumption that the end-to-end delay is proportional to the distance between
the source and the destination. It exploits only the local information, i.e., the location and
delay information about the neighbor nodes, and not the global topology. Stateless nonde-
terministic geographic forwarding (SNGF) is a routing module responsible for selecting an
appropriate forwarding node in the neighborhood table that meets the desired delivery
speed, which in turn balances the load in each flow between multiple concurrent routes.
Delay estimation modules are intended to estimate the single-hop delay that helps in
making routing decisions. A backpressure re-routing algorithm helps in re-routing packets
around large-delay links (i.e., congestion) with minimum control overhead.

To achieve energy efficiency, POWER-SPEED [19] does not use control packets to
select the next-hop neighbor according to the destination based on the downstream QoS
condition estimation based on the spatiotemporal historic data. Then, POWER-SPEED
adjusts the power level of the wireless transmitter to a minimum value to send packets to
the next-hop neighbor.

As another protocol to achieve energy efficiency, an energy-aware real-time routing
protocol named EA-SPEED [21] uses the residual energy information as well as the single-
hop delay and the location information in routing decisions to select the next-hop neighbor
to a destination. Then, the weight function of neighbor nodes for the routing decision
module is formed based on the information of these three parameters.

For supporting fault tolerance, another extension of SPEED named FT-SPEED [23] is
proposed to solve the void problem of SPEED by using a void announce scheme and a void
bypass scheme. The void announce scheme prevents packets reaching the void through
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other routing paths, while the void bypass scheme forwards packets around two sides of
the void.

MMSPEED [5] is an extension of SPEED that provides service differentiation and
a probabilistic QoS guarantee. For delivery timeliness, multiple network-wide packet
delivery speed options are provided for different traffic types according to their end-to-
end deadlines. In supporting service reliability, probabilistic multipath forwarding is
used to control the number of forwarding paths based on the required end-to-end arrival
probability. In order to provide reliability, MMSPEED exploits the principle of redundancy,
i.e., the more paths that a packet is delivered via, the higher the probability of reaching its
final destination.

As an extension of MMSPEED for enhancing energy efficiency, Improved MMSPEED
(IMMSPEED) [18] uses a multi-path and multi-speed approach, similar to MMSPEED.
However, IMMSPEED selects neighbor nodes with higher residual energies as next-hop
nodes to a destination. This is different from MMSPEED, which selects neighbor nodes
randomly.

THVR [6] and OMLRP [22] attempt to increase the performance of real-time commu-
nication with multi-hop network information. Using multi-hop lookahead, sensor nodes
gather the information of network topology and delay. In these protocols, a routing decision
is made based on the multi-hop (more than two) velocity. The forwarding metric in these
protocols is similar to that of SPEED, where the packet deadline is mapped to the velocity
requirement. When a node has data to forward, the node searches for the node that has the
highest estimator module that calculates the packet delay from the sender to its potential
forwarder. The protocols work well in enhancing real-time routing and outperform SPEED
in terms of time deadline success ratio.

To deal with path failures and sleep nodes, a real-time routing protocol [20] has
been proposed by applying neural networks (NN) to SPEED. Through NNs, the protocol
evaluates QoS parameters and selects the optimized path to a destination based on the QoS
parameters.

However, the above-mentioned protocols focus only on real-time transmission toward
a fixed destination (i.e., the sink in wireless sensor networks) which never moves during the
network operation time. However, if the sink moves, the protocols cannot support real-time
data dissemination. When a source disseminates data to a mobile sink in a desired time
deadline, the mobile sink randomly changes its own location in a sensor field. As a result,
the distance between the source and the mobile sink may be also dynamically altered. This
means that the delivery speed should be recalculated by the immediate reflection of the
distance alteration during real-time data dissemination to the mobile sink.

EAR2 was proposed to overcome the limitation of the previous real-time protocols
and support mobile sinks. EAR2 considers the expected location of a mobile sink based on
its movement speed. EAR2 guarantees that the total summation of the unicasting time to
the expected area and the flooding time within the expected area is smaller than the desired
time deadline. However, EAR2 has a high flooding time and data loss problems because
it uses a single flooding point. In this paper, EAR2M is proposed to reduce the flooding
time and enhance the reliability of data transmission by using multiple flooding points. In
another approach, to reduce the flooding time and energy consumption of EAR2, a grid
structure-based real-time protocol [24] was proposed with both unicasting, multicasting,
and one-hop forwarding. This protocol considers the expected grids of a mobile sink as
well as its expected area and uses unicasting from a source node to the expected area,
multicasting from the expected area to the expected grids, and one-hop forwarding from
the expected grid to where the mobile sink is located in the expected grid. However, this
protocol has a high energy consumption overhead for the construction and management of
a grid structure for the whole network.
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3. Network Model and Protocol Overview
3.1. Network Model

We considered a wireless sensor network that consists of randomly and roughly
deployed sensor nodes over a finite, two-dimensional planar region. We assume in this
work that each node can obtain its own location information by GPS [25] or localization
schemes [26,27]. By periodically exchanging beacon messages [28,29], every node can
determine its one-hop neighbor nodes, and obtain their locations and data relay speeds.
When a source detects an event, it generates data with the desired time deadline Tsetdeadline
of the event. The desired time deadline of an event depends on the event type. In order
to deliver data from a source to a static sink within a desired time deadline Tsetdeadline, the
existing protocols [4–6] exploit a data delivery speed Sspeed calculated by the deadline and
the distance d(source, sink) between the source and the sink as follows:

Sspeed =
d(source, sink)

Tsetdeadline
. (1)

Thus, when the protocols disseminate data from the source to the sink, every immedi-
ate node elects a next-hop node that is one of the one-hop neighbor nodes closer to the sink
than itself with a relay speed larger than the data delivery speed [4,5]. However, if the sink
moves, the distance d(source, sink) between the source and the mobile sink changes (i.e.,
increases or decreases) due to the movement of the mobile sink, so that the data delivery
speed Sspeed is continuously altered due to continuous distance changes. Unfortunately, we
cannot also determine the static location of a mobile sink due to its continuous movement.
Thus, as the first challenging issue, the static location of a mobile sink must be decided
in order to obtain the distance d(source, sink) and as a result, to calculate the data delivery
speed Sspeed by using the distance. To do this, we consider the expected area of a mobile sink
with its moving direction and speed information and determine its virtual static location
from the expected area. We address our method for solving the first challenging issue in
Section 4.1. However, since the virtual static location of the mobile sink is just a location
within its expected area, it is not its real location. Thus, as the second challenging issue, it
needs to deliver data packets to the real location of the mobile sink in real-time. To do this,
we consider flooding-based data forwarding and flooding time within the expected area of
the mobile sink in order to support real-time data delivery to the mobile sink. We address
our method for solving the second challenging issue in Section 4.2.

3.2. Protocol Overview

We propose an expected area-based real-time routing (EAR2) protocol for supporting
the real-time routing of data with a desired time deadline Tsetdeadline from a source node to a
mobile sink as shown in Figure 1. EAR2 calculates the expected area (EA) of the mobile sink
based on its location, speed, and direction information. Then, it provides real-time data
routing from the source node to the mobile sink by guaranteeing that Tsetdeadline is smaller
than the total time of the forwarding time Tf orwarding from the source node to the single
flooding point P nearest to the EA and the flooding time Tf looding within the EA. First, we
present a method for calculating the expected area (EA) of a mobile sink in Section 4.1. We
next present a method for calculating the Tf looding and Tf orwarding in Section 4.2.
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Figure 1. Real-time data routing based on expected area of a mobile sink.

4. Expected Area-Based Real-Time Routing (EAR2)
4.1. Expected Area of a Mobile Sink

For data dissemination to a sink, a source that detects an event needs to know the
location of the sink through sink location services. Because we consider a mobile sink that
randomly changes its own location in a sensor field, the obtained location cannot be exactly
matched with the current location of the sink [10]. To deliver data to the sink within the
desired time deadline Tsetdeadline, we expect that the mobile sink will move around during a
space of time in a circular area, i.e., the expected area (EA). EA is able to be calculated by
the obtained location and the velocity of the sink as in previous works [30–32]. The center
point of EA is the initial obtained location of the sink. Let t0 be the time when the sink
locates the initial location, t1 be the time when the source obtains the location of the sink, t2
be the time when the source generates its data to deliver to the mobile sink, and t3 be the
time when the data from the source is received by the sink. The Tsetdeadline is t3 − t2. The
maximum moving distance r of the mobile sink, i.e., the radius of EA with the sink speed
Vsink is calculated as follows according to the method in [31]:

r = (t3 − t0)×Vsink. (2)

As shown in Figure 1, because r is the maximum distance that the sink can move in
a straight line during t3 − t0, the sink can be located at any position in EA at t3 due to its
unrestricted movement, as mentioned in the paper [32].

4.2. Calculation of Data Delivery Speed

In EAR2, data dissemination is divided into two processes: (1) forwarding the data
from the source to one of the point of the EA by unicasting and (2) flooding the data into
EA. The data transmission time, therefore, is the sum of Tf orwarding as the time for the
forwarding process and Tf looding as the time for the flooding process. When the Tsetdeadline is
defined as the desired time deadline, to support real-time service, the following condition
has to be satisfied according to the same rule mentioned in papers [4,5].

Tsetdeadline ≥ Tf orwarding + Tf looding (3)



Electronics 2022, 11, 3350 7 of 21

To satisfy Equation (3), the source sets a data delivery speed Sspeed for the forwarding
process, i.e., data transmission from itself to a flooding point p1 as the nearest point of EA.
Sspeed is calculated considering Tf looding as follows:

Sspeed =
d(src, p1)

Tsetdeadline − Tf looding
, (4)

where the d(src, p1) is the distance from the source to p1. Tf looding is the expected time that all
nodes in EA receive the data through flooding. However, the source cannot determine the
Tf looding within the EA. Even though the Tf looding can be measured, the measured Tf looding
varies vastly according to time and environment.

Therefore, for Tf looding, we exploit the observed flooding time for a circular area with
a radius r through simulation by using the NS-2.30 network simulator [33,34]. Figure 2
shows the simulation results for the observed flooding time using a single flooding point.
We extract the simulation results through numerous fulfillments in different environments
(need density, initial flooding node, data packet size, etc.). The graph in Figure 2 shows two
lines of a single point for the radius r. The above lines and below lines show the worst and
best values for flooding time in the circle region with radius r, respectively. In other words,
the flooding time within the circle region with radius r has a value between the worst and
best values in a variety of different environments. We use the worst value as the Tf looding
because the real flooding time may not have any value bigger than the worst value.

Figure 2. Flooding time for circle region with radius r.

Through programming in the module of sensor nodes before their deploying, we
enable them to know the flooding time Tf looding within the circular region with radius r.
All sources use the Tf looding to deliver their own data to a mobile sink within a desired time
deadline Tsetdeadline in EAR2. After calculating Sspeed using Equation (4), the source sends
the data containing information of the sink ID, Sspeed, and EA location (radius r and sink
location) to the point p1 of EA. To support real-time service, the data have to be delivered
faster than Sspeed. Every relay node, including the source, elects one of the neighbor nodes
that is closer to the point p1 than itself and has a relay speed larger than Sspeed as the
next-hop node. Among nodes around the point p1, the node located in the EA first receives
the data, stops forwarding the data, and then performs restricted flooding within the EA.



Electronics 2022, 11, 3350 8 of 21

Because Sspeed is calculated considering the worst case, the mobile sink located in the EA
can receive the data within the desired time deadline.

However, the single-point flooding has several weaknesses. First, as shown in Figure 2,
if the radius r is large, the worst value of the Tf looding is very large. Accordingly, by
Equation (3), the Tf orwarding is very small and as a result, Sspeed might be very great. Since
such great Sspeed may not be supported by sensor nodes, real-time transmission to a mobile
sink is difficult to provide. Second, if the sink moves toward p2, which is the farthest point
from the source, the time to deliver the data by flooding increases so the mobile sink may
not receive the data within the desired time deadline. Third, because the data forwarding
path to a single flooding point is a single path, if data loss on the path happens, then the
mobile sink cannot receive data [35,36]. Therefore, in the next section (Section 5), we exploit
multiple flooding points in EAR2 to overcome the weaknesses of single-point flooding.

5. EAR2 with Multiple Flooding Points (EAR2M)

To solve the aforementioned three limitations of a single flooding point, we propose
a new protocol called EAR2M that exploits multiple flooding points in EAR2 as shown
in Figure 3. Flooding consumes much of the energy of the sensor nodes. Within EA,
multiple-point flooding consumes the same energy as single = point flooding. Multiple-
point flooding distributively floods at only around multiple points [37,38], but otherwise,
multiple-point flooding allows all nodes in the EA to receive the flooding data identically
to single-point flooding. However, exploiting multiple-point flooding in EAR2M consumes
energy when the source forwards its data to the multiple points by unicast. By consuming
the data forwarding energy to multiple points, we reduce the flooding time Tf looding and
enhance the reliability of data forwarding to the mobile sink in EAR2M.

Source
p1vsink

Sink

p2

p3

p4

Figure 3. Real-time data routing based on distributed flooding at multiple flooding points.

We also carried out a simulation to measure how the distributed flooding at multiple
points influences Tf looding. As shown in Figure 2, multiple-point flooding can reduce the
flooding time Tf looding because flooding is distributively performed at multiple points.
Figure 2 shows two lines for each flooding point number. The above lines and the below
lines show the worst and best values for flooding time in the circle region with radius r,
respectively. If the radius of the circular region is large, then when the number of flooding
points increases, the worst and best values of Tf looding are smaller. On the other hand, if the
radius of the circular region is small, the worst and best values of the Tf looding are largely
unaffected by the number of flooding points.

In EAR2M, to provide real-time data routing using multiple flooding points, we
recalculate the data forwarding time Tf orwarding and the data delivery speed Sspeed for each
flooding point in Equations (3) and (4) through the flooding time Tf looding when using
multiple flooding points. We use the observed flooding time in Figure 2 as the flooding
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time Tf looding_n when exploiting n flooding points. Thus, Equation (3) is recalculated
as follows:

Tsetdeadline ≥ Tf orwarding + Tf looding_n. (5)

Furthermore, the data delivery speed Sspeed_i to each flooding point i is calculated as
follows:

Sspeed_i =
d(src, pi)

Tsetdeadline − Tf looding_i
. (6)

If the source node selects the number and position of flooding points and calculates
the data delivery speed Sspeed_i to each flooding point i, it sends its data with the Sspeed_i
information to each flooding point i through unicast. If the data arrive at each flooding
point, the node the nearest to the point in the EA floods the data within the EA. All nodes
in EA receive and flood the data only once regardless of the initial flooding nodes. If any
node receives redundant data, it drops the data. Accordingly, the mobile sink in EA can
receive the data from the source node. Figure 3 shows that the source node forwards its
data to four flooding points and the nodes at the flooding points distributively flood the
data within EA. The number of flooding points greatly influences the performance of
EAR2M. Thus, we compare the performance of EAR2M for the number of flooding points
in terms of the energy consumption and the deadline success ratio.

6. The Extensions of EAR2M

As described in the previous chapters, EAR2M based on multiple flooding points im-
proves the performance of real-time data dissemination by reducing the flooding time. How-
ever, multiple data transmissions from a source to multiple flooding points wastes a signifi-
cant amount of energy. So, efficient data transmission from the source to the multiple flood-
ing points could reduce the energy consumption. In order to achieve efficient data transmis-
sion, the source node transmits its data to one of the flooding points (the closest) and the
node on the flooding point relays the data to the other flooding points for data flooding. In
this paper, we have two approaches for a flooding point of an EA to relay toward the other
flooding points as the extension of EAR2M. The first approach, EAR2M_R, as shown in
Figure 4a. This approach minimizes the transmission delay from the selected flooding point
to the other flooding points for increasing the real-time deadline success ratio. Figure 4b in-
dicates the second approach, EAR2M_E. The second approach aims to minimize the energy
consumption of data relay between flooding points. In both EAR2M_R and EAR2M_E,
to provide real-time data routing using multiple flooding points, we recalculate the data
forwarding time Tf orwarding and the data delivery speed Sspeed to each flooding point in
Equations (3) and (4). In the next paragraph, the method for recalculation of the data for-
warding time Tf orwarding and the data delivery speed Sspeed in EAR2M_R and EAR2M_E is
described in detail.

To provide real-time data routing using multiple flooding points, EAR2M_R also
recalculates the data forwarding time Tf orwarding and the data delivery speed Sspeed for each
flooding point in Equations (3) and (4) through the flooding time Tf looding when using mul-
tiple flooding points. Equally, EAR2M_R also uses the observed flooding time in Figure 2
as the flooding time Tf looding_n when exploiting n flooding points. Thus, Equation (3) is
equally calculated as Equation (5) of EAR2M as follows:

Tsetdeadline ≥ Tf orwarding + Tf looding_n. (7)

However, the data delivery speed Sspeed_i to each flooding point i should be calculated
differently than in Equation (6) of EAR2M.
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Figure 4. The extended schemes: (a) EAR2M_R and (b) EAR2M_E.

Because EAR2M delivers the data from a source to each of the multiple flooding points
as shown in Figure 3, it individually calculates the data delivery speed Sspeed_i to each
flooding point i. However, in the pursuit of energy efficiency, EAR2M_R forces the data of
a source to be delivered from the nearest flooding point (p1) to the other flooding points
(p2, p3, and p4), as shown in Figure 4a.

Thus, different from EAR2M, EAR2M_R synthetically calculates the data delivery
speed to multiple flooding points. In order to calculate the desired delivery speed,
EAR2M_R considers the distance from a source to the farthest flooding point via the
closest flooding point. The reason to consider the distance is that the distance to the other
flooding points is shorter than the previous one. Namely, the modified delivery speed for
the farthest flooding point could be applied to the other flooding points using Equation (7).

Thus, EAR2M_R calculates the data delivery speed Sspeed_ f p to the farthest flooding
point fp via the nearest flooding point p1 as follows:

Sspeed_ f p =
d(src, p1) + d(p1, f p)
Tsetdeadline − Tf looding_n

. (8)

In EAR2M_R, if the source node selects the number and position of flooding points, it
calculates the data delivery speed Sspeed_ f p for them using Equations (7) and (8). Then, it
sends its data with the information of the Sspeed_ f p and the flooding point locations to the
closest flooding point (p1 in Figure 4a) to it. Next, the sensor node nearest to the closest
flooding point and belongs to the EA receives the data from the source. Then, the sensor
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nodes send the data of the source with the information of the Sspeed_ f p to each of the other
flooding points (p2, p3, and p4 in Figure 4a) by unicasting. Similarly, the sensor node the
nearest to each flooding point and belongs to the EA receives the data from the sources.
Thus, the sensor nodes flood the received data of the source within the EA using all flooding
points. Furthermore, all sensor nodes in EA receive and flood the data only once regardless
of the initial flooding nodes. As a result, the mobile sink in EA can receive the data from
the source node.

Figure 3 shows that the source node forwards its data to four flooding points, and
the nodes at the flooding points concurrently flood the data within the EA. The number of
flooding points greatly influences the performance of EAR2M. Thus, we compare the per-
formance of EAR2M for the number of flooding points in terms of the energy consumption
and the deadline success ratio.

In order to reduce the energy consumption of data relaying between flooding points,
the second approach, EAR2M_E allows the flooding points to relay the data packet to
another flooding point. As described above, EAR2M delivers data packets from a source to
flooding points for flooding the packet into the EA. The nodes on the flooding point share
the data packet and start the data flooding. In the EAR2M_E, in order to minimize the
energy cost for sharing the data packet among the flooding point, the adjacent nodes on the
flooding points share the data packet directly, as shown in Figure 4b. The direct communi-
cation between the adjacent flooding points could reduce the cost for data sharing more
greatly than EAR2M_R. Although the farthest distance of the data dissemination is longer,
the summation of the data dissemination distance could be shorter and EAR2M_E could
reduce the energy consumption. As with EAR2M_R, EAR2M_E synthetically calculates
the data delivery speed to multiple flooding points. EAR2M_E calculates the data delivery
speed Sspeed_ f p to the farthest flooding point fp via multiple flooding points as follows:

Sspeed_ f p =
d(src, p1) +

√
2d(p1, f p)

Tsetdeadline − Tf looding_n
. (9)

After EAR2M_E determines the locations and number of flooding points, it calculates
the data delivery speed Sspeed_ f p using Equation (9). The source node sends its data toward
the closest flooding point. The node on the closest flooding point receives the data packet
and relays it toward the other flooding points except the farthest flooding point. For data
transmission toward the farthest flooding point, the node on one of the other flooding points
relays the data packet. The total distance by the unicasting in EAR2M_R and EAR2M_E is
calculated as followings:

TD_R = (d(src, center)− r) + 2
√

2r + 2r

= d(src, center) + (2
√

2 + 1)r,

TD_E = (d(src, center)− r) + 3
√

2r

= d(src, center) + (3
√

2− 1)r,

(10)

where d(src, center) is the distance between the source node and the center point of the
expected area and r is the radius of the expected area. According to the above equations, the
farthest unicasting distance of EAR2M_R is less than that of EAR2M_E and the summation
of the unicasting distance of EAR2M_R is greater than that of EAR2M_E. In our opinion,
we expect that EAR2M_R and EAR2M_E have a trade-off between the transmission delay
and the energy consumption, as mentioned in several relevant papers [16,17]. Thus, we
prove the trade-off through the experimental results in Section 7.4.
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7. Experimental Results

We simulate and analyze the proposed scheme by implementing it in the NS-2.30
network simulator [34]. In this section, we compare the proposed scheme with two other
schemes: (1) SPEED [4], which is the most popular real-time protocol based on the relay
speed information of one-hop neighbor nodes, and (2) THVR [6], which is another real-time
protocol that uses the information of two-hop neighbor nodes. However, since the two
schemes do not support sink mobility, a footprint chaining technique [9] is added to the
schemes. The simulation network space consists of 1000 sensors randomly deployed in a
500 m × 500 m squared area. The model of sensor nodes is followed by the specification of
MICA2 [39,40]. The radio range of each sensor node is 20 m. The source generates a CBR
flow with an interval of 0.05 s, and a packet frame size is fixed at 30 bytes. The simulation
time is 100 s and IEEE 802.15.4 standard [41] is exploited as the MAC protocol.

7.1. Performance Metrics

We use the following performance metrics:

• Deadline success ratio (DSR): This metric is the ratio of successfully received data
packets in the time deadline to all generated data packets from the source node. It is
one of the most important metrics in soft real-time systems.

• Energy consumption (EC): This metric is the total energy consumption for the real-
time service. Energy consumption is an important metric in wireless sensor networks.
The power consumption values of transmitting and receiving are 21 mW and 15 mW,
respectively, [40].

7.2. Performance Comparison with the Existing Schemes
7.2.1. Impact of Sink Speed

Figure 5a shows a comparison of DSR according to the sink speed. The end-to-end
distance between the source and the sink is fixed at 300 m. Since SPEED and THVR employ
data delivery speeds calculated from the distance between the source and the initial static
location of the sink, the moving sink may not receive the data within the desired time
deadline even though the data is delivered to the initial location of the sink on time. EAR2,
however, forwards data with the modified delivery speeds that consider sink mobility, so
the probability of deadline success is higher than with the other schemes.

Figure 5b indicates the EC of the proposed scheme with those of the other protocols
according to the sink speed. We keep the distance between the source and the sink at 300 m.
In SPEED and THVR, as the sink speed increases, the data path for footprint chaining from
the initial location of the sink to the moved location increases, and the interval between
sink location updates decreases. This makes the energy consumption gradually increase.
The energy consumption of THVR is higher than that of SPEED due to the initialization
cost of discovering two-hop neighbors, but they have a similar increasing pattern. EAR2
consumes the same energy for initialization as SPEED but exploits the restricted flooding
to support sink mobility. Because the EA is exponentially proportional to the sink speed,
EAR2 consumes more energy than the other schemes as the sink moves faster.

7.2.2. Impact of End-to-End Distance

Figure 6a shows a comparison of DSR according to the distance from the source to the
sink. The moving speed of the sink is fixed at 20 m/s. As the end-to-end distance increases,
the DSRs of SPEED and THVR are decreased rapidly but that of EAR2 is decreased more
gently than those of the other schemes. This result is derived from the difference of data
delivery speed calculation mentioned in Section 3.1. Because EAR2 forwards data with the
modified data delivery speed that considers sink mobility according to end-to-end distance,
the DSR is higher than those of the other schemes.
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(a)

(b)

Figure 5. Performance comparison of EAR2 with the existing schemes SPEED and THVR according
to sink speed: (a) deadline success ratio and (b) energy consumption.
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(a)

(b)

Figure 6. Performance comparison of EAR2 with the existing schemes SPEED and THVR according
to end-to-end distance: (a) deadline success ratio and (b) energy consumption.

We compare the EC of the proposed scheme with that of the other schemes in
Figure 6b. The EC of all schemes is proportional to the distance, because more sensor
nodes participate in forwarding according to the distance. EAR2 consumes an amount of
energy that is slightly higher than the other schemes because it exploits restricted flooding.
The difference of the EC between SPEED and THVR indicates the cost of the initial beacon
message for neighbor discovery. The EC of the three schemes has a similar increasing
pattern because the end-to-end distance does not affect the frequency of the sink location
update, the data path for footprint chaining, and the extent of EA.
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7.3. Performance Comparison of EAR2 and EAR2M

EAR2M exploits multi-path data dissemination through multiple flooding points on
the EA to overcome a single flooding point in EAR2. By comparing EAR2 and EAR2M, we
can observe the impact of the number of flooding points and therefore the number of data
paths according to the sink speed and end-to-end distance.

7.3.1. Impact of Sink Speed

To simulate the impact of sink speed, we fix the end-to-end distance between the
source and the sink at 300 m. Figure 7a shows the effect of sink speed on DSR with the
different number of flooding points. EA is exponentially proportional to the sink speed.
This means the average time that the sink receives data is increased, because the number of
the average data forwarding hops for flooding is increased. Because these two values can
decrease using data flooding in EA through multiple flooding points, the higher number of
flooding points in EAR2M leads to the higher DSR.

Figure 7b shows the EC according to the sink speed with the different number of
flooding points. Because the number of nodes that participate in data forwarding is
proportional to the number of flooding points, more data flooding points in EAR2M leads
to more energy consumption, as shown by the difference in energy consumption at the same
sink speed on the graph. As the sink speed increases, energy consumption for restricted
flooding increases due to the extension of EA. However, the cost for flooding is not different
according to the number of flooding points at the same sink speed. Accordingly, each graph
has a similar increasing pattern.

7.3.2. Impact of End-to-End Distance

Figure 8a shows the effect of end-to-end distance on DSR with the different number
of flooding points. As the end-to-end distance from the source to the sink increases, the
probability of failure to maintain the desired data delivery speeds increases, and thus the
data loss ratio also increases. Data dissemination through multiple flooding points can
reduce these issues because the data are copied and forwarded in the separated routing
path. Therefore, the higher number of flooding points in EAR2M leads to a higher DSR.

Figure 8b shows the EC according to the end-to-end distance with the different number
of flooding points. As the end-to-end distance increases, the cost for flooding is fixed but the
energy consumption for data transmission from the source to the flooding points increases.
Therefore, the energy consumption for data dissemination through more flooding points in
EAR2M increases much more rapidly as the end-to-end distance increases.

7.4. Performance Comparison of EAR2M, EAR2M_R, and EAR2M_E

We extend the proposed scheme by allowing the relay between flooding points of the
expected area in order to transfer data packets to multiple flooding points in Chapter VI. In
this subchapter, we compare the extended schemes of EAR2M with four flooding points.

Figure 9a indicates the DSR according to the end-to-end distance of the proposed
schemes (EAR2M, EAR2M_R, and EAR2M_E). In this experiment, we fix the moving
speed at 20 m/s. As the end-to-end distance increases, the DSR decreases. In contrast
to EAR2M, EAR2M_R and EAR2M_E show a lower DSR because their unicast distance
is longer than that of EAR2M and higher data delivery speeds are required. However,
the difference is very trivial as the extended distance is extremely small compared to the
end-to-end distance.

Figure 9b shows the EC according to the end-to-end distance. As the end-to-end
distance becomes larger, more nodes should participate in a path and the energy con-
sumption increases. In the extended schemes, multiple paths for multiple flooding points
are merged. Due to the merged path, the cost for unicasting toward flooding points can
be reduced. EAR2M_E shows a lower EC than EAR2M_R because EAR2M_E allows the
multiple flooding points to relay toward other flooding points.
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Figure 7. Performance comparison of EAR2 with EAR2M according to sink speed: (a) deadline
success ratio and (b) energy consumption.
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(a)

(b)

Figure 8. Performance comparison of EAR2 with EAR2M according to end-to-end distance: (a) dead-
line success ratio and (b) energy consumption.

To simulate the impact of sink speed, we fix the end-to-end distance between the
source and the sink at 300 m. Figure 10a shows the DSR according to the moving sink speed.
The proposed schemes determine the expected area for moving the sink. The expected area
is exponentially proportional to the sink speed. Due to the size of the expected area, all
values in all schemes decrease. The results of both EAR2M_R and EAR2M_E are slightly
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lower than that of EAR2M because EAR2M_R and EAR2M_E require a higher data delivery
speed for a longer distance than EAR2M.

(a)

(b)

Figure 9. Performance comparison of the extended schemes according to end-to-end distance:
(a) deadline success ratio and (b) energy consumption.

Figure 10b indicates the energy consumption of the proposed schemes according
to the sink speed. The extended schemes, EAR2M_R and EAR2M_E, reduce the energy
consumption by merging the paths for unicasting and allowing relay via the flooding
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points. Although the moving sink speed is faster, the schemes always show a lower energy
consumption than EAR2M.

(a)

(b)

Figure 10. Performance comparison of the extended schemes according to sink speed: (a) deadline
success ratio and (b) energy consumption.

8. Conclusions

In this paper, we have proposed a novel real-time routing protocol called EAR2 for
mobile sinks in wireless sensor networks. To calculate a data delivery speed for a mobile
sink, we provided a static distance to an expected area where it can be located by its moving
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speed and exploited the flooding time within the expected area. Then, EAR2 guarantees
that the total summation of the unicasting time to the expected area and the flooding time
within the expected area is smaller than the desired time deadline. We also have proposed
EAR2M using multiple flooding points to reduce flooding time and enhance the reliability
of data transmission. To reduce the transmission delay and the energy consumption using
efficient data transmission among multiple flooding points, we also have proposed two
extensions of EAR2M, EAR2M_R and EAR2M_E. We have evaluated the performance of
our protocols through simulation experiments conducted in various environments by the
existing schemes SPEED [4] and THVR [6]. Simulation results verified that EAR2 enhances
the deadline miss ratio and the energy efficiency by 57.94% and 39.80% over SPEED,
respectively, and by 36.40% and 20.18% over THVR, respectively. Moreover, EAR2M with
four flooding points improves the deadline miss ratio and the energy consumption by
an average of 12.69% and 131.86% over EAR2. We also have verified that EAR2M_R and
EAR2M_E have a trade-off between the deadline miss ratio and energy consumption.
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