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Abstract: This paper presents a semantic conceptual framework and definition of environmental
monitoring and surveillance and demonstrates an ontology implementation of the framework. This
framework is defined in a mathematical formulation and is built upon and focused on the notation
of observation systems. This formulation is utilized in the analysis of the observation system.
Three taxonomies are presented, namely, the taxonomy of (1) the sampling method, (2) the value
format and (3) the functionality. The definition of concepts and their relationships in the conceptual
framework clarifies the task of querying for information related to the state of the environment
or conditions related to specific events. This framework aims to make the observation system
more queryable and therefore more interactive for users or other systems. Using the proposed
semantic conceptual framework, we derive definitions of the distinguished tasks of monitoring
and surveillance. Monitoring is focused on the continuous assessment of an environment state
and surveillance is focused on the collection of all data relevant for specific events. The proposed
mathematical formulation is implemented in the format of the computer readable ontology. The
presented ontology provides a general framework for the semantic retrieval of relevant environmental
information. For the implementation of the proposed framework, we present a description of
the Intelligent Forest Fire Video Monitoring and Surveillance system in Croatia. We present the
implementation of the tasks of monitoring and surveillance in the application domain of forest
fire management.

Keywords: environmental monitoring; video surveillance; internet of things; remote sensing;
conceptual framework; semantic framework

1. Introduction

Monitoring and surveillance gives us the ability to assess various situations in distant
locations. With the development of information and communication technologies (ICT),
remote and wide areas can be monitored from a distance using technical solutions and are
no longer ignored or difficult to access.

Environment management includes many activities aimed towards the assessment of
environment conditions, the prevention of environmental hazards, environmental protec-
tion and keeping the environment in a state of balance. Environmental managers have a
responsibility to organize such activities in a timely and optimal fashion.

To create a good environment management plan, one must:

• access the state of the environment at the moment of planning;
• access the desired goals or desired state; and
• create an optimal plan (or steps) for reaching the desired state from the current state.
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Environmental management planning starts with the assessment of the current state,
and this assessment must be performed on reliable information and data. Gathering infor-
mation about the state of the environment is a task of environmental monitoring and can
be performed manually or with the help of sensors. Selection of the appropriate method
and the appropriate sensors depends on the application, the desired scale and resolution
and other available information. However, planning of the observation system is often
performed in an ad-hoc manner. Having conceptual knowledge about an observation
system’s capabilities and limitations and its direct relationship to the environmental condi-
tions would make environmental management planning more comprehensible. This fact
is the motivation for the work presented in this paper—to offer a formal and a concep-
tual description that will aid in the general usage of observation system data for various
tasks in many domains. The conceptual framework presented here offers the aggregation
of knowledge regarding environmental monitoring and surveillance system design and
utilization in a compact manner. Embedding such knowledge into an ontology can provide
environmental managers with a useful tool. Using this tool, users will be able to design
and scale observational systems that can monitor the environment based on their needs.
In this paper, we present this tool in the form of a conceptual framework consisting of a
formal notation and taxonomies describing the main features of parts of the system, and an
ontology implementation that is capable of query processing.

The formalization of knowledge can facilitate better planning of the observation
system through automatic reasoning over formally described knowledge. Our conceptual
framework and implementation may be applied to, but are not limited to:

• Planning sensing and communication technology—by constructingthe values of the
system attributes (e.g., scale, precision, area of coverage and feature of interest) that
are in accordance with the application domain, and selecting only the technologies
that can offer the needed features.

• Designing the communication architecture of the monitoring software—by analyzing
communication patterns one can group paths of communication, eliminate redundant
communication and design more efficient data communication architectures.

• Designing monitoring and surveillance system functional requirements—choosing the
functionalities from the taxonomy items of the framework can lead to unambiguous
descriptions of the functional requirements.

• Designing testing procedures—the validation of functional and nonfunctional re-
quirements can be extracted from the formal description (i.e., the coveredarea and
precision), which can lead to formal procedures of validation.

• Implementation of the procedures of spatio-temporal surveillance data retrieval—the
spatial and temporal constraints of the observation data are natively introduced in the
framework and can be easily queried.

• Designing interoperability protocols with software that can use data from the observa-
tion system—modeling, forecasting or classification software that use real-time data
retrieved from the observation system. This can utilize the data together with all the
metadata known to the system.

Apart from the abovementioned general applications, we hope that new, unexpected appli-
cations will emerge when the framework is applied to specific domains of monitoring systems.

Related Work

Environmental monitoring is used in environmental management to assess the state
of the environment and is based on the quantitative description of the measurable environ-
ment parameters. The retrieval of these parameters should be performed by following a
strict sampling procedure [1] that prescribes the measured parameters and the timing of
sampling, as well as a location of the sampling. Manual sampling is being replaced with
modern sensing technologies such as wireless sensor networks [2], video surveillance [3]
and remote-sensing platforms [4].
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The authors of [5] emphasize that there is a clear absence of a concise strategy or
methodology for designing monitoring networks, or for the placement of sampling stations.
Therefore, the authors of that paper propose a methodology that utilizes a geographic
information system (GIS), a hydrologic simulation model and fuzzy logic for the monitoring
of water quality.

In [6] a new qualitative method for building conceptual frameworks for phenomena
that are linked to the multidisciplinary bodies of knowledge is presented. A conceptual
framework is defined as a network or a “plane” of linked concepts.

In [7], the authors propose a way to enhance the monitoring of a database with
semantic information in order for it to be useful to a larger group of researchers. Usually,
the monitoring data can only be interpreted by those who store them, and the authors
developed a way to broaden its usefulness by use of various ontologies.

In [8], the authors propose a dedicated data representation model that semantically
enhances the data represented in the data model used for the purpose of the MOSAIC
project (multimodal analytics for the protection of critical assets) with the aim of making it
accessible via a single point of access or by using a single mechanism or language. In their
paper they provide the details of their MOSAIC hierarchical ontology model.

In [9], the authors propose an analytical framework for valuable and holistic concepts
designed to guide productive and sustained relationships with the environment. Concepts
of context, actors, motivations, capacity, actions, and outcomes are analyzed.

The Drivers, Pressures, State, Impact and Response model of intervention (DPSIR)
framework is the causal framework for describing the interactions between society and the
environment adopted by the European Environment Agency [10,11]. The concepts of the
framework are: driving forces, pressures, states, impacts and responses. The framework
represents an extension of the Pressure, State, Response (PSR) model developed by the
OECD (Organization for Economic Co-operation and Development).

SOSA (Sensors, Observations, Samples, and Actuators) [12] presents an ontology for
sensor observations actuators that can cope with various sampling times [13] and reviews
the usage of semantic technologies (e.g., semantic representations of sensory data). Remote
sensing has many application opportunities, but due to the large number of sensors and
platforms, one is presented with the difficult task of deciding which platform to use for
which application. In [4], the authors present a taxonomy of remote-sensing platforms
in such a way that a reader could gain knowledge about which platforms and sensors
are appropriate for a particular application domain. IoT (Internet of Things) technologies
provide ubiquitous information that can be used and reused in many domains. In [14], the
authors present a methodology for IoT-based healthcare application design. In [15] the
authors propose a functionality based on video surveillance and learning with the semantic
scene model.

The research that is presented in this paper represents an attempt to organize core con-
cepts related to environmental monitoring and surveillance into a comprehensible format
that is both human-friendly, computer-readable and capable of the semantic description of
environmental state assessments. The motivation for this work is to define a framework
that will make observation systems queryable and interactive with both human users
and programs. The semantic aspect of the monitoring and surveillance data is added to
improve the comprehensiveness of the data. Using this framework, we demonstrate the
functionalities required by a Forest Fire Monitoring and Surveillance System.

2. Conceptual Framework of an Environment Observation System

In this section we will describe the main components of the conceptual framework
and their relationships. The top-level term is the notion of environment. Environment is the
term describing the surroundings and conditions of operation. We can define environment
E as a pair of two entities—geographical area and factors of the environment. This can be
written as:

E = (A, F) (1)
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With this equation we define the environment as a pair of entities, where the first
entity represents the geographical area of the environment and the second entity represents
a set of all of the factors that define the condition of the environment.

In the scope of our research, the environment’s geographical coverage and extent
are limited within space. Depending on the domain of application, the area can be as
large as the globe, or more locally oriented, such as a lake or a forest. Depending on the
domain of application, the area of interest of the particular environment can be observed
on a larger or on a smaller scale. We can describe the area of the environment in two
complementary ways: (1) by defining the geographical limits of the area and scale on
which the environment is observed, or (2) as a raster of cells, where each cell covers an area
that is as big or as small as we need it to be. In reality, the environment has an infinite
resolution and can be noted on an infinitesimally small scale, but we are observing features
that are the properties of a subset of the environment’s area and we can observe the area
on a certain finite resolution. Thus, we can also describe the area as a set of subsets of the
environment’s area. If the subsets are equally distributed over the geography, the set of
subsets could also be considered as a raster of the environment’s area.

A = (Geography, scale) = {a1, a2, ..., an} (2)

In the above equation, geography is a description of the area’s limits (i.e. a polygon),
and the scale is the size of the observed cell. ai represents a cell in the equally distributed
cells across the area.

The condition of the environment is defined by various factors. Factors are aspects of
the environment that may be of interest. Factors, such as temperature, relative humidity or
reflectance of the surface, are often monitored. A set of all of the factors belonging to the
environment is denoted as F:

F = { f1, f2, f3, ..., fn} (3)

where each fi is one factor of the environment. The set of factors F does not express the
condition of the environment, but merely denotes the dimensions in which an environment
can be observed. A selection of the factors of interest depends on the domain of application.

Next, we define a notion of the environment’s condition space. Condition space is a
space of feature values over the environment’s area. We can denote the condition space as:

Cspace = (A× F) (4)

A condition of the environment at the observed time can be described with the val-
ues of all the factors the environment’s area holds at the time of observation. Time of
observation is the element of the timeline. Timeline T is a series of observation times:

T = [t1, t2, t3, ... tl ] (5)

Now we can denote the evolution of the environment’s conditions as a series of
conditions the environment finds itself in at each of the time elements of the timeline T. A
series of conditions can be formally denoted as:

C = [ct1 , ct2 , ... ctl ], cti ∈ Cspace, t ∈ T (6)

In the above equation cti is the condition of the environment, described by features over
area, in the i-th moment of the timeline. l is the length of time for which we are observing the
environment. The condition of the environment is an element of the conditions space, and
it is described with the combination of values of the factors on the area of the environment.
Condition is a set of values of factors describing the property of the area subset, in a specific
moment of time, describing the state of the factor in the subset of the environment’s area.
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ct = {( f1t, a1), ( f2t, a2), ... ( fnt, an)}, ct ∈ Cspace, fi ∈ F, ai ∈ A (7)

Each factor is associated with a subset of area ai, whereas the scale of ai depends on
the variability of the feature. For observing various features, we have developed sensors. A
sensor is designed to measure a certain factor of the environment and transform it into a
digital form. We can define a sensor as a device that maps a certain aspect of the condition
of the environment into the value v that represents a quantitative description of a feature in
the current condition.

S(ai, fi, n) : ct− > v (8)

where fi denotes the factor of the environment that the sensor is responsible for measuring,
and ai denotes the geographical area to which the sensor is dedicated. ai is a subset of A. ct
denotes the condition of the environment in a moment t from the timeline. Each sensor has
its limitations and uncertainty, so we add a factor n that denotes the noise that the sensor
adds to the value of the factor in the area of interest. v is the value the sensor produces and
it can have a value type—a scalar value or complex value such as a matrix of reflectance in
the RGB (Red Green Blue) spectrum for a video sensor.

To have a broader picture of the environment’s condition we use an observation
system. An observation system is a system consisting of multiple sensors focused on the
environment’s area and measuring features of the area from different aspects. We denote
the observation system (OS) as:

OS = {s1, ... sm} (9)

where si represents one sensor described as in Equation (8) and m is the number of sensors
the observation system depends on. Each sensor from the OS holds information about the
area to which the sensor is dedicated, features that the sensor measures, and the noise or
uncertainty that the sensor brings into the system. The observation system maps the current
condition of the environment into a digital representation of the state of the environment.
We can write:

OS : Ct− > V (10)

where V is a set of values, and each value has an associated coverage area as a subset of A.
Now we can denote the digital representation of the environment’s condition in time t

as V and taken by OS.

Vt = {v1, v2, ..., vm} (11)

where vi is a value taken from the i-th sensing device si in the environment’s subset ai and
has a format depending on the sensor type. Finally, when we are observing the evolution of
the environment with the observation system, what we have available for our observation
system is not the state evolution, but the footprints of the state made by the sensors in the
times of the timeline T defined in Equation (5).

V = {Vt1 , Vt2 , ..., Vtl} (12)

3. Observation System Taxonomies

Natural environmental monitoring and surveillance is used to obtain an understanding
of the conditions and operations in the environment’s area from distant locations, based on
observations. As described in a previous section, an observation system relies on sensors
located over the environment, measuring factors of conditions. Sensors are technical
devices with sensing and communication power. Sensing and communication are tasks
that consume power. When observing the natural environment it is often the case that we
cannot rely on the availability of power and communications infrastructure. Observation
sensors have improved over the years. Now we have various kinds of technical solutions
that do not demand power and communications infrastructure, but create opportunities
for communication and power themselves. We propose a taxonomy of sensing devices in
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the following sections. The taxonomies are organized into three aspects and are described
formally based on the notation given in the previous section. We propose:

• a sampling method taxonomy;
• a value format taxonomyl and
• a functionality query taxonomy.

3.1. Sampling Method Taxonomy

Collecting observational data for environmental monitoring can be achieved using
one of the following methods:

• Field and manual data collection—this is a traditional method which is not automated
but is still sometimes used;

• Fixed sensors—these sensors have a fixed location, can rely on the infrastructure
where one is available, and can be dependent on a more reliable source of power
and network;

• Wireless sensors powered by batteries or solar or wind energy harvesting are capable
of measuring certain aspects of the environment;

• Airborne sensors mounted on aerial vehicles ;
• Satellite-based remote sensing; and
• Citizen science, community sensing, crowdsourcing and social networks.

The distinction between these sampling methods leads us towards defining the sam-
pling method taxonomy shown in Figure 1. Each sampling method produces a value that
quantitatively represents a feature of the environment fi in the subset of area ai and in the
specific time ti. The quantitative data that are retrieved by sampling are noted with d and,
in order to be used efficiently, these must have associated metadata describing the relevant
features. In the following discussion we will describe the values and descriptive metadata
necessary for each sampling method by distinguishing which metadata are constant and
known for a sampling method, and which metadata must be sensed together with value
data d.

Sampling method
taxonomy

Sampling method

Field sampling

Fixed sensors

Wireless sen-
sors network

Airborne sensors

Satellite re-
mote sensing

Citizen science

Figure 1. Sampling method taxonomy.
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3.1.1. Field Manual Data Collection

Field manual data collection is a traditional method for the observation of environ-
mental factors used for the sampling of factors that we cannot measure remotely. This
method is reliable when performed by trained, educated personnel [1]. Field rangers must
follow strict procedures for manual data collection. These procedures are described in the
data collection manuals defined by the national competent authorities for every type of
field data, (e.g., for water [16] and forest fires [17]). The authorities responsible for manual
sampling often unite in regional, national or international networks, such as EUROWA-
TERNET for water monitoring [18] or LUCAS for soil monitoring [19]. Joint maintenance
of sampling datasets enables researchers to utilize the data for the broader assessment of
monitoring parameters [20,21].

Digital storage of this collected data is performed by logging the data, together with
all the metadata. However, manual logging of the data can be subject to random errors
when the operator responsible for logging data is not focused. Technical solutions such as
GIS cloud storage are offered for the logging of data.

The values collected using manual data are associated with the point of collection.
This kind of observation is usually performed by scheduling patrolling missions for data
collection, but the schedule is rarely strict. Additionally, data are stored with a delay,
so one cannot perform any real-time event recognition with this approach. Manual data
collection is appropriate for the observation of features that cannot be sensed remotely and
that change slowly in space and time.

A value collected by field sampling consists of:

v( f ) = (ai, ti, d) (13)

where d denotes the value of the feature f in a location with geographical point ai in the
time ti.

3.1.2. Fixed Sensors

As opposed to manual sampling, sensors and methods have been developed for the
automatic observation of the environment, using various technical solutions. Sensors can
be deployed at a location in the environmental area and can be tasked with measuring
a feature of the area. Fixed sensors are sensors with fixed locations of deployment that
are capable of the continuous measurement of a feature. Fixed video sensors have many
advantages in forest fire monitoring and surveillance [22]. Existing video surveillance
sensors can be reused in novel applications, such as using time-exposure images for
wave height estimation, as described in [23]. Acoustic monitoring data from fixed audio
recording sensors can be used to monitor animal species in African forests [24]. However, a
critical aspect of fixed sensor monitoring network design is the selection of fixed sensor
locations [25,26].

Typically, this kind of sampling is not performed continuously, but in discrete moments
of time with some frequency. We assign a sampling frequency measure to sensors with a
fixed location as a property of the observation system.

v(a, f , ∆t) = (d) (14)

3.1.3. Wireless Sensor Network

Advances in sensor manufacturing technology, low power consumption and wireless
communication have enabled technologies for wireless sensor networks [2,27].

Disaster monitoring for a huge forest environment is feasible with a network of
sensors [28]. Technological developments in sensor manufacturing have made this kind of
sensor low-cost and reliable for precise agriculture soil monitoring [29]. Robustness and
long life is enhanced with the use of energy harvesting sensors [30], making it possible
even to develop underwater sensors for water-quality monitoring [31].



Electronics 2022, 11, 275 8 of 18

Small energy-harvesting or battery-powered sensors are deployed in the environment
and measure a certain aspect or feature of the environment. These kinds of sensors are
not fixed, but can discover the location themselves. Thus, when measuring the feature
with a certain frequency, values obtained using these sensors must come with metadata
describing the area that the sensor is measuring.

v( f , ∆t) = (ai, d) (15)

3.1.4. Airborne Sensors

Only noninvasive sensors capable of distant shooting can be mounted to UAVs. Video
cameras are typically used for this purpose. However, in addition to visible-spectrum
cameras capable of video recording, one can use infrared [32], multispectral [33] or
hyperspectral [34] sensors for various purposes. Novel algorithms are being developed for
the airborne monitoring of water pollution [32], forest and agriculture [33,34] and also air
pollution [35].

Airborne sensors measure the features the sensor is dedicated to, but the area in
which they perform this measuring is not constant. The area that this kind of sampling
measures depends on the trajectory of the vehicle that bears the sensors. Images taken with
airborne sensors often have a high spatial and spectral resolution, but limited coverage and
discontinuous monitoring due to flight restrictions. [36,37]. Sensor data can be described by
their features and trajectories. These data must be accompanied by metadata, such as the
area of the environment associated with the data or the trajectory information of the UAV.

v( f , trajectory : ai = f (t)) = (ai = f (t), t, d) (16)

3.1.5. Satellite Remote Sensing

Satellite remote sensing is a kind of noninvasive observation that is, in certain ways,
similar to airborne sensor sampling. Unlike airborne sensor sampling, satellite remote
sensing can provide global coverage and continuous monitoring with various spatial
and temporal resolutions, which are specific for every satellite mission carrying different
sensors [38].

Satellite remote sensing has a fixed trajectory that is a part of the description of the
satellite mission. The frequency of sampling is low (one to several days) and an area that is
covered is large and can be observed on a global scale. However, the spatial resolution is
quite coarse.

v( f , a) = (∆t = f (a), d) (17)

3.1.6. Citizen Science

In recent times, the use of social media and volunteer information can be broadened to
many domains of application aside from merely social interactions. Social media posts often
contain opinions and important information about events and the state of the environment
that go beyond the content of the post.

Citizen science data will have a role in future Earth observations [39]. Volunteer data,
which are user-generated data, can be a valuable source of information. This information
can be used in fire prevention [40], the assessment of fire effects [41] and water quality
monitoring [42]. Citizen science data are typically combined with other, more reliable
sources of data (e.g., lake level data from measurements collected through citizen science
with satellite data [43]), or crowdsourced data for event detection in urban environments
with fixed sensors, as discussed in [44]. This kind of data is unstructured and requires
manual or automatic processing, which means it cannot be used in its raw format. Metadata
about location, features, value and reliability must be extracted from these unstructured
data in order for them to be useful.

We can express the sampling of data by means of citizen science in the form:
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v = ( f , a, t, d, n) (18)

denoting that, together with the value sampled d, we must store the following metadata: f —
a feature that the value describes, a—an area holding the feature, t—the time of sampling,
and n—noise describing the level of uncertainty of the sensing.

3.2. Sensor Value Taxonomy

Sensors are technical devices capable of transforming the condition of the environment
into digital values that represent the quantitative state of certain features of the environment.
From the point of view of the sensor value format, we can distinguish:

• scalar sensors;
• visible spectrum cameras;
• thermal or thermographic cameras;
• bispectral cameras;
• hyperspectral cameras; and
• multispectral cameras.

Therefore, the value taxonomy of sensors presented in Figure 2 can be defined. The
figure shows the distinction between two major types of values—scalar and matrix values,
and each of their subtypes. In the following sections we will discuss each element of the
taxonomy and formally describe their attributes.

Sensor value

Scalar Matrix

Binary

Digital

Analogue

Visible spectrum

Thermal

Multispectral

Hyperspectral

Figure 2. Taxonomy for sensor value types.

3.2.1. Scalar Sensors

Scalar sensors measure a feature of the environment that can be expressed as a sin-
gle value and is usually associated with a point of the area at which the environmental
observation takes place. Typical scalar sensors are meteorological sensors. We can write:

f ∈ {Temperature, Humidity, Pressure, WindSpeed, WindDirection, Air f low, Light,

Sound, DoorPosition, Smoke, WaterLeaks, PowerFailure, Voltage, Amperage...}
(19)

but other sensors, such as chemical sensors (measuring nitrates and phosphates in the soil,
etc.) are also scalar sensors.

In the spirit of our proposed formal notation, we can define scalar sensor as:

S(a, f , n) : Ct− > v; v ∈ R; a ∈ Point(R× R) ∈ A, t ∈ T (20)
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3.2.2. Cameras

Although a scalar sensor measures a single value at the point of measurement, a
camera sensor measures multiple values at the broader scene limited to the camera’s
field of view. A camera captures a matrix of values, with each value corresponding to a
point in space and wavelength band. Visible-spectrum cameras measure three bands of
wavelengths—red, green and blue. The feature f that is captured by this kind of sensor is a
surface reflectance of sunlight in the visible spectrum of red, green and blue.

S(a, f , n) : Ct− > v; v ∈ (R× R)3; a ∈ Polygon(R× R)n ∈ A, t ∈ T (21)

3.2.3. PTZ Cameras

PTZ (Pan-Tilt-Zoom) cameras measure reflectance features of the surrounding area.
The camera is mounted at a fixed location and is used to monitor the surrounding area. The
total monitored area is limited, but in one observation a camera can detect the reflectance
of only a portion of the monitored area. We can describe the surrounding area with a union
of n subareas ai. The camera maps the condition of the environment in a moment t into a
matrix of reflectances of the portion of the area ai. We can describe the functionality of the
PTZ camera by means of the following formal notation:

S(a, f , n) : Ct− > v;

v ∈ (R× R)3;

a ∈ Polygon(R× R)n ∈ A;

a = {ai :
n⋃

i=1

ai = a};

ai = f (t), t ∈ T;

v = matrix( f , ai, t)

(22)

3.2.4. Airborne Cameras

Airborne cameras differ from PTZ cameras in the fact that the entire monitored area is
not fixed but rather depends on the trajectory of the UAV carrying the camera.

S(a, f , n) : Ct− > v;

a = {apartial : apartial ∈ A},
t = {ti = ti−1 + ∆t}),

apartial = f (t);

v = matrix( f , apartial , t)

(23)

3.3. Functionality Taxonomy

Within the proposed conceptual framework we identify three main types of function-
alities that can emerge from the data collected within the observation systems. Three main
types of functionalities are:

• Monitoring;
• Surveillance; and
• Digital footage and reconstruction.

The functionality taxonomy is depicted in Figure 3, comprising three main types of
functionalities found in observation systems.
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Functionality

Monitoring Surveillance Digital footage

Figure 3. Taxonomy for the functionality of observation systems.

3.3.1. Environmental Monitoring

Environmental monitoring functionality refers to the functionality of the continuous
collection and analysis of data related to environmental conditions. Monitoring is focused
on an area of the environment covering the entire geometry in a certain scale. The collection
of values from the sensors is performed in a cyclic manner, depending on the sensor type
and the sampling method.

Monitoring using an observation system is a task where:

OS : C− > V

C(a, f )

ti = ti − 1 + ∆t

(24)

3.3.2. Event Surveillance

Event surveillance refers to the use of observation system sensors to track an event
that is happening in the environment. In other words, the observation system (OS) is
determined to collect only those values that are related to the specific event. The event
takes place in the subspace area of the environment at a given time. The event can also
evolve over time and subsequently change the area of coverage.

The area the sensors are focused on is selected to match the area where the event
occurs. The selection of a subset of values measured by the sensors could be performed by
invoking a query that selects the sensor capable of reaching the area of interest, focusing
the sensors that have a variable area (PTZ sensors) and retrieving the data. As an event
that is the subject of surveillance evolves within an environment and changes in terms of
its area, the query is adjusted either based on the prediction or the detection so that the
data frame of all relevant observations can be retrieved.

We can define the surveillance of an event E as a retrieval of all values v of the system,
where the metadata match the event’s area, time and feature relevance:

OS : C[E]− > V

E = (ae, te, fe)

ae ⊂ A

te ⊂ T

fe ⊂ F

(25)

where E is an event happening in the area ae at time te and which can be observed in
features fe.

3.3.3. Digital Footage and Reconstruction

All monitoring and surveillance data must be archived and available for future event
reconstruction or retrieval processes. This functionality refers to archive data retrieval.
Archive data are available for a certain period of time . This time is usually referred to
as an archiving period, and its duration should be clearly stated in all monitoring and
surveillance systems because it can differ between various systems. It is advisable to
make surveillance data available for longer archiving periods (since these data describe
known and detected events), but monitoring data should also be available to reconstruct
undetected events.
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The archive retrieval process can be described as:

OS : C[Q]− > V

Q = (aq|tq| fq)

aq ⊂ A

tq ⊂ T

fq ⊂ F

(26)

where Q is a query that consists of a specific area, time or feature (or all).

4. Implementation of an Environment Observation System Ontology

In order to build a computer understandable reepresentation of the proposed concep-
tual framework we used Protégé [45]—a common tool for building ontologies.

The concepts of the conceptual framework described in previous sections are imple-
mented as classes of the ontology. Relationships between the classes are implemented
as object properties with specific classes, such as the domain and range. A graphical
representation of the concepts of the ontology is shown in Figure 4.

Figure 4. Graphical representation of ontology classes of the environmental observation ontology.

The proposed ontology can be used for the definition of the specific observation
system by creating instances of sensors and describing the environment area and features.
The classes and instances of the ontology represent compact aggregated knowledge base
capabilities for querying and reasoning.

5. A Case Study—Intelligent Forest Fire Video Monitoring and Surveillance in Croatia

A specific domain of environmental management is forest fire management. In this
section we present the implementation of an observation system dedicated to forest fire
monitoring and surveillance in Croatia through the lens of concepts and relationships of
the conceptual framework described in this paper.

Due to its specific Mediterranean location and climate, Croatia, and especially the
coastal part of Croatia, occasionally suffers from forest fires. The Mediterranean landscape
and vegetation, warm and dry summers and strong dry winds increase the probability of
fire occurrence and spread. Preventive activities and early fire detection and responses are
among the most frequent measures used in order to save lives, nature and infrastructure
from forest fires. Early fire detection and a rapid and appropriate response is of a vital
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importance for the minimization of fire damage. This led to the initiation of the Intelligent
Forest Fire Video Monitoring and Surveillance System [46]. This system was designed
as an observation system, consisting of PTZ cameras located in the environment. Each
camera has an associated area that it covers. From the aspect of functionality, the system
has separate interfaces for different functionalities identified by the functionality taxonomy.

When performing a monitoring functionality, the camera cyclically moves and samples
the reflectance images of the ith area that it covers. The sampled images are used by early
fire detection algorithms. In the case that a forest fire is detected, an alarm is raised. The
described system can be observed based on the proposed conceptual framework as shown
in Figure 5.

Figure 5. Concepts of the conceptual framework embodied in the Intelligent Forest Fire Monitoring
and Surveillance system.

In the case of a forest fire event, regardless of whether the fire is detected by the fire
detection algorithm or reported by citizens, the system can switch to surveillance mode,
displaying all the information relevant to the specific event of the fire.

Figure 6 shows the user interface with the statuses of all the cameras. The visualization
on the map indicates the location of the camera, thus suggesting the area of coverage.
Different icons are used to represent the status of the camera—the tower indicates that the
camera is in its monitoring mode, a green fire icon indicates a possible fire event and a red
fire icon indicates a confirmed fire in the area. This interface is used for monitoring the
whole area, and each camera video stream can be accessed separately by clicking on the
camera, which is typically performed only to inspect a specific event.

Figure 6. Environmental monitoring system displaying the status of various cameras.

In this paper, we proposed a semantic conceptual framework which captures the key
concepts associated with the horizontal dimension of the environmental monitoring system
by capturing the characteristics of various sensor types and their capabilities. On the other
hand, in the vertical dimension of environmental monitoring, we can distinguish between
syntactic and semantic data validation and the detection of phenomena. Data validation and
phenomenon detection, as integral components of environmental monitoring frameworks,
were discussed in [47].
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Figure 7 shows the user interface for event surveillance. The interface shows the
current image taken by the camera in the field, and the camera’s orientation can be viewed
on the map. The orange triangle on the map shows the approximate geographical area
visible on the current image. The map can be overlaid with other spatial information (such
as weather information, GPS tracking of firefighting vehicles, hydrant locations, etc.). The
area covered by the camera’s image can be changed using camera controls—clicking on the
map or PTZ commands. Thus, the user controls the area to make the camera record the
area where the event is happening.

Figure 7. Forest fire surveillance interface displaying all relevant information about the fire event.

Figure 8 shows an example of data interoperability between two software systems.
The fire detected on the monitoring system is assigned to a location—a point in the area
covered by the camera image where a fire is detected. The information on the fire’s
location retrieved by the monitoring and surveillance system can be communicated to fire
propagation simulation software [48]. The fire propagation simulation software uses this
information to calculate the most probable fire spread and returns the shape which the fire
will acquire in a two-hour period. The predicted shape of a fire designates the area that
should be more carefully surveilled. Cameras with the possibility of recording parts of this
area can then be selected.

Figure 8. The exchange of information between fire detection and fire propagation software.

Figure 9 shows the user interface for the retrieval of archive data. The retrieved data
can be filtered using spatial, temporal and feature constraints. The dynamics of the collected
data are visible on the graph showing the portion of the fire alarms raised by imageson the
camera in a predefined period. By sliding the predefined time window, only the images
associated with the time of interest are retrieved. By selecting only the images retrieved
by the camera sensors and only those positions covering the specific area, one can select



Electronics 2022, 11, 275 15 of 18

spatially constrained data. The retrieval of all images, coupled with their metadata [49],
improves the reusability of the conceptual data.

Figure 9. Intelligent forest fire monitoring and surveillance system archive search interface.

6. Conclusions

In this paper we proposed a semantic conceptual framework for environmental moni-
toring and surveillance. This framework focuses on an observation system consisting of
sensors measuring the features of the environment. The concepts and their relationships are
described and noted using formal notation. A discussion of three aspects of the observation
system, namely, the sampling methods, value formats and functionalities, is presented.
Each of the three discussed aspects is formally described using variables such as area,
features and values. The variables emphasize the interconnectedness of the three discussed
aspects. The conceptual framework presented here provides a basic understanding of
observation systems by distinguishing concepts such as environment, sensor, monitoring,
surveillance and value. A description of the anatomy of the observation system is included,
along with a description of the limitations and capabilities of the various types of sensors
in terms of sampling procedures and value types. We take into account the spatial and
temporal dimensions in all of the concepts discussed within the framework. We discuss the
spatial and temporal resolution, as this can be a limiting factor when selecting the sensor
type of the observation system. The semantics of these concepts is incorporated in the
formal definitions and the ontology notation. The implementation of the presented concep-
tual framework and ontology is suitable for computer decision making and reasoning, and
it has shown itself to be suitable for the description of the Intelligent Forest Fire Monitoring
and Surveillance system implemented in the coastal part of Croatia. This case study used
a PTZ camera as its elementary sensor. The system consisted of a network of PTZ cameras.
Using the semantic conceptual framework proposed in this paper, coverage areas for each
camera can be formally described. Additionally, the framework allows for the detection
of the coverage area of each camera position. In this paper, we have described how these
concepts relate to several functional aspects of the system:

• The monitoring of a large area with a network of PTZ cameras and the triggering of
alarms in cases of forest fire detection;

• Surveillance of an event through adjusting one camera position in order to focus on
the area where the event takes place;

• Interoperability with a fire propagation modeling system by sending the location of
the fire ignition and adjusting the area that needs to be surveilled based on the fire
propagation forecasting; and

• Retrieval of archived data with spatio-temporal filtering.

Our future work will be aimed towards the implementation of a coastal water quality
monitoring system in the spirit of the proposed conceptual framework.
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L.Š. and A.I.; validation, M.B. (Marin Bugarić), A.I.; formal analysis, A.I. and M.B. (Marin Bugarić);
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