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Abstract: Stock market analysis plays an indispensable role in gaining knowledge about the stock
market, developing trading strategies, and determining the intrinsic value of stocks. Nevertheless,
predicting stock trends remains extremely difficult due to a variety of influencing factors, volatile
market news, and sentiments. In this study, we present a hybrid data analytics framework that
integrates convolutional neural networks and bidirectional long short-term memory (CNN-BiLSTM)
to evaluate the impact of convergence of news events and sentiment trends with quantitative financial
data on predicting stock trends. We evaluated the proposed framework using two case studies from
the real estate and communications sectors based on data collected from the Dubai Financial Market
(DFM) between 1 January 2020 and 1 December 2021. The results show that combining news events
and sentiment trends with quantitative financial data improves the accuracy of predicting stock
trends. Compared to benchmarked machine learning models, CNN-BiLSTM offers an improvement
of 11.6% in real estate and 25.6% in communications when news events and sentiment trends are
combined. This study provides several theoretical and practical implications for further research on
contextual factors that influence the prediction and analysis of stock trends.

Keywords: stock market prediction; data analytics; sentiment analysis; multi-feature fusion; bidirectional
long short-term memory; convolution neural network

1. Introduction

Financial stock markets have an immense impact on the world economy as well as
on financial and social organizations. The stock market, also called the securities market,
comprises an aggregated methodology for the purchase and sale of various shares at the
public or private level [1]. While financial markets are associated with colossal gains, big
gains also carry risks that can lead to misfortune. This makes stock market prediction
an interesting but difficult endeavor, as it is extremely difficult to predict stock markets
with high accuracy due to high instability, random fluctuations, anomalies, and turbulence.
Typically, stock market intelligence involves analyzing stock-related data to predict stock
value fluctuations based on time series data, i.e., a chronological compilation of relevant
observations, such as daily sales figures and prices of stocks. Verifiable time series data
from financial stock exchanges provide detailed information about a particular stock during
given stock market cycle [2]. This temporal data includes opening and closing prices, highs
and lows, and the volume of stocks traded during a particular time period. Fundamental
and technical analysis techniques typically rely on quantitative stock data such as stock
costs, volumes, and portfolios, as well as subjective data about the companies involved,
their profiles, and their trading strategies [3].

The extant research on stock trend prediction has largely focused on the application of
various econometric-based methods to predict stock trends based on structured and linear
historical data, mainly using linear regression and parameter estimation techniques [4-7].
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However, stock price fluctuations are influenced not only by historical stock trading data,
but also by nonlinear factors such as political factors, investment psychology, and unex-
pected events. In practice, the unstructured nature of news events and their lack of linearity
and consistency have rendered traditional quantitative investment analysis methods in-
effective. As technology has advanced, media news has become an important signal that
captures the nonlinear factors that influence stock price performance, thereby improving
the accuracy of stock price forecasting. Recent studies have suggested that media news and
related sentiments can influence corporate and investor behavior as well as stock market
performance [8]. Similarly, stock market trends are influenced by various events such as
political influences, information security events [9,10], specific news or announcements [2],
and national politics [11]. With the proliferation of stock market events, financial news,
and investor decisions, it is imperative to understand how these events and sentiments
influence stock market trends.

Although stock price movements are stochastic and generally involve non-random
events, they can still be predicted by analyzing investor behavior and trading patterns [12-14].
While econometrics-based statistical methods can rely on tentative premises, machine
learning methods pose challenges due to limited interpretability, the need for manual
feature selection, and the problem of overfitting. To address these issues, deep learning
methods based on conventional neural networks (CNNs) and Recurrent Neural Networks
(RNNs) have been used for predicting stock market trends [15-17]. By extracting the
underlying features of highly unstructured data, such deep learning prediction techniques
can be used to explore the complex inherent patterns of stock price movements based on
time series data. CNNs and RNNs generally integrate the concept of time into the network
structure and are inherently suited for processing time series data. However, neural
network methods encounter the problem that the gradient disappears when the sequence
of input time series data becomes too long. To solve this problem, the long short-term
memory (LSTM) model has been proposed as an improved version of RNN. Recent studies
have shown that the LSTM outperforms the RNN and conventional machine learning
algorithms such as random forest (RF), support vector machine (SVM), and decision tree
(DT) in addressing stock prediction problems based on time series data [4,18-22].

Recently, researchers have applied deep learning techniques to stock prediction us-
ing LSTMs or modified LSTMs such as PSOLSTM, Stacked LSTM, and Time-Weighted
LSTM [2,6,23,24]. Stock prediction models based on LSTMs analyze the sentiment polarity
of textual information as well as the sentiment polarity of media news with historical
trading data as input. Nevertheless, there are a number of research problems that need to
be addressed to improve stock trend prediction and performance using both quantitative
and qualitative stock-related data:

e  First, while quantitative stock data can provide insight into the performance of the
respective stocks, many other factors also play a crucial role in this context. Various
country-specific factors such as political events, corporate politics, splits and mergers
of different companies as well as global events can have a strong impact on the stock
market. However, identifying such events and their linkages to investors investing in
the stock market is a challenging task. Such events do have a major impact on the stock
market; thus, incorporating them into stock analysis and identifying their correlation
with stock performance can greatly contribute to improving stock forecasts;

e Second, in addition to fluctuations resulting from a variety of events, nonlinear stock
markets are also affected by the sentiment associated with these events, which can
directly or indirectly affect price movements [25]. For example, using historical stock
market data to predict performance at a given point in time can provide clues to
the impact of public sentiment. However, it is unclear how unstructured news data
can be merged with organized stock market information. Typically, sentiment data
from news texts are combined with verifiable stock market information and company
financial data to contribute to stock metrics [26-28]. However, this method easily loses
the sentiment data in the high-dimensional financial data. Stock prediction methods
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with additional sentiment aspects have been shown to be even less accurate than
those without. It is expected that merging these data sources (factors) into a single
intelligence would improve the prediction accuracy in the stock market. However, it
is challenging to integrate the information from different data sources into one dataset
for market analysis because they have different formats (numeric or text);

e  Third, while there are multiple approaches to both machine learning and deep learning,
recent studies show that hybrid methods can be used to overcome inherent limitations
of isolated approaches, e.g., the vanishing gradient problem in RNN can be largely
avoided by deep feed-forward networks. Therefore, the effectiveness of predictive
models can be improved by integrating complementary techniques. According to
Alotaibi [29], financial markets are inherently non-stationary, non-linear and chaotic.
In a volatile stock market, determining inherent patterns requires appropriate data
representation. Therefore, due to the adaptability of DNNs and LSTMs for nonlinear
financial markets, we propose the integration of DNNs and BiLSTMs with stock
market data and evaluate their suitability to provide deeper insights and improve the
performance of stock market forecasts.

To address the above three research challenges, this study presents a hybrid data
analytics framework that integrates convolutional neural networks and bidirectional long
short-term memory (CNN-BiLSTM) to evaluate the impact of the convergence of news
events and sentiment trends with quantitative financial data on predicting stock trends.
CNN is a powerful tool for extracting event features from news text, while BILSTM uses two
LSTM networks to obtain forward and backward contextual information, which is more
suitable for discriminating sentiment polarity given context and can improve sentiment
analysis compared to a single LSTM [11,15,24]. In this study, we used CNN and BiLSTM
because these two techniques allow us to create detailed input features based on the fact
that CNN can detect relevant internal structures in time series data through convolution
and pooling operations [3]. Moreover, CNN and BiLSTM algorithms have been shown
to be more accurate and more resistant to perturbation than state-of-the-art methods in
classifying time series data [24,30,31]. CNN and BiLSTM algorithms are therefore able
to learn relationships within time series without requiring large amounts of historical
time series data. Similarly, BILSTM and CNN have already been shown to provide highly
accurate results for text mining tasks that require sequential modeling information [7].
Moreover, their implementation requires less time and effort [25]. The proposed model
uses objective financial events extracted from news reports, such as surcharge events, stock
prices and suspension events, on the one hand; on the other hand, BiLSTM is used to
analyze the sentiment polarity of news reports and calculate the sentiment values of news
texts. The features of stock news, including the types of news events and sentiment values,
together with the numerical financial features of the stock are used as input to the LSTM
network, and the historical stock information is used to predict the future rise and fall of
the stock.

The main contributions of this study are as follows:

1. A hybrid data analytics predictive framework built on CNN and BiLSTM deep learn-
ing algorithms that combines heterogeneous stock price indicators (various categories
of news events, user sentiments, historical macroeconomic variables, and histori-
cal stock price data) to predict future stock price movements. Therefore, this study
demonstrates that traditional quantitative analysis techniques combined with investor
and expert opinions (fundamental analysis) provide more accurate predictions of
stock performance;

2. We experimentally investigated the effectiveness of the proposed framework with
real stock data from the Dubai Financial Market (DFM) using two case studies from
the real estate and communications sectors. We provide a comparative analysis of our
approach with three basic techniques to investigate the importance of features and
sentiment fusion in improving the prediction performance of stock trends. The results
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show that the prediction performance of machine learning models can be significantly
improved by combining different stock-related information;

3. Since the stock market data were collected during the COVID-19 pandemic, the results
of this study provide valid arguments to show how news events, and thus the stock
market, can be affected by pandemic data. Analysis of news events during the COVID-
19 pandemic, as well as the emotional state of the public through analysis of news
events, can reveal the economic impact of COVID-19 on stock markets. These insights
can then lead to accurate stock market forecasts. Given the recent advances in Al
algorithms and the enormous amount of information about the pandemic, this study
synthesizes the market data and trains a classifier to predict the direction of the next
stock market movement.

The remainder of this paper is organized as follows. Section 2 reviews the current
and relevant literature on stock market analysis and forecasting. Section 3 describes the
techniques and methods used in this study to integrate stock-related data and analyze
their impact on stock market prediction. Section 4 presents the experimental design and
case study description used to evaluate the applicability of the proposed model. Section 5
reports the empirical results of this study and discusses its implications for research and
practice. Finally, Section 6 presents the conclusions of this work and suggests possible
avenues for future research.

2. Literature Review

Stock market prediction is an important research topic that has attracted consider-
able interest from both researchers and investors. Previous research on stock market
prediction can be broadly divided into two main categories: econometrics-based statisti-
cal methods, which involve the analysis of time series financial data; and computational
intelligence-based techniques, which incorporate both quantitative stock data and textual
information [2,3,25].

Econometrics-based statistical analysis relies mainly on historical trading data, corpo-
rate financial data, and macro data to identify and describe patterns of change in stock data
over time and predict future stock trends [30,32,33]. Several machine learning algorithms
were used to detect patterns in the large amount of financial information, including sup-
port vector machines (SVM)), artificial neural networks (ANN), Parsimonious Bayes, and
Random Forest [24,34]. Jiang, Liu [35] showed that machine learning can be used to predict
the future performance of individual stocks using historical stock data. Kim, Ku [36] used
SVM to predict the rise and fall of individual stocks and verified the effectiveness of SVM
in classifying the rise and fall of individual stocks through empirical analysis. Lahmiri [37]
compared the performance of ANN and SVM in predicting stock movements and found
that ANN outperformed SVM in terms of prediction accuracy, and feedforward ANN has
been widely used due to its ability to predict both upward and downward movements of
stocks as well as stock prices [38].

However, since stock prices are inherently unpredictable in the short term, using
historical trading data to analyze stock prices has its limitations and cannot further improve
the prediction results. Behavioral economics theory states that investors are susceptible to
personal and social emotions in complex and uncertain decision problems [18]. The main
cause of stock price changes is the reaction to new information, and news in the media can
be useful as exogenous sources of information for short-term stock price prediction [13,19].
With advances in text analytics and the increasing prevalence of social media, blogs, and
user-shared news, incorporating text content into stock market research has become an
interesting topic. The combination of news events and social media messages to improve
the predictive accuracy of forecasting models has led to the importance of developing
appropriate techniques to analyze their impact on the market. In recent years, there has
been an increase in the number of studies investigating the combined effect of a user’s social
media sentiment and web news on stock price performance. For example, Zhang, Li [39]
reported a high correlation between stock price performance and public sentiment, with
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predictive accuracy ranging from 55% to 63%. They also proposed an extended coupled
hidden Markov method to predict stock prices based on Internet news and historical stock
data. Ref. [40] proposed a multi-source multi-instance learning system based on three
different data sources and found that the accuracy increased when using multiple data
sources compared to single sources.

With the advancement of deep learning techniques and applications, more attention
has been paid to neural network-based learning models for stock price prediction that
incorporate both quantitative stock data and news data. Hiransha, Gopalakrishnan [41]
presented four types of deep learning architectures, i.e., multilayer perceptron (MLP),
recurrent neural networks (RNN), long short-term memory (LSTM), and convolutional
neural networks (CNN) for predicting a company’s stock price based on available historical
prices. Similarly, Nabipour, Nayyeri [20] employed RNN and LSTM to investigate whether
news about stock prices and the associated sentiment polarity affect stock prices. In their
study, they found that LSTM showed more accurate results with the highest model fit.
They also reported that the prediction accuracy can be improved when both stock-related
news texts and tweets are counted and used as input for stock price prediction. Nasir,
Shaukat [42] analyzed Dow Jones index prices based on user sentiment recorded on Twitter
and showed that sentiment signals embedded in news are a reliable predictor of stock
prices. Polamuri, Srinivas [43] used an RNN model with gated recurrent units to predict
stock movements and fused numerical features of stock prices to examine the sentiment
polarity of financial news on Twitter. Similarly, Priya, Revadi [26] used CNN and RNN to
study the stock trend model that includes both news headlines and technical indicators,
and showed that news headlines improve prediction accuracy more than news content.
Shobana and Umamaheswari [44] examined the effects of stock market signals embedded
in news websites, stock bars, blogs, and other media information and found that investors
responded faster and more strongly to positive sentiment.

Recently, hybrid deep learning methods have been proposed to improve the prediction
performance of stock market trends. Srivastava, Zhang [45] developed a hybrid model
called RCNN, which combines RNN and CNN by exploiting the advantages of both models.
Their experiments showed that the combined hybrid system had a positive impact on the
performance of the model when text data and technical indicators were used as input data,
and the proposed model performed better than the CNN model. Another hybrid model
called RNN-boost was applied to predict stock volatility [35]. It extracts LDA and sentiment
features from social media data and combines them with stock technical indicators. The
proposed model combines RNN and Adaboost to achieve an overall average accuracy of
66.54% [41]. The RNN model uses gated recursive units (GRUs) to predict stock prices. A
combination of three forecasting models, namely SVM, adaptive neuro-fuzzy inference
system and artificial neural network (ANN), has been proposed for predicting stock prices
using public opinion [46]. The proposed models were evaluated using the historical stock
index of the Istanbul BIST 100 index and yielded good results. Nti, Adekoya [3] investigated
the predictability of stock price movements in four countries based on sentiment in tweets
and found a high correlation between stock prices and tweets.

Despite the increasing development and application of hybrid data analysis techniques
based on neural network learning approaches for stock market analysis, current models
incorporating quantitative stock data and news data largely consider the extraction of
information sentiment polarities as a support rather than an integral part of stock trend
prediction. Most previous studies have used Twitter and Twitter texts as a source of
information data to better convey sentiment [2,5,10,14,20,21,47]. However, considering that
news reflects perceived reality and sentiment polarity is usually fuzzy, improving predictive
accuracy by highlighting opinions cannot be taken for granted. Arosemena, Pérez [30]
proposed to use a latent dirichlet allocation (LDA) topic model to extract keywords from
tweet texts, and then analyze the sentiment features of tweet texts based on keywords as
input for stock prediction. Unlike previous studies, and considering that news events are
more representative of the effects of media information on stock movements than news
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sentiment, this study uses a multi-feature fusion method that incorporates news events and
sentiment convergence to extend the numerical features of stocks and further improve the
accuracy of stock prediction.

3. Methodology

The main objective of this study is to improve the accuracy of stock market trend
prediction by combining news events and sentiment patterns with quantitative financial
data in a hybrid CNN-BiLSTM model. The proposed research methodology is shown in
Figure 1. It includes five main steps: (1) the stock-related financial data and news are
separately sifted and preprocessed to create the stock database and the news database;
(2) the stock news are divided into stock events, and each news event is labeled with an
event type; (3) a CNN classifier is developed and trained to classify the event type; (4) the
news events are labeled with a sentiment, and a news sentiment classifier is developed using
BiLSTM; and (5) the stock news features and stock price features trained in steps (3) and
(4) are fed into the LSTM network to evaluate their fusion fitness for predicting the rise and
fall of stock trends.

|
: Crawling stock- :
related news |
: Crawling | | |
| quantitative stock : : :
i data : : Data preprocessing :
|

|

: I - : Dividing :
\ : - | individual |
| | Missing value S‘OCL_ Stock news : Classification of news| stock news ||
|| handling I q ve features : ents based on CNN 2 e |
\ | features | :
: Data : : |
I
: Eepeoceating : : Computing sentiment Labeling news | |
- - | scores of news items > t :
| | Normalization : Multi-feature fusion for : using BiLSTM |
: | stock trend prediction \ :

b —

0,
ot
o

Evaliatmgthe mportance of
different features

Predictng stock trends
Comparmgdifferent methods
of feature fusion

Figure 1. A hybrid CNN-BiLSTM model with multi-feature and sentiment fusion for stock trend
prediction.

3.1. Extraction of Quantitative Stock Data Features

Previous research on stock market prediction has shown that various indicators such
as a company’s price-earnings ratio, price—net ratio, and net cash flow can help predict the
performance of individual stocks [6,10,16,17,19]. To obtain the numerical financial features
of a stock, we select financial data (e.g., price-earnings ratio and price-net ratio), cash flow
data (e.g., inflows and sales ratios), and stock information (e.g., opening and closing prices).
In addition, due to their influence on share movements, the general market index and sector
index of individual shares are also used as indicators of the financial value of the stocks.

The quantitative financial features for the stocks sampled were then pre-processed to
eliminate missing values. For example, if an indicator’s data is missing for a particular day
(e.g., during a trading pause), that day’s data is removed. Moreover, given the different
type and scale of the various quantitative financial indicators, using the raw values of the
indicators directly may cause indicators with higher values to dominate the training and
weaken the impact of indicators with smaller values. Therefore, the quantitative financial
data were normalized using the z-score to ensure comparability across indicator data.
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With Xj = [xlj, Xj, « s Xijr o+ oy xnj] as the vector consisting of the values of the j,;, financial
indicator in T, days, and Xij as the value of the j,, financial indicator on day i, each value in
Xj is normalized by the z — score, as shown in Equation (1).

X — I

0j

)

Yij =
where p; and oj denote the mean and standard deviation of all values of the financial
indicator X;. Table 1 illustrates the quantitative financial stock features composed of p stock

indicators over Ty, days, where X; ~ X;, denote the p financial features.

Table 1. Quantitative financial stock features.

X X, X; Xp
Ty iij iij ce iij c.. iij
T; iij iij ce iij . iij
Tn iij ii]’ ce iij . iij

3.2. Extraction of News Events Features

Feature extraction of news events was performed to identify and extract objective
financial events from news headlines. First, the headline data was preprocessed and the
Natural Language Toolkit (NLTK) word tokenizer was used to tokenize words and remove
stop words. At the same time, custom stop words and a financial lexicon were added to
improve the accuracy of word tokenization. The custom financial lexicon includes common
financial words, codes, and abbreviations of listed companies, as well as the names of
executives of listed companies. The financial news items were categorized by objective
events based on the keyword field of the news items in the Dubai Financial Market (DFM)
news classification, resulting in a total of 82 news events. Table 2 shows a list of selected
categories of news events and their descriptive terms.

Table 2. Subcategories of news event types.

Event Category Event Description Terms
. Suspension, resumption, inflow of funds, outflow of funds, block trade, share price, inversion,
Transactions .
record, high
Equity Listing, holding, acquisitions, mergers, asset reorganization, asset freeze, stock transfer

Investment & Financing
Corporate Affairs

External Events

Investment, construction, issuance of offerings, issuance of bonds, convertible bonds, capital
raising, pledge, dividend

Change of registered capital, rapid development, strategic cooperation, business expansion,
management reduction.

Dubai Financial Market (DFM) listing, stock market penalty, favorable rating, rating downgrade,
positive policies.

3.3. Classification of News Events Based on CNN Model

To classify stock market news based on the 82 classified news events, we developed a
CNN-based news classifier that includes an input layer, a convolution layer, a pooling layer,
and a fully connected layer. The output of each layer is the input to the next layer [2,48].
First, the news headlines were trained using Word2Vec, and the resulting word vector
matrix was used as the input to the convolutional layer. The convolution layer uses filters
to convolve the word vector matrix of the headlines and generate the feature maps. The
pooling layer takes samples from the feature maps and extracts the most important features
in each feature map to pass to the fully connected layer. Finally, the fully connected layer
obtains the final classification result of the headlines using the SoftMax function [12] and
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SoftMax Layer

Bi-LSTM Layer

Word Vector
(Word2vec)

Embedded Layer

outputs the event type of the headlines. The daily news about a particular stock is counted
by the CNN news classifier. For each news item input to the news classifier, a single event
type is generated; therefore, the frequency of each event per day is counted to obtain the
news feature matrix, as shown in Table 3. Here, N; ~ Np denote p news events, where
p = 82 and n;; denotes the frequency of event feature Nj on day T;.

Table 3. News event features.

Ny N, ... N; .. Np
T1 ni]' l’li]' ce l’lij ‘e l’lij
Ti ni]' ni]' cen I’lij PO I‘lij
Tn ni]' ni]' NN l'lij RPN I‘lij

3.4. Detection of News Text Sentiments

The news event describes an objective event, while the sentiment of a news text
describes the contextual opinions about the news event, i.e., negative or positive. Therefore,
to determine the sentiment of a news text, it is necessary to consider the given contextual
information. To this end, BILSTM is trained with two LSTM networks, a training sequence
that starts at the beginning of the text and a training sequence that starts at the end of the
text, which are connected to the same output layer. BILSTM is able to integrate both the
front and back sequence information of each point, which is more effective than a single
LSTM for determining the sentiment polarity of the text [13,48]. Figure 2 shows the process
of calculating the sentiment polarity of news headlines using BiLSTM.

LSTM Block

Figure 2. BiLSTM-based news sentiment analysis model.
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After data preprocessing for BILSTM-based sentiment analysis, each news headline x
is truncated by a maximum of N words, and the processing step of LSTM is set to N. For
headlines less than N in length, they are terminated by left zeroing. For each sampling time
(t < N), the word vector x; obtained by Word2Vec training is fed to an LSTM layer with
L neurons. This neural network layer outputs an implicit state vector h; of dimension L.
Each neuron sets three threshold structures, namely forget gate f, input gate i and output
gate 0. Based on the past implicit state vector hy — 1 and the current input x;, it decides
what information needs to be forgotten, what new information needs to be input, and what
new memory information needs to be encoded to obtain h; as output. The LSTM layer at
time t is calculated as shown in Equations (2)—(7).

fe = o(Wg - [he—1,x¢] + by) )
it = (Wi - [he_1,x¢] + bj) ®G)
Ot = 0(Wo - [ht_1,xt] + bo) 4)
Ct = tanh(W¢ - [hi_1,x¢] + b;) ©)
Ce=fixCiq +ir x G 6)

hy = tanh(C;) * Oy @)

First, the forget gate uses the sigmoid activation function o to determine how mean-
ingful the past memory is to the current memory state, and generates the coefficient f;
according to Equation (2). Next, the input gate determines how significant the current
word input vector x; is according to Equation (3) and generates the coefficient i¢. Then,
the neuron updates the state C; of the current time according to Equation (4). Finally, the
output gate determines in what sense the new memory can be output based on Ct, and the
implicit state h; of the output is represented by Equation (7). In Equations (2)—(7), Wy and
bg denote the weight matrix and bias vector, respectively.

After the above calculation, the implicit state code hy of the headline n at time
t = N is obtained. Based on hy, the vector of the probability distribution of j in the
different sentiment categories [13,14], i.e., positive and negative, is obtained by the Soft-
Max function as shown in Equation (8). Based on y;, the sentiment orientation (SO) of
heading n is then calculated as shown in Equation (9). Here, SOy, € [—1,1]. If SO, > 0,
the sentiment orientation is positive, otherwise it is negative. Assuming there are m;
news items at time T; and the sentiment polarity of each news item is denoted by SO;,
=12, ..., m;SO e [—1,1], then the overall sentiment value of the news at time T; is
obtained from Equation (10). To obtain the stock news matrix, the news sentiment vector
S = [81, Sy,..., S]-, .., Sn] is added as a column feature to the news event matrix, as shown
in Table 3.

y; = Softmax(Wy - hx + by) (8)
SOj = (1,—1) - Yg )
1
Si = — Y SO 10
an 150 (10)

3.5. Stock Trend Prediction

The final step in the proposed hybrid CNN-BiLTM model is to predict the stock trend
by combining the financial feature matrix and the stock news feature matrix by date as
input to the stock trend prediction model. As with forward time series modeling, the effects
of backward series need not be considered when predicting the stock trend, so an LSTM
rather than a BiILSTM is used to predict upward and downward stock trends. However,
when the financial matrix and the news matrix are directly merged as input to the LSTM
model, the problem of gradient disappearance may occur [35,48]. Therefore, two LSTM
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neurons were used in this study, and the financial matrix and the news matrix were input
to the two LSTMs separately. Then, the results were vectorized together and fed into
the fully connected neural network. Finally, the results for stock rise and fall are output.
For example, if the sampling interval is one day, the rise and fall of the stock on day t is
predicted based on the data of the past t —a ~ t — 1 days as illustrated in Figure 3.

Financial features
matrix

News features matrix Output:
Stock rise and fall

J

Prediction cycle per sample

Figure 3. Sample period of the stock prediction model.

4. Experiment Setup
4.1. Experiment Dataset

To evaluate the applicability of the proposed model to different sectors, we selected
two stocks, Aldar Properties (ALDAR) and Emirates Telecom (ETISALAT), from the real
estate development sector and the communications sector as test objects. The real estate
sector is cyclical and more affected by national or international economic fluctuations. In
contrast, the communications sector is defensive and less affected by cyclical fluctuations
and has a relatively stable share price performance. These companies were selected because
they had few missing values in their dataset. In addition, they were generally reported
on extensively in the media and in web-based media platforms, allowing a considerable
amount of subjective data to be collected about them.

In this experiment, a total of 12 financial stock indicators were selected to form the
matrix of financial characteristics, including: opening price, minimum price, high price,
closing price, net capital inflow, turnover rate, rise/fall rate, price/earnings ratio, price/net
ratio, DFM general market index, and sector index. Quantitative stock data for the two
companies were mainly downloaded from the Dubai Financial Market (DFM) (https:
/ /www.dfm.ae/market-data, accessed on 1 December 2021). DFM is a publicly owned
company based in the United Arab Emirates. It operates in the field of financial markets
and offers highly reliable and comprehensive online data on financial markets. It uses
scientific verification tools and advanced management methods to keep the reliability
and accuracy of the data as high as possible. The DFM database was crawled to collect a
total of 18,766 news data and 29,352 financial data for ALDAR and 18,796 news data and
29,364 financial data for ETISALAT during the two-year period from 1 January 2020 to
1 December 2021. The source of the tagged data for news event classification is the DFM
historical data. A total of 27,800 news events were labeled with the 82 news categories and
used to train the event classification model.

4.2. Experiment Hyperparameter Settings

There are several factors that influence the performance of the CNN-based model for
news event classification and the BILSTM model for sentiment analysis, such as the dimen-
sionality of the word vector, the size of the convolutional window, the number of iterations,
and the number of filters. In the experiments, the performance of the model was evaluated
by 10-fold cross-validation to select the most appropriate parameter combinations. The
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best parameter combinations for the dataset used in this study are listed in Table 4, where
Null means that this parameter setting is not required.

Table 4. Settings of the parameters for the prediction model.

Parameter CNN BiLSTM
Word vector dimensionality 300 300
Number of convolution kernels 96 Null
Convolution kernel size 3,4,5 Null
Dropout 0.5 0.5
Batch size 128 128
Number of iterations 10 20
Header interception length Null 15
Number of single-layer LSTM neurons Null [256, 256]

4.3. Evaluation Indicators

The most commonly applied measures of precision, recall, and F1 were used to
evaluate the classification results in this study. As illustrated in Equations (11)—(13), the
precision, recall, and F1 measures for classifying the iy, category of news events were
expressed by Pre;, R;, and F1;, respectively. Where TP; is the number of samples that
were correctly classified into category i; FP; is the number of samples that were incorrectly
classified into category i; and EN; is the number of samples that originally belonged to
category i but were incorrectly classified into other categories.

TP;
Pre = 75, Fp; h
TPi
R = _ 12
' TP; +FN; 12)
2 X Prei X Ri
Fli=————— 1
! Pre; + R; (13)

5. Empirical Results and Discussion
5.1. News Event Classification

The empirical results of news event classification are shown in Table 5. To verify the
performance of the CNN-based news event classifier, it was compared with the SVM and
maximum entropy methods [9-12] for news event classification. SVM is widely investigated
and applied for modeling, classification, and data-driven error detection as it has been
shown to be powerful and generalizable, while maximum entropy is a linear logit model
with proven classification capabilities. In the experiment, 90% of the dataset with a total
of 25,020 news items was used as the training set and 10% of the dataset with a total of
2780 news items was used as the test set. For time series data, the temporal dimension of the
observations means that we cannot randomly divide them into cohorts. Instead, we need
to split the data and take into account the temporal sequence in which the samples were
observed. For this reason, we used the train-test split method, which takes into account the
temporal sequence of observations [49,50]. The training and testing data sets for the stock
market forecasting model were divided as follows: data from 1 January 2020 to 31 July
2021 were used to train the model, and data from 1 August 2021 to 1 December 2021 were
used to test and validate the applicability of the model. For the dataset analyzed in this
study, the CNN-based news classifier achieved an accuracy of 93.0% in the training dataset
and 87.7% in the testing dataset, outperforming the SVM-based and Maxent-based news
classifiers (see Table 5).



Electronics 2022, 11, 250 12 of 20

Table 5. Comparison of accuracy rate of news event classification.

Dataset
Model —
Training Set Test Set
SVM 90.8% 85.2%
Maxent 72.0% 69.4%
CNN 93.0% 87.7%

Table 6 shows the classification results of the CNN-based news classifier for different
news events, as well as the precision, recall, and F1 measures for the different news events.
Due to space limitations, only selected event types are listed. High recall and F1 values
indicate better predictive power and accuracy of the message events. As shown in Table 6,
most event types with high recall and high F1 values belong to the corporate news category.
In general, the content of news events of different companies does not greatly differ, and
the news events have certain templates with good classification performance. News events
with poor classification performance are mostly predictions of stock price trends; both good
and bad trends vary greatly in the news content of different sectors and companies, making
the classification accuracy relatively poor.

Table 6. Evaluation of classification performance for each news event class (partial categories).

Categories of News Events with Relatively High Classification Categories of News Events with Weak Classification
Performance Performance
Sample of News Event Categories Sample of News Event Categories
News Events Category Precision  Recall F1 News Events Category  Precision Recall F1
Listed on DFM 1.00 1.00 1.00 Declining performance 0.64 0.58 0.61
Suspension 0.98 1.00 0.99 Favorable policies 0.81 0.65 0.72
Business Change 1.00 1.00 1.00 Change of capital 1.00 0.22 0.36
Winning Bids 1.00 1.00 1.00 Hiring of Executives 0.50 0.40 0.44
Convertible bonds 0.97 0.97 0.97 Performance growth 0.68 0.73 0.71
Pledges 1.00 1.00 1.00 Expected decline 0.67 0.61 0.64
Stock Exchange Inquiries 0.94 1.00 0.97 Spread news 0.42 0.47 0.44
Delisting 1.00 1.00 1.00 Favorable News 0.46 0.65 0.54

Table 7 shows the results of news sentiment classification. BILSTM-based news sen-
timent classification achieved 94.1% accuracy in the training set and 91.1% in the test set.
SVM-based news sentiment classification achieved the second-best performance with 85.5%
and 80.2% accuracy in the training set and the test set, respectively; Maxent-based news
sentiment classification was the worst. These trained news sentiment classification models
were used to classify the news datasets from ALDAR and ETISALAT, calculate the news
sentiment scores, and generate the news sentiment vector matrix.

Table 7. Comparison of news sentiment classification accuracy.

Dataset
Model .
Training Set Test Set
SVM 85.5% 80.2%
Maxent 81.7% 75.1%
BiLSTM 94.1% 91.1%

5.2. Stock Trend Prediction

To test the effectiveness of the proposed hybrid CNN-BiLSTM model in improving
the prediction of stock trends, we conducted an experiment comparing the effects of
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the convergence of news events and sentiment trends with quantitative financial data in
predicting stock trends based on the following layers of feature fusion:

(1) LSTM with financial features only: stock trend prediction with financial fea-
tures only;

(2) LSTM with news infusion: stock trend prediction using financial features and news
features, as shown in Table 3;

(3) LSTM with news events and sentiment fusion: stock trend prediction using financial
features, news event features, and sentiment features;

(4) GBDT with news event and sentiment fusion: stock prediction based on gradient
boosting decision tree model (GBDT) [22] with the same inputs as proposed in model no.
(3). GBDT is a highly generalized decision tree algorithm that can effectively avoid over-
fitting and resist noise by training multiple weak regression tree classifiers over multiple
iterations [11]. The performance of LSTM and GBDT in predicting stocks is compared
under the same input constraints.

The threshold for stock rise and fall was set to 1%, i.e., if the rise is above the threshold
of 1%, it is classified as stock rise, which is represented by 1; conversely, a fall above the
threshold of 1% is classified as stock fall, which is represented by 0. The sampling interval
of the model was set to a = 14, the data from day t — 13 to day t — 1 were entered, and the
result of predicting the rise and fall of stocks on day t was outputted. The accuracy of the
stock trend prediction for different layers of feature fusion is shown in Table 8.

Table 8. Accuracy of prediction of stock trend for different layers of feature fusion.

Layers of Feature Fusion ALDAR Stock ETISALAT Stock
LSTM with only financial stock features 0.699 0.646
LSTM with financial features and news events 0.754 0.785

LSTM with financial features, news events and
sentiment fusion

GBDT with financial features, news events and
sentiment fusion

0.781 0.812

0.625 0.654

As shown in Table 8, both the LSTM model with news events and the LSTM model
with news events and sentiment fusion improved the stock prediction accuracy compared
to the LSTM model using only quantitative financial features. The prediction accuracy
of ALDAR individual stocks improved from 0.699 to 0.754 and 0.781, an increase of 7.8%
and 11.6%, respectively. The predictive accuracy of ETISALAT individual stocks improved
from 0.646 to 0.785 and 0.812, representing increases of 21.4% and 25.6%, respectively.
Consequently, the qualitative information contained in stock market news has a positive
impact on the prediction of stock trends. In particular, the convergence of news events
and sentiment trends with quantitative financial data seems to have a significant impact
on improving the prediction of stock trends. Compared with the GBDT model, the LSTM
model is more advantageous in predicting stock trends because it improves the prediction
performance to a certain extent.

Examining the applicability of the model to both sectors, the results show that the
LSTM model performed better in the real estate sector than in the communications sector
when only the financial characteristics were used. However, when combining news and
financial features, the LSTM model performed better in the communications sector than
in the real estate sector. Thus, the applicability of the model in this study is higher for the
communications sector, which is also consistent with the expectation that defensive sectors
have more stable stock prices compared to more cyclical sectors. To visually demonstrate the
effectiveness of the proposed model in predicting stock price movements, Figures 4 and 5
show the prediction results of the proposed model for the two stocks ETISALAT and
ALDAR from 1 August to 1 December, 2021, respectively, using the test dataset.
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= Actual ==== Predicted
3.5 A
(]
RS
-
=
@)
1 4
0.5 A
0 .
01-08-2021 01-09-2021 01-10-2021 01-11-2021 01-12-2021
Date

Figure 5. Stock trend prediction for ALDAR from 1 August to 1 December 2021.

Since stock trend prediction is a dichotomous classification problem, the resulting
output is either a rising trend or a falling trend. To illustrate the impact of trend prediction,
we consider a sample interval of 13 days. If the prediction result on day 14 is rising, the
predicted closing price is set as the sum of the actual closing price on day 13 and the
difference between the actual closing prices on day 13 and on day 14. Conversely, it is set
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to the difference between the actual closing price on day 13 and the actual closing prices on
days 13 and 14. In Figures 4 and 5, the results of the stock movement prediction and the
actual situation are essentially the same, suggesting a good performance of the model in
predicting individual stock fluctuations.

5.3. Comparison of Features Significance

To evaluate and compare the importance and contribution of different features in
predicting stock trends, we used the ranking function that ranks the features according to
their importance in the final GDBT model [13]. The results of the GBDT model to evaluate
the importance of different features for two stocks, ALDAR and ETISALAT, are shown
in Figures 6 and 7. Considering the large number of dimensions of input features, we
classified the quantitative and qualitative features used in this study into 5 categories,
namely: (1) the importance of stock price-related features (calculated by summing the
importance of opening price, closing price, high price, low price, rise and fall, and the
spread between rise and fall); (2) the importance of cash flow features (calculated by
summing the importance of net cash inflow and turnover rate); (3) the importance of the
company’s financial features (calculated by summing the importance of the price-earnings
ratio and the price-earnings ratio); (4) the importance of the general market index and
the sector index (calculated by summing the importance of the DFM index and the sector
index); and finally (5) the importance of the news and sentiment features (calculated by
summing the importance of the news events and the sentiment features).
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ETISALAT importance scores for different features

Figure 6. Ranking of features according to their importance for the final GDBT model (ETI-
SALAT stock).
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Figure 7. Ranking of features according to their importance for the final GDBT model (AL-
DAR stocks).
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5.4. Analysis of the Rise and Fall Threshold

The value of the thresholds for rising and falling prices affects the labeling of stocks
that rise or fall, and thus the performance of the prediction models. In the experiments, we
set the thresholds from 1% to 8%, with 1% as the step size, to test the prediction effect of the
different models for the two stocks of ALDAR and ETISALAT. The experimental results are
shown in Figures 8 and 9.
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Figure 8. The effect of threshold value on stock trend prediction model (ETISALAT).
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Figure 9. The effect of threshold value on stock trend prediction model (ALDAR).

Several findings can be derived from the experimental results. First, the predictive
accuracy of the model does not increase or decrease linearly when the threshold is increased
from 0.01 to 0.08, but fluctuates randomly. The threshold affects the labeling of stock price
increases and decreases in the interval [0.01, 0.08], which in turn affects the accuracy of
the prediction model. The threshold value is set to eliminate the effect of fluctuations in
this part of the data on the model, and the specific value can be determined by combining
experience and experimental tests. Second, the LSTM model with news event integration
and the LSTM model with news event and sentiment integration outperforms the LSTM
model with financial features for all thresholds, confirming that integrating media news
features into the stock trend prediction model can improve the stock prediction accuracy.
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Finally, the comparison of Figures 8 and 9 shows that the performance of the different
models in predicting ALDAR’s stock movements is essentially consistent with the changes
in the rise and fall thresholds. Examining the financial stock source data, we find that only
1.5% of the ALDAR stock rise and fall data are between 0.01 and 0.08, which is a relatively
small percentage; therefore, changing the label of this portion of the data has limited impact
on the model’s predictive performance. In contrast, 5% of the data for ETISALAT shares
is between 0.01 and 0.08; therefore, changing the threshold has a greater impact on the
model’s predictive performance.

6. Limitations and Future Research

This study has a number of limitations that should be considered when interpreting
the results. First, the effects of different estimation cycles on the prediction of stock trends
were not considered in the proposed CNN-BiLSTM model. Second, the current study relies
on a single stock-related information source, which may limit the predictive power of
the proposed model. Indeed, stock markets are typically influenced by a variety of text-
based information sources, such as monetary news, online media, websites, or corporate
statements [8,14,31,38,51,52]. These information sources differ in the way they influence
monetary economic entities. Public opinion on online media, news information, and the
opinion of monetary news writers, as well as the officiality of improvised statements,
can influence the performance of stock prices in different ways. Therefore, it is equally
important to study the combination of information from different sources to understand the
impact of news information on predicting stock trends. These strategies can be used and
extended to include news content from web-based media and monetary news to create a
more comprehensive feature map. Sector and market-related information can additionally
be used to tap into and explore the realm of organization-related texts (e.g., stock-related
texts and administration-related texts) for stock market research.

Possible research and development directions to improve the accuracy of stock fore-
casts can be considered from two perspectives. First, given that the magnitude of the
increase in stock investment has a large impact on investment profitability, the predictive
accuracy of the model could be examined by classifying stock investment into four cate-
gories (small increase, large increase, small decrease, and large decrease). Second, other
stock-related control variables, such as return and crash risk, can be included in the fore-
casting model and the effects of these control variables on stock forecasting performance
can be compared. Since the BiLSTM-based commentary sentiment analysis method takes
a long time to train the model, the method could be further developed in the future. In
future work, the method could be investigated to effectively speed up the training process
of the model. Further experiments with representations from different but related corpus,
new deep learning techniques such as generative adversarial network (GAN) models and
graph-based deep learning models can be investigated. The applications of graph-based
deep learning not only allow us to tap into the rich values underlying existing graph data,
but also help us to naturally model relational data as graphs. Hybrid models that integrate
different machine learning and deep learning models can also be explored.

7. Conclusions

This paper presents a hybrid CNN-BiLSTM model with multi-feature fusion for
predicting stock trends. The objective is to improve the prediction accuracy by incorporating
news events and sentiment trends in the media as market signals that influence stock trends
into the stock prediction model. We selected two stocks from the real estate sector and
the communications sector as objects to test the effectiveness of the proposed model. The
stock trend prediction model presented in this paper shows that integrating quantitative
stock data with non-numerical stock signals from media events and sentiment trends leads
to better stock performance. Specifically, the results show that the prediction accuracy of
the proposed model is 11.6% and 25.6% higher than that of the benchmarked methods for
two stocks in the real estate and communication sectors, respectively. The relatively high
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applicability of the model for the communications sector is consistent with the expectation
that defensive sectors (e.g., the communications sector) have more stable stock prices than
more cyclical sectors (e.g., the real estate sector). This paper also examines the importance
of the characteristics that influence stock trend prediction models. The analysis shows that
stock price characteristics are the most important, followed by news characteristics, while
company financial characteristics are the least important.
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