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Abstract: This study attempts to explore the dynamic scheduling problem from the perspective of
operational research optimization. The goal is to propose a rescheduling framework for solving
distributed manufacturing systems that consider random machine breakdowns as the production
disruption. We establish a mathematical model that can better describe the scheduling of the dis-
tributed blocking flowshop. To realize the dynamic scheduling, we adopt an “event-driven” policy
and propose a two-stage “predictive-reactive” method consisting of two steps: initial solution pre-
generation and rescheduling. In the first stage, a global initial schedule is generated and considers
only the deterministic problem, i.e., optimizing the maximum completion time of static distributed
blocking flowshop scheduling problems. In the second stage, that is, after the breakdown occurs, the
rescheduling mechanism is triggered to seek a new schedule so that both maximum completion time
and the stability measure of the system can be optimized. At the breakdown node, the operations of
each job are classified and a hybrid rescheduling strategy consisting of “right-shift repair + local re-
order” is performed. For local reorder, we designed a discrete memetic algorithm, which embeds the
differential evolution concept in its search framework. To test the effectiveness of DMA, comparisons
with mainstream algorithms are conducted on instances with different scales. The statistical results
show that the ARPDs obtained from DMA are improved by 88%.

Keywords: distributed manufacturing; rescheduling; memetic algorithm

1. Introduction

With the advancement of economic globalization and the intensification of mergers
between enterprises, the emergence of large-scale or concurrent production makes the pat-
tern of distributed manufacturing necessary [1,2]. Distributed manufacturing decentralizes
tasks into factories or workshops from different geographical locations. This pattern can
help the manufacturers raise productivity, reduce cost, control risks, and adjust marketing
policies more flexibly [3]. As an important part of distributed manufacturing, scheduling
directly affects the efficiency and competitiveness of enterprises. Generally speaking, to
solve such problems, a problem-specific model with production constraints should be first
established to describe the scheduling problem considered. Then, optimization methods
(e.g., mathematical programming, intelligent optimization, etc.) of operational research
are developed to search for an optimal solution. For systems with large-scale and high
complexity, mathematical programming such as integer programming, branch and bound,
dynamic programming, or cut plane can rarely find an optimal solution (ranking) in the
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target space due to enumeration concept, but the efficiency decreases with the increment of
the number of jobs/tasks to be scheduled.

At present, most studies use intelligent optimization algorithms to approximate the
optimal solution for scheduling problems. The intelligent optimization algorithm, also
called the evolutionary optimization algorithm, or metaheuristic, reveals the design princi-
ple of optimization algorithm through the understanding of relevant behavior, function,
rules, and action mechanism in biological, physical, chemical, social, artistic, and other
systems or fields. It refines the corresponding feature model under the guidance of the
characteristics of specific problems and designs an intelligent iterative search process. That
is, these kinds of algorithms do not rely on the characteristics of problems, but obtain
near-optimal solutions through continuous iterations of global and local search. When an
intelligent algorithm is applied for scheduling problems, it can express the schedule as a
permutation model in the form of coding, and further compress the solution space into a
very flat space, so that a large number of different permutations (schedules) correspond to
the same target. Hence, the permutation model-based algorithm can search more different
schedules in the target space range in tens of milliseconds to tens of seconds, so as to obtain
a solution better than the traditional mathematical programming method.

The object of this study is related to the distributed blocking flowshop scheduling
problem (DBFSP) [4]. Figure 1 illustrates DBFSP, which considers f parallel factories that
contain the same machine configurations and technological processes [5]. The jobs can
be assigned to any factories and each job follows the same blocking manufacturing pro-
cedure [6]. Although the machines configured in each distributed factory are the same,
the processing time of each operation of each job is assumed to be different, thereby
the processing tasks assigned to each distributed factory and their completion time are
also different. The idea of solving DBFSP is to reasonably allocate the jobs to the fac-
tory through optimization algorithms, and then sequence the jobs in each distributed
factory, to optimize the manufacturing objectives of the whole work order. Currently,
researchers have made great efforts on solving DBFSP in a static environment, the existing
researches mainly focused on the construction of mathematical models and the design
of optimization algorithms. Zhang et al. [7] have established two different mathematical
models using forward and reverse recursion approaches. A hybrid discrete differential
evolution (DDE) algorithm was proposed to minimize the maximum completion time
(makespan). Zhang et al. [8] constructed the mixed-integer model for DBFSP and devel-
oped a discrete fruit fly algorithm (DFOA) with a speed-up mechanism to minimize the
global makespan. Additionally, Shao et al. [9] proposed a hybrid enhanced discrete fruit
fly optimization algorithm (HEDFOA) to optimize the makespan. A new assignment rule
and an insertion-based improvement procedure were developed to initialize the common
central location of different fruit fly swarms. Li et al. [10] investigated a special case of
DBFSP, in which a transport robot was embedded in each factory. The loading and un-
loading times are considered and different for all of the jobs conducted by the robot. An
improved iterated greedy (IIG) algorithm was proposed to improve productivity. Moreover,
Zhao et al. [11] proposed an ensemble discrete differential evolution (EDE) algorithm, in
which three initialization heuristics that consider the front delay, blocking time, and idle
time were designed. The mutation, crossover, and selection operators are redesigned to
assist the EDE algorithm to execute in the discrete domain.

The above researches on DBFSP have formed a certain system, but they assumed
that no explicit disruptions occur during the manufacturing process. In fact, a series of
uncertainties often happened during the manufacturing process [12]. These uncertainties,
which are sudden and uncontrollable, can change the state of the system strongly and affect
the scheduling activities continuously [13]. As a result, the original static schedules are
no longer suitable for real-time scheduling. To eliminate the impact of sudden uncertain-
ties, rescheduling operations are generally performed in response to disruptions [14,15].
Rescheduling refers to the procedure of modifying the existing schedule to obtain a new
feasible one after uncertain events occur [16]. One of the most important rescheduling
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strategies for traditional flowshop is “predictive-reactive” scheduling [17]. “predictive-
reactive” scheduling defines a two-stage “event-driven” scheduling operation: the first
stage generates an initial schedule that provides a baseline reference for other manufac-
tural activities such as procurement and distribution of raw materials [18]. Influenced
by the disruptions, the second stage explicitly quantifies the disruptions, constructs the
management model with the disruption information gathered by the cyber-physical smart
manufacturing technology [19–21], adjusts the initial schedule, and makes an effective
trade-off between the initial optimization objective and the disturbance objective [22].
Since little literature is on the rescheduling of DBFSP, we review only the rescheduling
strategies and algorithms developed for traditional and single flowshop. To realize the
rescheduling, a suitable strategy should be determined in advance according to the scenario.
Framinan et al. [23] discussed the problem of high system tension caused by continuous
rescheduling of multi-stage flow production. A rescheduling strategy was described by
estimating the availability of the machines after disruptions and a reordering algorithm
based on the critical path was proposed. Katragjini et al. [24] analyzed eight types of
uncertainties and designed rescheduling strategies through the classification of job status,
which considers the completed, in processed and unprocessed operations. Iris et al. [25]
designed a recoverable strategy taking the uncertainty of crane arrival to the ship and the
fluctuation of loading and unloading speeds into account. The rescheduling strategy used
a proactive baseline with reactive costs as the objective. Ma et al. [26] took the overmatch
time (difference between real manufacturing time and the estimated time of the initial
schedule) as one of the objectives in the rescheduling model to handle production emergen-
cies in parallel flowshops. Li et al. [27] discussed both machine breakdown and processing
change interruptions for a hybrid flowshop. The authors have proposed a hybrid fruit fly
optimization algorithm (HFOA) with processing-delay, cast-break erasing, and right-shift
strategy to minimize different rescheduling objectives in a steelmaking-foundry system.
Li et al. [28] also considered five types of interruption events in the flowshop, namely ma-
chine breakdown, new jobs arrival, jobs cancellation, job processing change, and job release
time change. A rescheduling strategy based on job status was designed for each event. A
discrete teaching and learning optimization (DTLO) algorithm was proposed to optimize
the makespan and stability. Valledor et al. [29] applied the Pareto optimum to solve the
multi-objective flowshop rescheduling problem with makespan, total weighted tardiness,
and steadiness as objectives. Three classes of disruptions (appearance of new jobs, machine
faults, and changes in operational times) were discussed and an event management model
was constructed. A restarted iterated Pareto greedy (RIPG) metaheuristic is used to find
the optimal Pareto front.
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From the above review, it can be concluded that current researches focused mostly
on the rescheduling of a single flowshop with various constraints. Little literature has
considered rescheduling from the distributed manufacturing perspective. Though the
Industry 4.0 wireless networks [30,31] have quickly developed in recent years, they are
involved more in distributed information interconnection rather than decision making in
scheduling fields. Likewise, the big data-driven technology [32,33] may provide real-time
decisions or schedule rules for small-scale manufacturing, but has not formed a sound
system. Moreover, big data technology relies strongly on a large amount of historical data,
it is difficult to apply to new products due to the highly discrete, stochastic, and distributed
properties of scheduling problems. Therefore, with the in-depth application of distributed
manufacturing, distributed rescheduling strategies and approaches need to be formulated
prudently so that effective references could be provided for modern decision-makers.

On the other hand, the objects of job shop scheduling are usually individual jobs, prod-
ucts, or other resources in the manufacturing process. Such resources have typical discrete
characteristics, which need to be marked and expressed through special information carri-
ers, and then obtain new combinations (ranking) by constantly updating the information
carriers. These optimization characteristics are similar to the optimization process of the
intelligent algorithm based on the permutation model. Therefore, the intelligent algorithm
based on the evolution concept is more suitable for solving scheduling problems.

According to the above analysis and good applicability of the intelligent algorithm,
we use an intelligent algorithm to reschedule the distributed blocking flowshop schedul-
ing problem in a dynamic environment (DDBFSP). In the last decade, the application of
intelligent algorithms for solving scheduling problems has been extensively investigated.
Memetic algorithm (MA), also called the Lamarckian evolutionary algorithm, is attracting
increasing concern. The concept of “meme” refers to contagious information patterns
proposed by Dawkins in 1976 [34]. “Memes” are similar to genes in GA, but there are
differences: Memetic evolution is characterized by Lamarckism, while genetic evolution
is characterized by Darwinism. Meanwhile, neural system-based memetic information
is more malleable than genetic information, so memes are more likely to change and
spread more quickly than genes. In evolutionary computing, MA can combine various
global and local strategies to construct different search frameworks, which possess the
characteristics of GA but with stronger merit-seeking ability. MA was widely applied in
many engineering problems, such as vehicle path planning [35], home care routing [36],
bin packing problem [37], broadcast resource allocation [38], and production scheduling
optimization [39–41]. Until now, MA has not been applied to solve DBFSP in a dynamic
environment(DDBFSP), it will be of significance to extend MA as a solver for DDBFSP.

In summary, this paper aims to optimize DDBFSP with both makespan and stability
measures as the objectives. The machine breakdown is defined as the disruption and
assumed to happen stochastically in any distributed factories. To handle such dynamic
events, a problem-specific disruption management model is constructed. A reschedul-
ing framework that includes a job status-oriented classification strategy and a reordering
algorithm-discrete Memetic algorithm (DMA) is proposed. For DMA, the differential evolu-
tion (DE) operators have been embedded to execute the neighborhood search. A simulated
annealing (SA)-based reference local search framework is designed to help the algorithm
escape from local optimums. Finally, the effectiveness of DMA is validated through compar-
ative experiments. It is expected that the effect after rescheduling is to highly maintain the
level of optimization of the original manufacturing objective (makespan) while ensuring
the stability of the newly generated schedules.

The remainder of the paper is organized as follows. Section 2 states DDBFSP and
constructs the mathematical model and objective function for DDBFSP. Section 3 designs
the corresponding rescheduling framework. Section 4 elaborates the details of the DMA
reordering algorithm. Section 5 verifies the performance of DMA and analyzes the results;
Section 6 summarizes the research content of this paper.
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2. Method

In this section, the mathematical models for DBFSP with optimization objectives in
both static and dynamic environments are proposed. The classifications of job status after
breakdown events are also introduced.

2.1. Statement of DBFSP in Static Environment

As can be seen in Figure 1, DBFSP not only needs to consider the correlation between
processing task characteristics and blocking constraints but also needs to consider the
coupling of global scheduling and local scheduling of each distributed factory, the solving
process is more complex. As illustrated in Figure 1, a set of jobs J =

{
Jj|1, 2, . . . , n

}
will

be assigned to a set of factories F = {Fk|k =1, 2, . . . , f } , each of which contains a set of
machines M = {Mi|1, 2, . . . , m}. The blocking constraint determines that no buffers are
allowed between two adjacent machines. Therefore, the job can only be released to the next
operation when the subsequent machine is free; otherwise, the job must be blocked on the
current machine. We assume the processing time for each job is stochastic and different.
After a job is assigned to a processing plant, it is not allowed to move to other factories.

Assume nk(nk ≤ n) jobs are assigned to factory k, and the job sequence in this factory
is denoted as πk, where πk(l) represents the l-th job in πk. The operation Oπk(l),i has a
processing time Pπk(l),i. Assume Sπk(l),0 is the start time of πk(l) on the first machine of
factory k, and dπk(l),i is defined as the departure time of operation Oπk(l),i on machine i. The
recursive formulas of DBFSP can be derived as follows:

Sπk(1),0 = 0 (1)

Dπk(1),i = Dπk(1),i−1 + Pπk(1),i, i = 2, 3, . . . , m (2)

Sπk(l),0 = Dπk(l−1),1, i = 2, . . . , nk (3)

Dπk(l),i = max
{

Dπk(l),i−1 + pπk(l),i, Dπk(l−1),i+1

}
, l = 2, 3, . . . , nk i = 1, 2, . . . , m− 1 (4)

Dπk(l),m = Dπk(l),m−1 + Pπk(l),m, l = 2, 3, . . . , nk (5)

In the above equations, Equations (1) and (2) calculate the start and departure time
of the first job πk from machine 1 to the last machine m in factory k. Equations (3) and (4)
calculate the start and departure time of job πk(l) from machine 1 to machine m − 1.
Equation (5) gives the departure time of πk(l) on machine m. If we take makespan C(πk) as
the optimization objective, C(πk) of factory k can be expressed as:

C(πk) = Dπk(nk),m (6)

As a result, the global makespan for DBFSP is defined through the comparison between
C(πk) of all distributed factories:

Cmax(Π) = max f
k=1(C(πk)) (7)

The detailed recursive process and example refer to our previous group work [8] for
solving DBFSP.

2.2. Statement of DDBFSP

When characterizing the machine breakdown event of DBFSP in a dynamic and
stochastic environment, the following questions should be marked: (1) Which factory has
happened the breakdown event and when (the probability of breakdown)? (2) Which
machine in that factory breaks (the distributivity of the breakdown)? (3) When will the
machine resume?

In fact, machine breakdowns are difficult to simulate since the probabilistic model of
breakdown occurrence could hardly cover the real manufacturing situation. Moreover, the
recovery time is mostly predicted based on a priori knowledge, which cannot guarantee
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accuracy. With consideration of randomness and distribution, this paper triggers machine
breakdowns in a randomly selected distributed factory at time t. The breakdown time is
defined to follow a discrete uniform distribution function which is expressed as follows:

E(Bk,i) = rand()%P(Ti) + pπk(l) × i, i = 1, 2, 3 . . . , m, k = 1, 2, . . . , f , l = 1, 2, . . . , nk (8)

where rand() represents the random function between [0, ω] and ω denotes the maximum
constant of the system; “%” is the remainder operator; P(Ti) represents the total processing
time of all jobs on machine i. Equation (8) defines the time range of the breakdown in the
factory k during the processing time of all jobs, i.e., [Pπk(l),i, Cπk(l),i].

To maintain the distribution of breakdowns and the convenience of experimental
statistics, this study assumes that each distributed factory occurs β times random break-
downs during manufacturing. Additionally, to maintain the randomness of breakdown
occurrence, each machine has the same probability to break down. To ensure a stochastic
dynamic environment, the duration of breakdowns are generated randomly and uniformly
following the interval [0, ω] and are determined immediately after the event. Moreover,
other constraints for the breakdown event in DDBFSP are defined as follows:

(1) All machines exist three statuses during manufacturing: idle, processing and blocked,
a breakdown event occurs in the processing period.

(2) The system triggers one machine breakdown each time, and the process stops imme-
diately when the breakdown occurs.

(3) After the machine is recovered, the affected process can continue with the remaining
processing without re-processing.

2.3. Optimization Objectives of DDBFSP

In DBFSP, it is generally necessary to consider the production efficiency-related ob-
jective, e.g., makespan. While in a dynamic environment, from the decision point of view,
stability becomes one importantly practical metric for manufacturing systems. If reschedul-
ing optimization is performed only considering the production efficiency-related indicators,
it may generate new schedules that deviate significantly from the initial plan, which in turn
affects other planning activities, such as material management and manpower planning.
Therefore, in the rescheduling phase, in addition to makespan, the stability of the new
schedules should be considered. In this study, the initial schedule of one distributed factory
before a breakdown occurs is denoted by B (Baseline), and the schedule after rescheduling
is denoted by B∗. The goal of rescheduling is to optimize both the makespan and the
stability of the distributed factory at each breakdown node. The first objective (makespan)
of the DDBFSP is expressed as follows:

f1 = Cmax(B∗) (9)

The second objective (stability) of the DDBFSP is derived as follows.

f2 = min{
m

∑
i=1

nk

∑
l=1

Zπk(l),i}, k = 1, 2, . . . , f , nk = 1, 2, . . . , n (10)

where the decision variable Zπk(l),i indicates whether the relative position of the job B and
B∗ has changed. Zπk(l),i = 1 represents that the position of job πk(l) on machine i in factory
k has changed in the new schedule B∗ and vice versa Zπk(l),i = 0.

To simplify the optimization process and avoid redundant calculations, a weighting
mechanism is applied to combine both objective functions:

f (B∗) = w1 ∗ f1 + w2 ∗ f2 (11)

In Equation (11), w1 and w2 represent the weight coefficients of f1 and f2, respectively.
Since f1 and f2 have different distribution ranges of dimensions, to avoid the results being
dominated by the data with larger or smaller distribution ranges, the normalization method
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proposed in [24] is applied so that the value range of each objective falls in the interval.
The normalization function is defined as follows:

f (B∗) = w1 ∗ N( f1) + w2 ∗ N( f2) (12)

where:

N( f1) =
f1(B∗)− low( f1)

up( f1)− low( f1)
(13)

N( f2) =
f2(B∗)− low( f2)

up( f2)− low( f2)
(14)

In Equations (13) and (14), up(.) and low(.) represent the upper and lower bounds of
f1 and f2 for the two extreme rankings of the jobs at the breakdown node, respectively. The
specific calculation procedure refers to [24].

2.4. Statement of Job Status after Breakdown Event

After a machine breaks down, the jobs are categorized to construct the event manage-
ment model:

C∗πk(l),i
− S∗πk(l),i

− P∗πk(l),i
+ (1− yπk(l),i,1)ω ≥ 0 (15)

C∗πk(l),i
− S∗πk(l),i

− P∗πk(l),i
− (1− yπk(l),i,1)ω ≤ 0 (16)

C∗πk(l),i
− S∗πk(l),i

− P∗πk(l),i
− Be,i + Bs,i + (1− yπk(l),i,2)ω ≥ 0 (17)

C∗πk(l),i
− S∗πk(l),i

− P∗πk(l),i
− Be,i + Bs,i − (1− yπk(l),i,2)ω ≤ 0 (18)

C∗πk(l),i
−max

{
S∗πk(l),i

, Be,i

}
− P∗πk(l),i

+ (1− yπk(l),i,3)ω ≥ 0 (19)

C∗πk(l),i
−max

{
S∗πk(l),i

, Be,i

}
− P∗πk(l),i

− (1− yπk(l),i,3)ω ≤ 0 (20)

3

∑
g=1

Yπk(l),i,g = 1, i = {1, 2, . . . , m}, k = {1, 2, . . . , f }, g = {1, 2, 3} (21)

Yπk(l),i,g= {0, 1}, i = {1, 2, . . . , m}, k = {1, 2, . . . , f }, g = {1, 2, 3} (22)

In the above equations, C∗
πk(l),i

denotes the completion time of job πk(l) on the machine
i in B∗. S∗

πk(l),i
and P∗

πk(l),i
represent the corresponding start time and processing time of

C∗
πk(l),i

, respectively. Be,i and Bs,i denote the occurrence time and completion time of the
breakdown on the machine i. Equation (15) to Equation (20) defines three statuses in which
an operation of a job is in when a breakdown occurs: Equations (15) and (16) determine that
the operation was completed before the breakdown occurs; Equations (17) and (18) deter-
mine that the operation is being processed when the breakdown occurs; Equations (19) and (20)
determine that the operation was originally scheduled to start after the machine is recov-
ered. Equation (21) represents that the job can only be in a state in case a breakdown occurs.
Equation (22) is a binary decision variable set for three cases: (1) Yπk(l),i,1 = 1 means the
operation is completed before the breakdown occurs; (2) Yπk(l),i,2 = 1 denotes the operation
overlaps with the machine breakdown node; (3) Yπk(l),i,3 = 1 means the operation begins
after the machine is resumed.

For a better understanding, an example is presented in Figure 2 to illustrate the
classification of the operation status at the moment that a machine breaks down. In case 1 of
Figure 2, machine 2 of factory k breaks down at time 55, at which time the operations Oπk(1),1,
Oπk(1),2 and Oπk(2),1 have already completed processing. Their start and completion times
are not affected and do not need to be adjusted in the rescheduling phase. In case 2 of
Figure 2, machine 1 breaks down at node 55 and operation Oπk(3),1 is being processed at
this time. The breakdown divides Oπk(3),1 into two parts: the finished and the remaining
part, the remaining part is completed after the machine is recovered. Hence, the start time
Oπk(3),1 remains unchanged in the rescheduling phase, but its finish time is affected by both
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the breakdown time and the recovery time. In case 3 of Figure 2, machine 1 breaks down at
node 38 which is before the startup of job J3 and J4. Therefore, the start and finish times of
J3 and J4 are affected by both the breakdown time and the recovery time.
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3. Rescheduling Framework for DDBFSP

Since the breakdowns occur during the manufacturing procedure, on which each job
has already been fixed in a certain factory for processing, a change of jobs between different
factories is unrealistic. Hence, the individual factory is defined as the decision subject in
response to the events.

3.1. Rescheduling Strategy

We envision a stochastic and dynamic distributed scheduling environment. A two-
stage “predictive-reactive” method is proposed for DDBFSP: initial solution pre-generation
and rescheduling. In the first stage, the initial schedule for DDBFSP is generated by
considering a static environment without machine breakdowns. After the breakdown
occurs, the initial schedule may no longer be optimal. Therefore, in the second stage, the
“event-driven” rescheduling is triggered to evaluate the breakdown, and a new schedule is
provided in response to the events. Since the new schedule will be executed until the next
breakdown occurs, the rescheduling strategy proposed in this study should have a dual
objective: on one hand, to adapt and minimize the impact of the event; on the other hand,
to generate a schedule that gives a good tradeoff between scheduling quality and stability
when the event is resumed.

3.2. Rescheduling Method

According to the classification of operation status in Section 2.3, we propose a hybrid
rescheduling method: “right-shift repair + local reorder”. At the breakdown node, no
adjustment is made to the completed operations; for the directly affected operations, the
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right-shift strategy is adopted for a local repair; for the jobs that have not yet started their
processing, the reordering algorithm is performed to seek a better partial schedule. The
proposed “right-shift repair + local reorder” method is described as follows:

First, determine the jobs that are to be rescheduled. According to the constraint
limitation of the flowshop manufacturing, once the processing sequence of the jobs on the
first machine is determined, their sequence on other machines must be the same. Therefore,
we mark the jobs πk(l) at the breakdown node by using the first machine as the reference.
Suppose that there is a breakdown event at time Bs,i when job πk(l) is processed on machine
i, then the jobs in this factory of which the first operation has been started are counted in
the set Nc; relatively, the jobs of which the first operation has not been started are counted
in the set of unprocessed jobs Nn.

Subsequently, the jobs Nc are further divided by taking πk(l) as the midpoint: the
jobs sequencing before πk(l) are included in the set Nc,c = {πk(1), . . . , πk(l − 1)}; the
remaining jobs Nc are included in the set Nc,n. The rescheduling system maintains the same
order and time points for the operations of jobs Nc,c. For the operations of jobs in Nc,n, the
unaffected operations remain unchanged; the affected and other unprocessed operations
are adjusted using the right-shift repair method [42], which shifts the start time to right by
certain matching time units. The right-shift repair is essentially a FIFO-based heuristic.

At the breakdown node, all jobs Nn have not been started processing. Their initial order
may be no longer optimal after the recovery. Thus, we propose an improved algorithm to
reorder the jobs. Eventually, the new schedule is merged into the global schedule and is
executed as the baseline until the next breakdown occurs.

To describe the proposed “right-shift repair + local reorder” method more clearly,
Figure 3 shows a comparative example with different rescheduling methods at the time
of breakdown in one distributed factory. As shown in Figure 3a, the initial schedule of
the factory has a desired makespan of 36. During manufacturing, Machine 2 breaks down
at time Bs,i = 8 and is assumed to be recovered at Be,i = 11. At this point, the jobs that
have already been processed on machine 1 are J2 and J1 (marked in gray), and these
two jobs are counted in the set Nc. In contrast, jobs J3, J4 and J5 are counted in Nn. The
framework adjusts the affected operations in Nc based on the breakdown information and
reorders the jobs in Nn. As seen in Figure 3b, the right-shift method is implemented on
partial operations of the jobs (marked in yellow), the process order remains the same as
J2 → J1 → J5 → J3 → J4 and the makespan is delayed to 41. In Figure 3c while using the

“right-shift repair + local reorder” method, job J3, J4 and J5 (marked in green) is reordered
using the reordering algorithm. The process order changes to J2 → J1 → J3 → J4 → J5 and
the makespan is 37, which absorbs 4 units of the recovery time. This example proves that
the proposed rescheduling method is more efficient and flexible than the single rule-based
(right-shift repair) heuristics.

3.3. Rescheduling Procedure

We illustrate the proposed optimization procedure for DDBFSP in Figure 4. First, with
makespan as the optimization objective, a global schedule for DBFSP in a static environ-
ment is generated using DFOA [8]; then, each distributed factory executes manufacturing
tasks according to their initial schedules; the breakdowns are triggered following the dis-
crete generation mechanism proposed in Section 2.2. Each time the breakdown happens,
rescheduling is implemented by the single distributed factory, with makespan and stability
as optimization objectives. According to process status at the breakdown node, the jobs are
classified and different methods (right-shift repair or reordering algorithm) are performed.
The rescheduling results of different job sets are integrated, and the updated schedule
under a single breakdown is provided as the initial schedule before the next event occurs.
The above procedure is repeated until the termination condition of the breakdown trigger
is met, and the final schedule is output.
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4. Reordering Algorithm-DMA

Since the “right-shift repair” is introduced in [42], this section introduces the proposed
reordering algorithm-DMA for the jobs in the set Nn.

4.1. Introduction of Standard MA

MA was initially defined as an improvement of GA, it can combine different global
and local strategies to construct various search frameworks, which has stronger flexibility,
and merit-seeking ability than GA. The flow diagram of the basic MA is shown in Figure 5.
MA starts from initializing the population, operates on memes with evolutionary thought,
generates new individuals using generating functions (e.g., crossover and variation oper-
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ators, etc.), and finally forms new populations using updating functions (e.g., selection
operators, etc.).
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Although standard MA has a strong optimization-seeking capability, it also encounters
problems such as insufficient global exploration capability [43]. On the other hand, DE has
proven its powerful search capability since being proposed. Inspired by this, we embed
the DE operators into MA and proposed a discrete MA (DMA). DMA mainly contains the
following parts: population initialization, DE (mutation and crossover), and local search.

4.2. Population Initialization

In the initialization phase, we use the well-known job sequence-based method [9]
to encode. The position of each job in the sequence represents its processing order on
corresponding machines. An initialization method WPNEH (Weighted position NEH
method, WPNEH) considering the weighted position of the job is proposed under the
premise of determining the reordering jobs.

Step 1: Using the PFT_NEH(x) heuristic [9] and the initial schedule to generate two
seeds πP and πB. The total weighted position of a single job is defined as follows:

φj = χ1 × ϕj(π
P) + χ2 × ϕj(π

B) (23)

In Equation (23), ϕj(π
P) and ϕj(π

B) represent the absolute positions of job j in two
seeds. χ1 and χ2 represent the weight coefficients occupied by two seeds. The values of χ1
and χ2 are defined adaptively by the population size Ps and the order l (l = 1, 2, . . . , Ps) of
the newly generated individuals in the whole population:

χ1 =
l

Ps− 1
(24)

χ2 = 1− l
Ps− 1

(25)

Step 2: Arrange all jobs in decreasing order of the total weighted positions φj to obtain
a sequence π0.

Step 3: Create a new empty sequence πemp. The jobs in π0 are inserted into each
position πemp in turn. The solutions obtained from each insertion are evaluated based on
Equations (11) and (12) to determine the optimal order. Continue the operations until all
jobs finish insertion.

Step 4: Let l = l + 1, and continue steps 1–3 until all Ps individuals are generated.
The initialization procedure of WPNEH is shown as Algorithm 1.
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Algorithm 1 WPNEH initialization

Input: job set Nn, population size Ps, initial schedule B of a distributed factory
Output: initial population POP
01: Define the order of jobs in Nn, generate seed πB

02: Apply PFT_NEH(x) method to rearrange the jobs in Nn, generate seed πP

03: While l ≤ Ps do
04: Set the coefficient χ1 = l/Ps− 1 and χ2 = 1− l/(Ps− 1)
05: Calculate φj for each job according to Equation (22)
06: Generate a new sequence π0 by arranging all jobs in descending order based on their φj
07: Execute the NEH insertion procedure, evaluate the solutions obtained, find the
best order
08: Finish insertions of all jobs, obtain a new sequence πc, count in POP
09: l = l + 1
10: End While

4.3. DE Operation

DE [44] drives the search directions through the mutual synergistic and competitive
behaviors among individuals of the population. Its overall structure is similar to GA, but
the evolution principle is quite different. DE generates new individuals through perturbing
the difference vectors of two or more individuals. It can obtain more operation space and
enhance the global search capability when the individuals are significantly different from
each other in the early stage of the search. In DMA, two key operators of DE (mutation and
crossover) are embedded to perform the global search.

4.3.1. Mutation

The weighted difference vector of two individuals is first selected. Then, the weighted
difference is summed with another individual vector. Hence, three individuals are ran-
domly selected from the population POP, the optimal one is defined as πa, and the other
two are defined as πb and πc. The mutation operator can be expressed as:

Va = πa ⊕ κ ⊗ (πb − πc) (26)

where κ is the mutation scaling factor used to control the magnitude of the differences. “⊗”
represent the weighted differences between πb and πc:

πa − πb = ∆⇔ δ(j) =
{

πb(j), if πb(j) 6= πc(j)
0, otherwise

j = 1, 2, . . . , n (27)

κ ⊗ ∆ = Φ⇔ ϕ(j) =
{

δ(j), if rand() < κ
0, otherwise

(28)

In Equations (27) and (28), ∆ = [δ(1), δ(2), . . . , δ(n)] and Φ = [ϕ(1), ϕ(2), . . . , ϕ(n)]
are the two temporary vectors used for the calculation. “⊕” means the mutation individual
πV is obtained through adding Φ with the target individual πbest:

πV = πbest ⊕Φ (29)

The generation process of πV is described as follows.
Step 1: Select πa, set j = 1.
Step 2: If ϕ(j) = 0, set j = j + 1, go to step 3; otherwise, generate a random number

between (0, 1). If rand() < κ, update πa by swapping the job πa(j) and ϕ(j); else, insert the
job πa(j) into all different positions of ϕ(j), take the optimal solution and update πa. Let
j = j + 1.

Step 3: If j ≤ n, return to step 2; otherwise, return πV = πa.
The mutation procedure of DMA is sketched in Algorithm 2.



Electronics 2022, 11, 249 13 of 25

Algorithm 2 Mutation Operation

Input: population POP, job number n, population size Ps, mutation factor κ,
temporary set ∆ and Φ
Output: mutation individual πV
01: Select 3 individuals (πa, πb and πc) from POP randomly
02: For j = 1 to n do
03: Calculate the vector difference δ(j) between two individuals and save in ∆
04: Generate rand() between (0,1), calculate the mutation difference ϕ(j) and save in Φ
05: End For
06: Output Φ
07: For j = 1 to n do
08: If ϕ(j) = 0
09: j = j + 1
10: Else
11: generate rand() between (0, 1)
12: If rand() < κ

13: exchange job πa(j) and ϕ(j) in πa
14: Else insert ϕ(j) from πa into all positions of after πa(j), take the
optimal solution
15: End If
16: return the πa
17: End If
18: End For
19: Let πV = πa, output πV

4.3.2. Crossover

When solving discrete scheduling problems based on job sequence, the probability
factor is mainly used to determine the crossed jobs [38]. In this study, we improved the
determination method of the crossed jobs by eliminating the crossover probability factor
and proposed a random crossover operator: First, select two jobs randomly from the
mutated individual πV ; second, put these two jobs and jobs between them in a temporary
set Ntemp; third, determine the positions in πd of all jobs from Ntemp, remove all jobs from
Ntemp and keep their positions. Finally, insert the jobs in πd with original order to obtain a
new sequence π′. The crossover process for πd is the same. When the crossover operation
of the two parents is completed, the new individual obtained is evaluated and the best one
is retained. The crossover operation is sketched in Algorithm 3.

Algorithm 3 Crossover Operation

Input: mutation individual πV , target individual πd, temporary job set Ntemp
Output: new individual πnew
01: # Crossover operation on πd
02: Select two jobs from πV randomly, put the jobs between them in Ntemp in turn
03: Remove the jobs belonging to Ntemp from πd, keep the vacant position unchanged
04: Insert the jobs in Ntemp into the free positions of πd to obtain the new solution π′

05: # Crossover operation on πV
06: Ensure πd has the job j ∈ Ntemp, clear Ntemp, put j in Ntemp orderly
07: Remove jobs belonging to Ntemp from πV , keep the vacant position unchanged
08: Insert the jobs in Ntemp into the free positions of πd to obtain the new solution π′′

09: Evaluate new solutions:
10: If f (π′′ ) < f (π′)
11: Let πnew = π′′ , return πnew
12: Else
13: Let πnew = π′, return πnew
14: End If
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To facilitate understanding, Example 4-1 presents the procedure of DE operation
in detail.

Example 4-1
Mutation: Three individuals are randomly selected from the initial population:

πa = [J6, J3, J2, J4, J1, J5], πb = [J1, J4, J6, J2, J5, J3] and πc = [J3, J4, J2, J1, J5, J6]. With
Equation (26) it yields ∆ = πb − πc = [J1, 0, J6, J2, 0, J3]. A set of random numbers
[0.7, 0.6, 0.9, 0.4, 0.1, 0.3] are generated according to Equation (27), so that the mutation
scaling factor is κ = 0.5, then obtain Φ = [0, 0, 0, J2, 0, J3]. It can be deduced that when j = 4
and j = 6, there are ϕ(4) = J2 and ϕ(6) = J3. For j = 4, a random number 0.2 (<0.5) is
generated between the interval (0,1) satisfying the uniform distribution. Then, two jobs
πa(4) = J4 and ϕ(4) = J2 in πa are swapped and a new solution πa = [J6, J3, J4, J2, J1, J5] is
obtained; for j = 6, a random number 0.7 (>0.5) is also generated, the job ϕ(6) = J3 in πa is
inserted into the latter position of πa(6) = J5 and a new solution πa = [J6, J4, J2, J1, J5, J3]
is obtained.

Crossover: The mutation individual πV = [J6, J4, J2, J1, J5, J3] and the target individual
πd = [J5, J3, J2, J4, J6, J1] are crossed as parents. First, two jobs J2 and J5 are randomly se-
lected from πV , and set Ntemp = [J2, J1, J5]. For πd, remove the same jobs from Ntemp, obtain
πd = [X, J3, X, J4, J6, X]. The new solution is obtained by reinserting Ntemp = [J2, J1, J5]
into πd. The derivation of the new solution for πV is the same as πd, and the result is
πV = [J6, J4, J5, J2, J1, J3].

4.4. Job Block-Based Random Reference Local Search

As mentioned above, the two key operations of DE can improve the individuals con-
cerning the vector difference of the population. Along with the iteration of an algorithm, the
difference between individuals becomes smaller, which tends to lead the algorithm to local
optimum easily. Therefore, DMA needs to equip with a local search framework to enhance
its exploitation capability. For a long time, reference local search (RLS) has proved to be an
effective local search algorithm and is often used to enhance the exploitation of metaheuris-
tics [9]. RLS firstly generates a random reference sequence πr = [πr(1), πr(2), . . . , πr(z)],
and uses it as a reference to guide the direction of the local search; subsequently, the jobs
πr(j) are sequentially removed and inserted into all remaining positions of πr to obtain new
solutions. The optimal solution is compared with the incumbent solutions of the population,
and if it is better, it is replaced with the population. The insertion process is repeated until
all the jobs are traversed. Though RLS has a strong local exploitation capability, it still has
some problems. On one hand, RLS uses a single job insertion operation, which may destroy
the good information of incumbent solutions and cause the loss of other good solutions.
On the other hand, the fixed order of the reference sequence and the fixed insertion process
of the jobs will result in a fixed path of local search. If πr(j) is constant for a long time, it
will cause a large number of repeated searches, which directly affects the search efficiency
of the algorithm.

Boejko et al. [45] have pointed out that in job sorting scheduling problems, compound
moves (insertion and swap) based on the job block can retain excellent sequence information
during the evolution of an algorithm. It thus expands the neighborhood structure and
search space, which is better than single job insertion and swap operations. Inspired by
this idea, we hybridize RLS and compound moves of job block, and propose a random
reference local search based on job block (BRRLS): firstly, generate a reference sequence
πr = [πr(1), πr(2), . . . , πr(z)] randomly, where nr represents the number of jobs to be
rescheduled; secondly, select two jobs Ja and Jb randomly, construct the job block (including
Ja and Jb) and take out all jobs in the individual πblock that needs local search; then, insert
the job block into all possible positions of π, evaluate the generated solutions, and select
the optimal one. Repeat the above procedure (each time select two unselected jobs) until all
jobs are traversed. The BRRLS process is sketched in Algorithm 4.
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Algorithm 4 BRRLS Procedure

Input: job set Nn, individual π, temporary set Ntemp, temporary set Λ
Output: new individual πnew
01: Randomly sort the jobs in Nn to generate a reference sequence πr
02: Randomly select two jobs Ja and Jb from Nn
03: Determine the block πblock between Ja and Jb in πr (including Ja and Jb), save πblock
in Ntemp
04: Remove all jobs belonging to Ntemp from π

05: Insert πblock in all positions of π, evaluate and select the optimal solution, save in Λ
06: Clear Ntemp, delete Ja and Jb from Nn
07: Repeat the above operation (Line 03–07) until len(Nn) ≤ 1
08: Evaluate the individuals in Λ, return the optimal solution to πnew

To further improve the algorithmic performance, a simulated annealing-like (SA)
mechanism [46] is introduced as an acceptance criterion for BRRLS, which guides DMA
to receive a certain percentage of poor solutions during the search to avoid being trapped
in local optimums. The idea of SA is to compare the neighborhood solution π′ obtained
by BRRLS with the incumbent solution π. If f (π′) is better than f (π), SA replaces π with
π′, otherwise, the decision of whether to accept π′ is based on a reception probability µ:
A random number rand() satisfying a uniform distribution is generated between (0, 1); if
rand() < µ, π is replaced by the worse neighborhood solution obtained by the search. µ is
expressed as follows:

µ = e−( f (π′)− f (π))/Temp (30)

where Temp represents the temperature constant:

Temp = T0

nk
∑

j=1

m
∑

i=1
Pπk(l),i

10×m× n
, k ∈ {1, 2, . . . , f } (31)

In Equation (31), T0 is the temperature adjustment parameter preset by SA. It can be
seen from Equation (31) that the closer f (π′) is to f (π), the closer the value µ is to 1 and
π′ will be accepted with a higher probability. Conversely, if f (π′) is much worse than
f (π), the value µ will be close to 0, and the solution π′ will be dropped with a higher
probability. Hence, the SA-based reception mechanism ensures that the population does not
deviate from the current search position, but can additionally absorb a certain percentage
of non-quality solutions to avoid the algorithm from falling into local optimums.

4.5. Update Strategy of the Population

To maintain the diversity of individuals, the following strategy is applied to update the
population: first, a new individual is generated using the mutation and crossover operators;
subsequently, a local search is performed on these individuals, and the individuals are
updated. finally, the incumbent solutions are replaced by the newly generated solutions,
and the uniqueness of these new solutions is ensured to complete a single iteration of the
whole population.

4.6. Flowchart of DMA

According to previous descriptions, Algorithm 5 presents the flowchart of DMA.
The flow diagram of DMA is sketched in Figure 6. In general, DMA contains popula-

tion initialization, DE operation, and local search. In the initialization phase, the population
is generated using the WPNEH method; in the DE phase, the discrete differential mutation
and crossover operators are executed to obtain the child individuals; in the local search
phase, BRRLS is performed, and the simulated annealing mechanism is adopted as the
reception criterion. Finally, the population is updated and the optimal solution is output.
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Algorithm 5 Flowchart of DMA

Input: population size Ps, mutation scaling factor κ, reordered job number n
Output: best solution π

01: While termination condition not met do
02: # Initialization (Section 4.2)
03: Use WPNEH method to create new individuals
04: Construct POP, evaluate the individuals
05: # DE (Section 4.3)
06: Perform DE according to κ, generate Ps/2 individuals
07: Perform random crossover operation on mutated individuals, and evaluate
08: # BRRLS (Section 4.4)
09: Implement the SA-based BRRLS procedure on the Ps/2 individuals
10: Replace the incumbent solutions using solutions obtained by local search
11: Update the population (Section 4.5)
12: End While
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5. Experimental Comparison and Analysis
5.1. Experimental Settings

Since few pieces of literature and public benchmarks have been developed for DDBFSP,
we apply DFOA on its benchmark [8] to obtain test instances. These test instances are used
as the initial schedules for each distributed factory. To fulfill different experimental require-
ments, the range of variable intervals of the DPFSP benchmark is set as n ∈ {50, 100, 200},
m ∈ {5, 10, 20} and f ∈ {2, 3, 4}. There are 27 combinations of different parame-
ters, each containing 10 instances. The termination criterion of the algorithm is set to
Tmax = 90× n×m milliseconds.

The breakdown events are simulated according to the mechanism introduced in
Section 2.2. When an event occurs on machine i, the trigger node is firstly limited to the
interval [Pπk(l),i, Cπk(l),i] to ensure the timeliness of the breakdown. Since DMA performs
only on partial jobs which have not started processing, we compress the breakdown
interval to [Pπk(l),i, Cπk(nk−2),1], i.e., the start time of processing to the completion time of
the penultimate job at the first machine, to ensure a feasible execution space for DMA.



Electronics 2022, 11, 249 17 of 25

The experiments are conducted on a PC with Intel(R) Core(TM) i7-8700 CPU and 16G
RAM configuration, and the involved programs are compiled by Python. To balance the
objective functions (makespan and stability), both weight coefficients w1 and w2 are set
to 0.5. The algorithm is repeated 10 times for each breakdown in each factory, and the
experiments use the average relative percent deviation (ARPD) as the metric to evaluate
the mean quality of the obtained solutions. Since DMA is implemented for each distributed
factory, the sum of ARPDs of all factories is firstly calculated, and the mean value is defined
as the ARPD value for a single case of DDBFSP. The experiments will be conducted in the
following three perspectives:

(1) Key parameter calibration;
(2) Effectiveness of the proposed optimization strategy;
(3) Comparison with other intelligent algorithms.

5.2. Parameter Calibration

DMA contains three key parameters: population size Ps, mutation scaling factor κ,
and temperature adjustment parameter T0. The design of the experiment (DOE) [9] method
is used for parameter calibrations, and in total 36 sets of initial schedules with factory
number f = 3 were generated. The number of random breakdowns for each distributed
factory is set to 2. The key parameters and ARPD values are defined as the control factors
and response variables, respectively. The candidate values of the above parameters are
set as: Ps = {30, 50, 80, 100}, κ = {0.4, 0.7, 0.9} and T0 = {0.1, 0.2, 0.3, 0.4}, which generate
48 configuration combinations. We use the “Analysis of Variance” (ANOVA) method to
analyze the statistical results, as shown in Table 1.

Table 1. ANOVA results of DMA parameter combinations.

Source Sum of Squares Degree of Freedom Mean Square F-Ratio p-Value

Ps 38.4 3 12.8 134.4 0.007
κ 144.3 2 72.2 382.4 0.000
T0 6.8 3 2.3 17.6 0.012

Ps× κ 17.29 6 2.9 8.8 0.354
Ps× T0 4.8 9 0.5 0.55 0.492
κ × T0 0.5 6 0.1 2.46 0.087

As can be seen in Table 1, the p-values of Ps, κ and T0 are all less than 0.05 confidence
level, which means all the parameters have important impacts on the performance of
DMA. Among them, the corresponding F-ratio value of κ is the largest, which indicates
that κ has the greatest impact on DMA. Moreover, Table 1 shows that the p-values of
the interactions between every two parameters are greater than 0.05, which means the
parameter interactions do not have a significant effect on DMA, and the parameter can be
selected directly from the main effects plot in Figure 7.
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From Figure 7, it can be observed that the performance of DMA decreases with the
increment of κ, and DMA obtains the best results when κ = 0.4. A relatively overlarge
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mutation scaling factor increases the randomness of search and leads to degradation of
the mutation. The effect of Ps ranks second, the performance of DMA first increases as the
number of Ps increases, it starts to decrease after reaching the optimum. This indicates
that increasing Ps appropriately will enhance the diversity of the population. However,
an overlarge Ps consumes too much running time of a single iteration, which in turn
compresses the number of iterations and leads to a decrease in the probability of obtaining
the optimal solution. The effect of T0 on the algorithmic performance ranked the 3rd, and
the main effect plot shows that the performance fluctuates with the growth of T0, DMA
obtained the best results when T0 = 0.4. Based on the above analysis, the parameter
combinations of DMA are set as: Ps = 80, κ = 0.4, T0 = 0.4.

5.3. Effectiveness of the Proposed Algorithmic Component

DMA contains three important components: WPNEH initialization, DE operators, and
BRRLS. To verify their effectiveness, we mask one corresponding part of DMA each time,
and generate three types of variant algorithms from DMA: (1) DMA_RI: random initial-
ization, which is used to verify the effectiveness of WPNEH initialization; (2) DMA_ND:
without neighborhood search, which is used to verify the effectiveness of DE operators;
(3) DMA_NL: without BRRLS, which is used to verify the effectiveness of BRRLS. The
parameter settings and instances used in Section 5.2 were adopted. As the randomness of
breakdown has a large impact on the results, to ensure the fairness of the comparison, only
one complete set of breakdowns is simulated, and all variant algorithms are tested under
this scenario. Table 2 shows the comparison results.

Table 2. Comparison results between DMA and its variant algorithms.

Instance ARPD

n × m × f DMA_RI DMA_ND DMA-NL DMA

50 × 5 × 3 0.56 1.24 0.92 0.54
50 × 10 × 3 0.61 1.55 0.98 0.36
50 × 20 × 3 1.17 1.73 1.12 0.48
100 × 5 × 3 1.33 2.26 2.60 0.18

100 × 10 × 3 2.05 2.44 2.38 0.11
100 × 20 × 3 2.84 3.23 3.15 0.05
200 × 5 × 3 3.97 5.58 4.19 0.00

200 × 10 × 3 4.63 6.67 5.49 0.00
200 × 20 × 3 4.17 6.04 5.32 0.00

From Table 2, we can observe that the performance of DMA outperforms the other
variants in all scenarios. In specific analysis, DMA outperforms DMA_RI, representing that
the WPNEH initialization strategy can provide a better search starting point for DMA; DMA
outperforms DMA_ND, indicating that the DE operators can improve the performance of
DMA effectively. The results of DMA_NL are inferior to those of DMA, which means that
the proposed BRRLS and SA-based reception criterion have an important influence on the
optimization. BRRLS has retained the “greedy search” idea from RLS but improved the
selection of jobs in the reference sequence. It ensures the inconsistency of local search step
length through random selection of job blocks strategy, which makes the solutions obtained
by local search more diverse and helps DMA to jump out of the local optimum. On the
other hand, it can be observed from Table 2 that the differences between the compared
algorithms are not significant when the scale of the instance is relatively small (e.g., n = 50).
If the processing tasks (number of jobs) assigned to a distributed factory are small, the
corresponding reorder execution space is also smaller, and the comparison algorithms are
more likely to obtain optimal or suboptimal solutions in a given time. With the gradual
increase in the problem size, the differences between algorithms start to manifest. The
performance of each variant algorithm decreases more on the large-scale instances, while
DMA remains relatively more stable.
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To verify whether the differences were significant, we conducted a significance test
from a statistical point of view. Each algorithm and ARPD value were chosen as the
control variable and the response variable. Figure 8 demonstrates the mean plot of the 95%
confidence interval. As can be seen, the ARPD values of each algorithm are ranked from
top to bottom as DMA_ND, DMA_RI, DMA_NL, and DMA. The confidence intervals of
each two algorithms do not overlap, which indicates that DMA is significantly better than
its variants. The experimental results reveal that the proposed optimization strategies for
each search phase jointly ensure the performance of DMA.
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5.4. Comparison with Other Intelligent Algorithms

In this section, DMA is compared with the algorithms for solving traditional flow shop
rescheduling problems. The compared algorithms are (1) Iterative Local Insertion Search
(ILS) [25]; (2) Iterative Greedy Algorithm (IG) [25]; (3) Improved Migratory Bird Algorithm
(IMBO) [47]; (4) Discrete Teaching and Learning Optimization (DTLO) Algorithm [29]. We
follow strictly the literature to compile all the comparison algorithms, which share the
same data structure, objective function, and termination criterion. To ensure comparison
fairness, we apply the same rescheduling process, i.e., the comparison algorithms share the
same initial schedules, the same time node distribution of breakdown events, and the same
rescheduling strategy. The algorithms are only used to reorder unprocessed jobs as a way
to test their optimization efficiencies. The calculation of ARPD is consistent with previous
sections. The parameter combinations of the comparison algorithm were pre-adjusted
and the specific settings are shown in Table 3. According to [25], as a single local search
algorithm, ILS stops immediately after obtaining a local optimum, so no special parameters
or termination conditions need to be set for ILS.

Table 3. Parameter determination of the compared algorithms.

Algorithm Parameters

ILS --
IG Job numbers of destruction 4

IMBO
Population size 50; Neighborhood set size 7; Migratory birds pass
on the number of solutions 3; Number of lead bird iterations 20;

Number of population iteration 100; weighted factor 0.8
DTLO Population size 50; learning factor of teacher 1

Table 4 shows the statistical results of different instances under single breakdown
(β = 1), the optimal values were bolded. It can be seen that DMA outperforms other
algorithms in all instances of distributed scenarios. DTLO, IG, IMBO, and ILS obtain re-
sults in 2nd, 3rd, 4th and 5th place. It indicates that DMA is more suitable as a reordering
algorithm. Specifically, ILS is an algorithm containing only a local insertion search frame-
work, which lacks key structures such as population initialization and neighborhood search.
It is difficult for ILS to balance exploration and exploitation, and therefore has the worst
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performance. As metaheuristics, DTLO, IG, and IMBO are more competitive in terms of
performance on small-scale instances. For example, when the number of the distributed
factory is set as f = 4, and the total number of jobs is n = 50, the results of other algorithms
do not differ from DMA. The main reason is that when the size of the initial schedule is
small, fewer processing tasks are assigned to each distributed factory. The search space
for the solution becomes smaller, so the efficiency of each algorithm in finding the best
solutions in a given time becomes high, thus reducing the variability of the comparison
results. The same phenomenon is reflected in the scenarios of β = 2 and β = 3, as shown
in Tables 5 and 6. DMA also performs the best among all comparison algorithms. As the
number of breakdowns increases, the performances of the compared algorithms are not
affected too much by small-scale instances. The performances on large-scale instances
(n = 200) showed different degrees of degradation. The errors of single rescheduling
accumulate with the increment of breakdowns, which causes a deterioration effect, and
thus decreases the algorithmic performances relatively. In comparison, the statistical results
of DMA under different breakdown scenarios are less different, which also reveals that
DMA is more stable and robust on both small- and large-scale instances.

Table 4. Comparison results of different algorithms by β = 1.

Initial Instance ARPD

n × m × f ILS IG IMBO DTLO DMA

50 × 5 × 2 2.40 1.46 1.43 1.06 1.02
50 × 5 × 3 2.18 0.55 0.85 0.51 0.39
50 × 5 × 4 0.00 0.00 0.00 0.00 0.00
50 × 10 × 2 2.93 1.77 1.48 1.13 1.08
50 × 10 × 3 2.46 0.72 0.83 0.66 0.28
50 × 10 × 4 0.14 0.00 0.00 0.00 0.00
50 × 20 × 2 3.17 1.04 1.47 1.19 1.05
50 × 20 × 3 2.89 0.85 1.04 0.69 0.34
50 × 20 × 4 1.74 0.31 0.49 0.00 0.00
100 × 5 × 2 4.23 2.53 2.28 2.24 0.53
100 × 5 × 3 3.44 1.56 1.71 1.47 0.17
100 × 5 × 4 2.56 1.42 1.38 1.25 0.08

100 × 10 × 2 4.49 2.06 2.33 2.09 0.58
100 × 10 × 3 3.23 1.60 1.63 1.71 0.22
100 × 10 × 4 2.91 1.53 1.24 1.39 0.13
100 × 20 × 2 5.44 2.55 2.70 2.31 0.32
100 × 20 × 3 3.69 1.97 1.80 1.88 0.04
100 × 20 × 4 3.28 1.11 1.31 1.78 0.37
200 × 5 × 2 5.78 2.88 3.53 2.90 0.00
200 × 5 × 3 4.95 2.19 2.61 2.13 0.12
200 × 5 × 4 4.16 2.28 2.39 2.11 0.08

200 × 10 × 2 5.57 3.54 3.72 3.02 0.06
200 × 10 × 3 5.11 2.05 2.47 2.00 0.00
200 × 10 × 4 4.39 2.29 2.45 2.03 0.00
200 × 20 × 2 6.06 2.98 3.84 3.23 0.00
200 × 20 × 3 6.08 2.57 2.79 1.97 0.00
200 × 20 × 4 4.47 2.56 2.94 2.19 0.00

Ave. 3.62 1.71 1.87 1.59 0.25

To further verify the superiority of DMA, the differences between the compared
algorithms are observed through statistical tests. ANOVA is used to describe the mean plot
with a 95% confidence interval of the results obtained by the algorithms for different f, as
shown in Figure 9.

It can be observed that the ARPD of DMA falls below that of other algorithms, and
none of the confidence intervals overlap. It indicates again that the optimization perfor-
mance of DMA is significantly better than its comparators. Moreover, it can be seen from
Figure 9 that the performance of each algorithm gradually becomes better as f increases.
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This is mainly because the reordering algorithm does not focus on the assignment of jobs
to plants in the initial schedule, rather on the reordering within the distributed factories.
An increase in f leads to a decrease in assigned jobs and a corresponding decrease in their
computational complexity and, therefore, an increase in the optimization-seeking efficiency
of an algorithm.

Moreover, we compared and analyzed the performances under different numbers
of breakdowns (β) based on the statistical results. Figure 10 shows the performance
curves of the comparative algorithms. It can be seen that ARPD values increase as β
gradually increases, representing that all the algorithms are affected by the frequency of
breakdowns. Compared with other algorithms, ARPDs of DMA are improved by at least
88%. Moreover, ARPD values of ILS, IG, IMBO, and DTLO algorithms fluctuate more and
show an increasing trend with the increase in β. Comparatively, ARPD values of DMA
fluctuate the least, which indicates that the robustness of DMA under different scenarios is
better than the compared algorithms.

In summary, DMA has a good performance for local reordering. Its innovation and
advantages can be summarized as follows: (1) WPNEH initialization method provides a
better initial population and high-quality search starting point for DMA; (2) the mutation
and crossover operators based on DE provides an excellent neighborhood search capability;
(3) BRRLS provides stronger local exploitation; (4) the SA-based reception criterion can
help DMA jump out of the local optimum effectively. Among them, (2), (3) and (4) balance
the exploration and exploitation of DMA.

Table 5. Comparison results of different algorithms by β = 2.

Initial Instance ARPD

n × m × f LS IG IMBO DTLO DMA

50 × 5 × 2 2.89 1.66 1.82 1.45 0.83
50 × 5 × 3 2.06 0.41 0.52 0.28 0.25
50 × 5 × 4 0.00 0.00 0.00 0.00 0.00
50 × 10 × 2 3.04 1.77 1.84 1.50 0.98
50 × 10 × 3 2.11 0.32 0.63 0.26 0.13
50 × 10 × 4 0.22 0.00 0.00 0.00 0.00
50 × 20 × 2 3.28 1.74 1.90 1.56 0.95
50 × 20 × 3 2.04 0.36 0.61 0.33 0.21
50 × 20 × 4 1.65 0.55 0.53 0.00 0.00
100 × 5 × 2 3.55 2.76 2.87 2.51 0.68
100 × 5 × 3 3.79 1.84 1.97 1.59 0.19
100 × 5 × 4 2.74 1.71 1.69 1.28 0.84

100 × 10 × 2 3.92 2.66 2.75 2.44 0.55
100 × 10 × 3 3.72 1.93 1.93 1.64 0.31
100 × 10 × 4 2.63 1.58 1.82 1.35 0.67
100 × 20 × 2 4.73 2.85 2.92 2.67 0.41
100 × 20 × 3 3.96 1.85 2.05 1.78 0.18
100 × 20 × 4 3.04 1.66 1.92 1.20 0.23
200 × 5 × 2 6.12 4.03 4.73 4.09 0.12
200 × 5 × 3 6.58 3.04 3.67 2.82 0.05
200 × 5 × 4 4.16 2.84 3.04 2.55 0.08

200 × 10 × 2 6.49 4.39 4.54 4.15 0.00
200 × 10 × 3 6.71 3.05 3.44 2.96 0.00
200 × 10 × 4 4.39 2.65 3.45 2.91 0.13
200 × 20 × 2 6.88 4.45 4.96 4.32 0.00
200 × 20 × 3 6.33 3.58 3.70 2.71 0.00
200 × 20 × 4 4.47 2.43 3.49 2.63 0.00

Ave. 3.75 2.07 2.33 1.88 0.29
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Table 6. Comparison results of different algorithms by β = 3.

Initial Instance ARPD

n × m × f LS IG IMBO DTLO DMA

50 × 5 × 2 1.80 0.58 0.73 0.39 0.20
50 × 5 × 3 2.01 0.34 0.64 0.28 0.15
50 × 5 × 4 0.00 0.00 0.00 0.00 0.00
50 × 10 × 2 2.93 1.70 1.88 1.47 0.11
50 × 10 × 3 2.17 0.45 0.70 0.30 0.24
50 × 10 × 4 1.31 0.00 0.00 0.00 0.00
50 × 20 × 2 3.28 2.01 2.03 1.92 0.06
50 × 20 × 3 1.94 0.63 0.78 0.44 0.17
50 × 20 × 4 1.59 0.24 0.43 0.00 0.00
100 × 5 × 2 4.37 3.04 3.15 2.83 0.05
100 × 5 × 3 3.65 2.19 2.24 2.02 0.19
100 × 5 × 4 2.93 2.11 2.18 1.85 0.00

100 × 10 × 2 4.62 2.96 3.29 2.89 0.52
100 × 10 × 3 3.98 2.73 2.81 2.50 0.28
100 × 10 × 4 3.15 2.06 2.86 1.72 0.00
100 × 20 × 2 5.89 3.12 3.56 2.84 0.13
100 × 20 × 3 4.71 3.17 3.37 3.01 0.06
100 × 20 × 4 3.44 2.88 2.94 1.56 0.00
200 × 5 × 2 6.61 4.09 4.91 3.47 0.00
200 × 5 × 3 6.23 4.61 5.23 2.98 0.00
200 × 5 × 4 6.16 3.77 4.53 1.93 0.00

200 × 10 × 2 6.79 4.61 4.86 3.54 0.00
200 × 10 × 3 6.47 4.87 5.65 3.94 0.00
200 × 10 × 4 6.57 4.19 4.29 2.20 0.00
200 × 20 × 2 6.84 5.12 5.27 4.07 0.00
200 × 20 × 3 6.97 5.43 5.19 4.83 0.00
200 × 20 × 4 6.21 3.98 4.84 2.58 0.00

Ave. 4.16 2.63 2.94 2.04 0.08
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6. Conclusions

Building rescheduling optimization models and designing effective optimization
methods according to the characteristics of distributed manufacturing are of significance to
promote the research of the dynamic scheduling theory of distributed manufacturing. This
study investigated the rescheduling strategy and algorithm for DDBFSP, in which machine
breakdown events are considered as the disruption in the manufacturing site. Firstly, the
mathematical model of DDBFSP including the event simulation mechanism is constructed.
We consider makespan and stability as the objectives. The goal of this study is to optimize
the bi-objective when the stochastic breakdown occurs in any distributed factories. We
apply the “event-driven” policy in response to the disruption. A two-stage “predictive-
reactive” rescheduling strategy is proposed. In the first stage, a static environment (DBFSP)
without machine breakdown is considered, and the global initial schedules are generated; in
the second stage, after machine breakdown occurs, the initial schedule is locally optimized
by a hybrid repair policy based on “right-shift repair + local reorder”, and the DMA
reordering algorithm based on DE is proposed for local reorder operation. For DMA, a
WPNEH initialization method is designed to generate a high-quality population. In the
neighborhood search phase, DE is embedded to improve the neighborhood structure and
expand the target space by using mutation and crossover operators; in the local search
phase, the BRRLS framework is proposed to perturb the high-quality solutions. To maintain
the diversity, BRRLS has combined with the SA mechanism to receive the worse solutions
with a certain probability. To obtain the best performance of DMA, the DOE method is
used to calibrate three key parameters. The effectiveness of the proposed optimization
strategy for DMA is verified through comparative experiments. Finally, DMA is compared
with other algorithms on different test instances. The statistical analysis using ANOVA has
verified the superiority of DMA.

Although the proposed rescheduling strategy has shown effectiveness, there still exist
shortcomings. In this study, we only considered the breakdown event as the disruption.
Real-life manufacturing suffers from far more than one disruption. The other common
disruptions such as job cancellations and their interaction mechanism should be deeply
investigated. Therefore, future works will concentrate on the construction of a more refined
model that can manage more disruptions simultaneously.

This study attempts to explore the dynamic scheduling problem from the perspective
of operational research optimization. With the development of the Industrial 4.0 network
and big data, other artificially intelligent technologies play increasingly important roles in
smart manufacturing. Combining data-driven technology with intelligent algorithms could
adopt their respective advantages, and create more advanced optimization frameworks.
For example, intelligent optimization can provide a large amount of historical scheduling
data, which can be aggregated with other industrial information as a sample source for data-
driven and machine learning. Therefore, the scheduling decision-making function can be
deployed hierarchically and decoupled according to different scenarios and environments,
thus making rational use of computing resources and improving the flexibility and stability
of the system.
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