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Abstract: The autonomous technology of unmanned platforms is the most dynamic frontier among
fields of technology and, inevitably, is trending towards future development. Aiming at the dual
requirements of reliable and real-time autonomous decision-making of unmanned underwater
vehicles in complex and unfamiliar environments, this article proposes an intelligent decision-making
method of attack behavior based on model fusion. The experimental dataset is generated through
simulation modeling, and an appropriate amount of noise is added to simulate the observation error in
a real situation. The threshold of weapon-hit probability is set according to the requirements of combat
missions, and the decision-making of attack behavior is transformed into the problem of imbalanced
sample classification with noisy data. Through theoretical analysis and experimental testing, the
classification effects of algorithms such as Logistic Regression (LR), K-nearest neighbor (KNN),
support vector machine (SVM), multilayer perceptron (MLP), decision tree (DT), and ensemble
learning are compared. On this basis, the intelligent decision model is constructed by using synthetic
minority oversampling technique resampling and three model fusion methods of voting, stacking,
and blending. The experimental results show that compared with traditional simulation decision-
making and common classification algorithms, the proposed method has higher accuracy, recall rate,
area-under-the-curve value, and model generalization ability. It can not only effectively identify
the impact of noise data on attack-behavior decision-making, but also ensures the decision-making
speed through offline training, and provides references for the research in the field of equipment
development and intelligent decision-making in the future.

Keywords: autonomous decision-making; unmanned underwater vehicle; imbalanced classification;
model fusion; machine learning

1. Introduction

Unmanned platforms represented by unmanned aerial vehicles (UAVs), unmanned
ground vehicles (UGVs), and unmanned underwater vehicles (UUVs) have become an
important force in modern military equipment, and are promoting great changes to tra-
ditional forms and modes of combat. From the perspective of operational concept, new
operational styles such as unmanned cluster operations and multi-domain collaborative
operations [1,2] have been put forward one after another. From the perspective of combat
missions, the mission field of unmanned platforms began to expand from logistics support
to main attack and main battle. From the perspective of combat subjects, unmanned plat-
forms have gradually replaced some manned platforms and have become the key force
determining the outcome of war. Typical representatives are the Valkyrie UAV, the Manta
large displacement unmanned underwater vehicle (LDUUV), the Talon UGV [3], etc.

Compared with manned platforms, military UUVs have obvious advantages in terms
of concealment, flexibility, production cost, and operational risk. In most cases, they will
be deployed to perform tasks in unknown battlefields. The combat mission behaviors of
unmanned platforms need to be carried out as directed by the platforms’ independent
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decision-making, which requires them to be able to make independent and reliable decisions
and execute combat missions efficiently in complex and uncertain environments.

At present, autonomous attack decision-making of UUVs mainly refers to manned
platforms, while the traditional torpedo-attack decision-making of manned platforms
mostly relies on computer simulation technology, establishes the task behavior model of
various entities through logical rules, and analyzes and makes decisions according to the
optimization results [4–7]. However, with the increase in the complexity of the battlefield
environment, this method of simulating target dispersion and observation system error
with random samples leads to an exponential increase in the calculation workload, which
impedes rapid and accurate decision-making in practical operations. If the current methods
of torpedo-attack decisions of manned platforms continue to be used, the operational
potential of unmanned platforms cannot be fully reached [8].

The development of artificial intelligence technology has led to data-driven intelligent
decision-making technology introducing new ideas to solve these problems. From the
perspective of machine learning, UUV attack-behavior decision-making can be transformed
into a binary classification problem with unbalanced sample categories by setting the
threshold of the effectiveness index, and, then, improving the classification accuracy and
generalization ability of the decision model. In recent years, model fusion technology based
on mature ensemble algorithms has been widely used in the industrial field due to its
excellent classification performance [9–12]. In the latest version of 2017–2042 US Unmanned
Systems Integrated Roadmap [13,14], the US Department of Defense also regards artificial
intelligence and machine learning as the primary supporting factors for improving the
autonomy of unmanned systems.

Aiming at the dual requirements of UUVs for the accuracy and speed of torpedo-attack
autonomous decision-making, this paper first constructs a torpedo-attack decision-making
model under typical scenarios in the first chapter, and, then, in the second chapter, the
model fusion strategy is analyzed theoretically. In the third chapter, according to the
evaluation results of the classifier in the confusion matrix, the intelligent decision fusion
model of UUV torpedo behavior based on stacking is constructed. Finally, the effectiveness
and applicability of the method are analyzed and summarized in the fourth chapter.

2. Torpedo Attack Modeling

The attack process of UUVs launching torpedoes can be expressed as follows: after
receiving the command to attack the target, the unmanned platform maneuvers itself to
make contact with the enemy according to the planned route. When reaching the firing
position, it launches torpedoes with firing advance angle ϕ and speed Vw to strike. When
the weapon is Ds kilometers away from the target, the target will launch acoustical decoys
to interfere with the weapon’s homing device.

As shown in Figure 1, assuming that the effective action range of the torpedoes’
acoustic homing device is a sector, the covering center coefficient of the sector is expressed
by a constant k, the torpedoes’ acoustic homing action distance r = k ∗ r0, which meets the
encounter condition between the midpoint a of a leading edge of the shooting sector, the
target M and the hit point C, that is,
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aMC is the encounter triangle, and the calculation
formula of the firing advance angle ϕ is obtained as follows:

m =
Vm

Vw

ϕ0 = arcsin(m sin Qm)

β = arctan
sin Qm

(Dg/mr) + cos Qm

ϕ = ϕ0 − β

(1)

where, Vm is the speed of the target, Dg is the firing distance of the torpedoes, Qm is the
chord angle of the target, and m is the ratio of the speed of the target Vm to the speed of the
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torpedoes Vw. Using Equation (1), we calculate the firing advance angle ϕ according to the
target motion law, relative situation, and equipment performance [15].
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The effect of acoustical decoys on the torpedoes’ homing devices is expressed by
random error samples. Assuming that the target dispersion obeys the Gaussian (normal)
distribution with coefficient θ and the number of samples is N2, the torpedoes’ hit prob-
ability calculated by the Monte Carlo simulation method is P = N1/N2, where N1 is the
number of torpedoes hitting the target. Taking the hit probability as the evaluation index
of attack decision-making, and, then, according to the motion control logic of the UUV,
target, and torpedoes, a combat simulation model based on the finite state machine [16] is
established, and the attack decision-making results under different relative situations are
obtained by using the model.

3. Model Fusion Theory and Strategy

Model fusion is an ensemble learning technology that trains multiple strong evaluators
and fuses them with certain rules, which can further improve the classification accuracy
based on the ensemble model. The essential idea of model fusion is to reduce the risk of
the algorithm falling into the local optimal solution by expanding the hypothesis space of
the model, so as to improve the generalization ability of the whole model.

3.1. Analysis of the Model Fusion Method

In the classification task, the commonly used model fusion methods [17] include
voting, stacking, and blending.

Among them, voting means to fuse according to the majority rule, where the voting
method based on the classification label category is called hard voting, and the voting
method based on the predicted probability mean at a given threshold is called soft voting.

On the basis of the above voting methods, the performance improvement space of
voting can be further expanded by weighted fusion. This idea is simple to operate, but
it cannot guarantee the effect of fusion. Stacking fuses the results of the base learner by
training the meta learner so that the fusion model is trained to minimize the loss function.
The model has a strong learning ability and a wide application range, but the complexity
and operation costs are high. Based on stacking, blending divides the pre-trained set into a
training set and a validation set in advance, and directly inputs the prediction results of the
validation set of the base learner into the meta learner layer, which improves the internal
cross-training operation of stacking and greatly reduces the computational complexity of
model training. However, due to artificially reducing the use of the training data, there
may be some risk of overfitting.
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3.2. Stacking Model Fusion Theory

Stacking is a parallel model fusion strategy with a multilayer learning structure
proposed by Wolpert [18], in which the first layer learner is called the base learner and
the second layer learner is called the meta learner. Stacking combines homogeneous or
heterogeneous base learners, takes the original feature as the input of the first layer base
learner, then takes the output prediction result as the input feature of the secondary meta
learner, and outputs the final prediction result by the meta learner. On a given original
dataset D = {(x1, y1), (x2, y2), . . . , (xm, ym)}, xi represents the feature vector of the i-th
sample, and yi ∈

{
C1, C2, . . . , Cj

}
represents the category label. The training process of

stacking can be divided into the following stages:
Step1: Divide the original dataset into training set Dtrain and test set Dtest. Assuming

that the number of base learners contained by the base learner layer is K, then Dtrain can be
divided into k parts and recorded as D1 ∼ Dk.

Step2: Take D1 to Dk as the verification set of each base learner, and the remaining
sub-datasets as the training set of each base learner. After cross-validation by K-fold,
vertically stack the results of cross-validation of all base learners to form a prediction set
Z = {z1, z2, . . . , zk}.

Step3: Use all training sets Dtrain to train all base learners in preparation for the model test.
Step4: Horizontally splice the prediction set Z of all base learners to form a new feature

matrix, which combines with the original training set Dtrain to form a new dataset Dnew,
and put it into the meta learner for training.

It can be seen from the stacking training process in Figure 2 that, in order to prevent
repeated learning of data, the training data of the stacking meta learner are not directly
composed of the training set of the base learners, but adopt an internal cross-validation
mechanism, so that each base learner retains a part of the set as the prediction set during
training, and combines the results of k-numbered prediction sets into the input character-
istics of the meta learner. In this way, the transformation of data from input to output is
realized, which not only prevents overfitting, but also adaptively calculates the fusion rules
of the base learner with the help of the meta learner algorithm.
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3.3. Stacking Model Fusion Strategy

The improvement effect of stacking is mainly determined by the design method of
the base learner layer and meta learner. The generalization ability and training efficiency
of the algorithm should be emphasized in the selection of meta learners. In terms of the
construction of the base learning layer and because stacking is based on the idea of a
high-dimensional hypothesis space, to ensure the stability of the base learner the diversity
of algorithms should be increased as much as possible to improve the mutual independence
of the base learners, which is conducive to reducing the square difference between the
prediction results and the real label, and improving the generalization ability of the model
as a whole; for example, the mixed use of a tree model, a linear model, a probability
model, an ensemble model, etc. Therefore, through experiments from mature classification
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algorithms such as logistic regression, K-nearest neighbor, support vector machine [19],
multilayer perceptron, decision tree, random forest [20], AdaBoost [21], gradient boosting
decision tree [22], eXtreme gradient boosting [23], and light gradient boosting machine [24],
this paper selects the model with strong generalization ability and high computational
efficiency as the meta learner and optimizes the configuration of the construction method of
the base learning layer by taking into account the diversity and the stability. The principles
and characteristics of the above classification algorithms are analyzed in Table 1.

Table 1. Analysis of the classification algorithm.

Algorithm Principle Advantages Disadvantages

LR

Map the objective function
values to the Sigmoid function and convert them into
prediction probability, then
conduct classification by the maximum likelihood
function.

Good interpretability.
Fast training speed.

Weak ability to deal with
nonlinear or imbalanced sample
problems.

KNN Calculate the distance between samples and conduct
classification.

Simple-structured model.
Low computational
complexity.

Insufficient ability to process high-
dimensional
features.

SVM
Map the samples to high-
dimensional space by kernel function and classify
by the hyperplane.

Strong learning ability for
high-dimensional small sample
data.

Depend too much on the kernel
function for the
accuracy of the model.

MLP

Based on the feed-forward
network structure, apply to the artificial neural
network model constructed by the back-
propagation algorithm and
activation function.

Able to deal with
nonlinear problems.
Strong and robust.

Greatly affected by discrete values.
Low
interpretability.

DT
Tree-structure model for top–down classification
according
to information-gain direction.

Strong model
interpretability.

Weak ability to deal with missing
data.
Easy to overfit.

RF
Ensemble model based on
bagging theory and
classification and regression tree.

Strong ability to process
high-dimensional data.
Good tolerance to noise and
outliers.

Weak ability to
process small-
sample data and low-dimensional
data.

AdaBoost Realize boosting by adaptively increasing the weight of
prediction-error samples.

Flexible use and strong
anti-overfitting ability. Vulnerable to noise interference.

GBDT Optimize the residual by gradient descent.
Flexible handling of multiple
types of
features.

Difficult to
parallelize.
High computational complexity.

XGBoost
Based on GBDT, carry out the second-order Taylor
expansion of the loss function and add the
regular term.

Supports parallel
computing.
Built-in cross-validation.
Strong model-
generalization ability.

Difficult parameter adjustment.
High calculation cost.

LightGBM Adopt histogram algorithm and branching strategy
with depth constraints.

Fast training efficiency.
Less memory
consumption.

Sensitive to noise.

4. Experiments and Results Analysis

The experiment was carried out in the Windows environment, using MATLAB 2021b,
JupyterLab 3.10 IDE, and python 3 kernels. The hardware configuration is an AMD Ryzen
5-5600H processor, the main frequency is 3.30 GHz, the number of cores is six, and the
memory is 16 GB.

4.1. Dataset Generation and Processing

In the field of machine learning, the decision-making of attack behavior on unmanned
platforms is a typical binary classification problem. The relative situation and equipment
performance of UUVs, targets, and torpedoes can be summarized using the following
eight characteristic parameters: torpedoes’ firing distance Dg, target chord angle Qm,
target speed Vm, torpedoes’ initial speed Vw1, torpedoes’ terminal navigation speed Vw2,
torpedoes’ range L, target alarm distance Ds, torpedoes’ acoustic homing action distance
Dt to constitute the features matrix X of the sample. Define y ∈ {0, 1} to represent the label
of the sample, where 0 represents that the torpedoes’ hit probability does not meet the



Electronics 2022, 11, 3097 6 of 10

threshold condition and does not attack. 1 means that the torpedoes’ hit probability meets
the threshold condition and carries out attack behavior.

According to the requirements of combat missions, after setting the features’ parameter
space and the threshold conditions of the torpedoes’ hit probability, the simulation model
is input to generate the experimental dataset. As shown in Table 2, the number of positive
samples is 4024 and the number of negative samples is 25,976, which has the obvious
characteristics of sample imbalance.

Table 2. The experimental dataset.

Sample
Size

Feature
Dimension

Positive
Sample Size

Negative
Sample Size

Imbalanced
Proportion

Sample
Time

30,000 8 4024 25,976 1:6.46 3 min 26 s

4.2. Imbalanced Classification Evaluation Indicators

In the classification of imbalanced samples, it is not comprehensive to apply only a
single index of accuracy and recall; therefore, the area under the curve (AUC) is intro-
duced to jointly evaluate the performance of the model. The AUC is the area under the
receiver operating characteristic curve (ROC), with a value between 0 and 1, which can
comprehensively consider the classification accuracy of minority and majority classes.

According to the confusion matrix in Table 3, the calculation formulas of evaluation
indicators of precision, recall, F1 value, and the AUC are as follows:

precision = TP/(TP + FP) (2)

recall =
TP

TP + FN
(3)

F1 =
2 ∗ precision ∗ recall

precision + recall
(4)

AUC =

∑
i∈Positive Class

ranki −NP(NP + 1)/2

NP ∗NN
(5)

where NP indicates the total number of positive samples (minority classes), NN indicates
the total number of negative class samples (majority classes), ranki indicates positive
sample, and i indicates the confidence ranking of positive samples.

Table 3. The confusion matrix.

Actual Positive Class Actual Negative Class

Predicted positive class TP (true positives) FN (false negatives)
Predicted negative class FP (false positives) TN (true negatives)

4.3. Experimental Design and Analysis

In order to simulate the measurement error of the observation system in the real
situation, a certain amount of noise value is added to the characteristic matrix, and the
training set and test set are randomly divided in the proportion of 7:3. Generally speaking,
if the imbalanced proportion of sample categories is 4:1, the performance of the classifier
will be affected. Since the imbalanced proportion of sample categories in the experimental
dataset reaches 6.46:1, SMOTE [25] technology is used to adjust the imbalanced proportion
of training samples to 3:1, and no adjustment is made in the test set. Taking accuracy, recall,
and the AUC as the classification effect evaluation indicators, the performance of the above
10 classifiers is evaluated by the method of five-fold cross-validation, and the evaluation
results are used as the benchmark for the performance evaluation of the fusion model. The
evaluation results of 10 classifiers on the test set are shown in Table 4.



Electronics 2022, 11, 3097 7 of 10

Table 4. The evaluation results of classifier performance.

Classifier Accuracy Recall AUC Test Time

LR 0.802 0.873 0.832 2.11 s
KNN 0.897 0.644 0.790 3.23 s
SVM 0.899 0.907 0.897 1 min 6 s
MLP 0.937 0.804 0.881 11.65 s
Decision 0.943 0.785 0.876 0.23 s
Tree 0.937 0.710 0.841 5.65 s
Random 0.951 0.831 0.900 2.39 s
Forest 0.956 0.818 0.897 5.01 s
AdaBoost 0.945 0.918 0.933 4.53 s
GBDT 0.916 0.941 0.936 2.17 s

According to the experimental results in Table 4, the ability of each classifier to rec-
ognize noise data and process imbalanced samples is different. The performance of the
ensemble learning algorithm based on bagging and boosting is, obviously, better than other
algorithms. Among them, LightGBM has high classification accuracy, a short time cost, and
strong generalization ability. It is suitable to be used as the meta learner for the stacking
and blending methods. The KNN algorithm performs weakly on this dataset, and GBDT is
highly similar to XGBoost and LightGBM, so it is removed from the base learner queue.
The Stacking fusion model is constructed as shown in Figure 3, and in order to enhance
the anti-overfitting ability of the fusion model, the TPE [26] Bayesian optimization algo-
rithm under the Optuna [27] framework is used to adjust the hyperparameters of the meta
learner and fuzzy optimize the hyperparameters of the base learner. Three fusion methods,
voting, stacking, and blending, are used to test the model fusion and decision-making
effect, respectively.
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It can be seen from Figure 4 and Table 5 that the values of accuracy, recall, and the
AUC of the decision-making model on the test set are significantly improved after the
hyperparameters’ optimization and model fusion. Among them, the blending model has
the fastest prediction speed and the stacking model has the best prediction effect. The
experimental results show that, compared with traditional simulation decision-making
methods, the intelligent decision-making method based on model fusion can greatly speed
up decision-making as well as ensure its reliability, and meet the needs of autonomous
decision-making of unmanned platforms. At the same time, it has good universality and
portability in tactical mission behavior decisions, such as attack and defense.

Table 5. Evaluation results of the fusion model performance.

Methods Accuracy Recall AUC Test Time

Voting 0.935 0.818 0.973 5.15 s
Stacking 0.941 0.938 0.987 5.38 s
Blending 0.927 0.909 0.984 3.12 s
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After analyzing the experimental results, it is considered that the voting fusion method
has simple rules, but the model learning ability is limited, which is suitable for solving the
problem of low data complexity. The stacking fusion method has strong learning ability,
deep use of training data and wide application range, but the model computational cost is
high and the risk of overfitting is also high, so it is necessary to reasonably configure the
model combination of base learning layer and meta learner. The blending fusion method
has a fast operation speed, a low cost, and a low risk of overfitting. However, due to the
use of only part of the verification set for prediction, the learning space of the meta learner
is very limited, so it is not suitable for a situation with fewer training data; therefore, when
the number of data and amount of computing power are sufficient, the stacking fusion
method is preferred. When the fusion model shows strong overfitting, it can be replaced
with the voting method with its simple rules or the blending method with its shallow
learning depth.

5. Conclusions

Aiming at the dual requirements of reliability and real-time performance of UUVs’
autonomous decision-making in complex and unfamiliar environments, the attack-behavior
decision is transformed into an unbalanced sample classification problem with noisy data.
Firstly, the SMOTE method is used to adjust the unbalanced proportion of training set
samples to a suitable range. Then, according to the performance of the base classifier,
the configuration of the base learning layer and the meta learner are optimized, and the
improvement effects of the three model fusion methods of voting, stacking, and blending are
compared. The experimental results show that the AUC value of the model fusion method
based on stacking reaches 98.7%, which has a stronger classification performance than
other methods. Finally, it is concluded that this method is more suitable for autonomous
decision-making of UUVs’ torpedo attack behavior.

Due to the great intensity of the conflict between ourselves and the enemy, and the
intensity of confrontation in the real combat environment, obtaining situation data is
difficult and such data have large errors and represent weak real-time performance. In
the next step, the time series data processing method will be introduced and explored to
analyze, correct, and complete the observed and hitherto incomplete time series data, so as
to improve the robustness of intelligent decision-making models.
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