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Abstract: Inaccurate computing is found to be a high-speed, low-power and energy-efficient alter-
native to accurate computing for error-tolerant applications. In this context, this paper analyzes
the usefulness of inaccurate computing for a digital image processing application, viz. digital im-
age blending, which has been less explored. We analyze the use of inaccurate addition for image
blending used in applications such as photo editing and computer graphics. For experimentation,
we considered blending two digital images using accurate and inaccurate addition separately. We
considered many inaccurate addition architectures which are suitable for implementation in both
FPGA and ASIC design environments to perform a comparative analysis. We found that an inaccurate
addition with an optimum inaccuracy produces a similar quality of blended image as obtained using
accurate addition. The quality of blended images is quantified using standard metrics such as the
peak signal-to-noise ratio and the structural similarity index measure. In particular, an inaccurate
adder, M-HERLOA, was found to be preferable for image blending from the combined perspectives
of quality of blended image, error metrics and design metrics. We implemented the accurate and
inaccurate adders corresponding to an optimum inaccuracy in FPGA and ASIC design environments.
We considered a Xilinx Artix-7 FPGA for an FPGA-based implementation and a 32/28 nm CMOS
standard digital cell library for an ASIC type standard cell-based implementation. The results show
that, for an FPGA-based implementation, M-HERLOA enables a reduction in delay by 13%, requires
50% fewer LUTs and 49% fewer registers and consumes 24.3% less on-chip power compared to the
accurate high-speed FPGA adder while yielding a blended image of good quality. For an ASIC type
standard cell-based implementation, M-HERLOA enables a reduction in delay by 64.6% (24.4%),
requires 43% (82.4%), less area and dissipates 63% (67.8%) less power than the accurate carry ripple
adder (carry look-ahead adder).

Keywords: approximate computing; arithmetic circuits; digital circuits; image processing; FPGA;
ASIC; low power; high speed; CMOS

1. Introduction

Inaccurate computing is a high-speed, low power and energy-efficient alternative to
accurate computing for error-tolerant practical applications [1,2]. Examples of such appli-
cations include digital signal processing [3–5], multimedia [6], big data and analytics [7],
neuromorphic computing [8], hardware implementation of neural networks for AI and
machine learning [9], software engineering [10], memory storage [11], memory systems for
multicore processors [12], low power graphics processing [13], etc. Inaccurate computing
is realized using inaccurate hardware and/or software and/or memory storage. In this
paper, we consider using inaccurate hardware for an image blending application that has
been relatively less explored. In specific, we consider the use of inaccurate adders and
compare their performance with the accurate adder for a digital image blending application
to analyze their usefulness and determine an optimum circuit from the perspectives of
output quality, error metrics, and design metrics.
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Inaccurate adders can be broadly categorized into static inaccurate adders and dy-
namic inaccurate adders. A static inaccurate adder [3] incorporates a fixed inaccuracy
by reducing the logic of an accurate adder and so it tends to guarantee savings in the
design metrics (i.e., area, delay, and power) compared to an accurate adder when physically
implemented. Static inaccurate adders produce deterministic sum outputs which may or
may not be accurate depending upon the input supplied and the adders’ architecture. The
extent of inaccuracy that can be incorporated in a static inaccurate adder is best estimated
based on prior knowledge of the inherent error resiliency of a target application. Another
approach may be to analyze the error tolerance of an application by trial and error and then
determine the optimum inaccuracy that can be incorporated in a static inaccurate adder
for use in a specific application. A dynamic inaccurate adder [14] is different from a static
inaccurate adder in that it can generate accurate or inaccurate sum outputs on demand
depending upon the extent of inaccuracy that can be tolerated by a specific application.
This is typically made possible by including an error detection and correction logic as part
of a dynamic inaccurate adder. Error detection and correction circuit help to tune the output
of a dynamic inaccurate adder to meet a specified accuracy range but the error detection
and correction circuit form a design overhead. Moreover, depending upon the architecture
of a dynamic inaccurate adder, configuring its output to satisfy a prescribed accuracy range
may necessitate multiple computation (i.e., clock) cycles. Hence, the choice of an inaccurate
adder for a practical application should weigh the pros and cons of static and dynamic
inaccurate adders. In [5], for a digital video encoding application, it was noted that the
savings in power achieved by a dynamic inaccurate adder are comparable with a static
inaccurate adder.

Static inaccurate adders, in turn, can be classified into three types based on their
implementation method—the first type relates to full-custom, i.e., transistor-level ASIC
type implementation [3,4,15–17], the second type corresponds to FPGA-based implemen-
tation [18–20] and the third type is suitable for semi-custom i.e., gate-level (standard cell
based) ASIC type implementation and also FPGA based implementation [21–36]. Given
this, the third type of static inaccurate adders is versatile as they can be implemented in
both FPGA and ASIC design environments and, in this work, we consider the architectures
of the third type of static inaccurate adders. Henceforth, in the following discussions, by
‘inaccurate adder’ we refer to a ‘static inaccurate adder’ unless stated otherwise.

In the rest of this paper, Section 2 gives the acronyms of various approximate adders
along with their expansions for quick reference. Section 3 describes the architectures of
various inaccurate adders, which are suitable for implementation in FPGA and ASIC design
environments. Section 4 discusses the image blending application and shows blended
images obtained using the accurate adder and inaccurate adders corresponding to an
optimum inaccuracy. Section 5 presents the error characteristics of inaccurate adders and
their calculated error parameters corresponding to an optimum inaccuracy. Section 6
presents the design metrics of accurate and inaccurate adders corresponding to FPGA and
ASIC type implementations. Section 7 finally concludes the paper.

2. Acronyms and Expansions

The acronyms of inaccurate adders and their expansions are given below for a
ready reference.

• LOA [21]: Lower-part OR adder
• LOAWA [22]: LOA without any carry input provided from the imprecise part to the

precise part, as labeled in [27]
• APPROX5 [23]: An approximate adder utilizing the approximate mirror adder 5

(AMA5) for the imprecise part, as labeled in [27]
• HEAA [24]: Hardware efficient approximate adder, as labeled in [27]
• M-HEAA: Modified HEAA [25]
• OLOCA [26]: Optimized LOA with a constant 1 assigned for (K–2) sum bits of the

imprecise part, where K is the size of the imprecise part of an N-bit OLOCA
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• HOERAA [27]: Hardware optimized and error reduced approximate adder
• HOAANED: Hardware optimized approximate adder with a near-normal error distri-

bution [28]
• HERLOA: Hybrid error reduction LOA [29]
• M-HERLOA: Modified HERLOA [30]
• ERCPAA: Error reduced carry prediction approximate adder [31]
• COREA: Carry OR error reduced adder [32]
• CEETA: Compact energy efficient error tolerant adder [33]
• HPETA-II: High performance error tolerant adder II, as shown in Figure 12 of [34]
• DBAA: Double bit (adder based) approximate adder [35], labeled as DBAA here
• SAAR: Segmented approximate adder [36]

3. Architectures of Inaccurate Adders

The architectures of many static inaccurate adders presented in [21–36], which are
suitable for implementation in FPGA and ASIC design environments, will be described in
this section.

Let us assume that A and B are the two inputs given to an adder and SUM is its output.
With N denoting the adder size, AN–1 and BN–1 represent the most significant input bits and
A0 and B0 represent the least significant input bits. The adder sum is represented by SUMN
to SUM0, with SUMN being the most significant and SUM0 being the least significant.
SUMN represents any carry overflow resulting from the addition. The architectures of
many inaccurate adders are shown in Figures 1–3. Typically, a static inaccurate adder
would have a precise part and an imprecise part [3]. The precise part is highlighted in blue
and the imprecise part is highlighted in pink in Figures 1–3. The addition is performed
exactly in the precise part and inexactly in the imprecise part of an inaccurate adder. The
precise part is more significant than the imprecise part. Hence, a group of less significant
adder inputs is allocated to the imprecise part and the remaining more significant adder
inputs are allocated to the precise part of an inaccurate adder. Nevertheless, the number
of adder inputs to be allocated to the precise and imprecise parts of an inaccurate adder
would depend upon the maximum inaccuracy tolerable for a practical application.

In Figures 1 and 2, K denotes the number of input bits allocated to the imprecise part
of the inaccurate adders. Hence, (N–K) input bits would be allocated to the precise part of
the inaccurate adders. In Figures 1 and 2, AK–1 up to A0 and BK–1 up to B0 are given to the
imprecise part and AN–1 up to AK and BN–1 up to BK are given to the precise part of the
inaccurate adders. SUMN to SUMK is produced by the precise part and SUMK–1 to SUM0
is produced by the imprecise part and these two are concatenated to represent the sum
output of an inaccurate adder.

The logic corresponding to the precise parts of inaccurate adders (shown in Figures 1 and 2)
is identical with or without the exception of any carry input and the fundamental differences
between the inaccurate adders are manifest in their imprecise parts. Therefore, we shall
only discuss the imprecise parts of inaccurate adders shown in Figures 1 and 2. It may
be noted that, for an FPGA implementation, the precise part of an inaccurate adder can
be realized using the native FPGA adder which is accurate and high-speed and, for an
ASIC type standard cell-based implementation, the precise part may be realized using
an area-efficient adder such as the carry ripple adder or a high-speed adder such as a
carry-lookahead adder, depending upon the size of the precise part.
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SUMK–1 to SUM0, are produced by a logical OR of the respective adder input bits. AK–1 and 
BK–1 are logically AND-ed and given as the carry input to the precise part.  

Figure 1. Architectures of (static) inaccurate adders with precise and imprecise parts highlighted
in blue and pink, respectively: (a) LOA; (b) LOAWA; (c) APPROX5; (d) HEAA; (e) M-HEAA; (f)
OLOCA; (g) HOERAA; (h) HOAANED; (i) HERLOA; (j) M-HERLOA; (k) ERCPAA; (l) COREA.
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green rectangles in (a–c).  

Figure 2 shows the architectures of some inaccurate adders which feature a carry-
ripple adder structure in the imprecise part with the structure comprising a cascade of 
imprecise full adders or dual-bit adders. Though many works in the literature utilized this 
approach, there could be a possible drawback associated. If a substantially bigger 
imprecise part than the precise part may be affordable in an inaccurate adder (depending 
upon the application), the carry may propagate serially in the imprecise part which could 
result in a greater propagation delay, even exceeding the maximum propagation delay of 
the precise part. The image blending application considered in this work permits the use 
of a small precise part and a big imprecise part in an inaccurate adder and in such a 
scenario the adder’s speed would be affected. This issue is discussed in the subsequent 
sections. Therefore, to avoid the possibility of a serial carry propagation in the imprecise 

Figure 2. Architectures of other (static) inaccurate adders with precise and imprecise parts shown in
blue and pink, respectively. (a) CEETA; (b) HPETA-II; (c) DBAA. The logical expressions for sum
and carry outputs of the imprecise full adder or imprecise dual-bit adder are given within the dotted
green rectangles in (a–c).
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In the case of LOA [21], shown in Figure 1a, the sum bits of the imprecise part i.e.,
SUMK–1 to SUM0, are produced by a logical OR of the respective adder input bits. AK–1
and BK–1 are logically AND-ed and given as the carry input to the precise part.

The imprecise part of LOAWA [22], shown in Figure 1b, is the same as LOA but there
is no carry input provided from the imprecise part to the precise part.

In the case of APPROX5 [23], shown in Figure 1c, BK–1 up to B0 are forwarded as the
sum bits of the imprecise part viz. SUMK–1 up to SUM0. AK–1 is given as the carry input to
the precise part and AK–2 up to A0 are discarded.

In the case of HEAA [24], shown in Figure 1d, SUMK–2 up to SUM0 are produced by a
logical OR of the respective adder input bits like that of LOA. AK–1 and BK–1 are logically
AND-ed and given as the carry input to the precise part and as the select input (S) of a
multiplexer—if S is 0, the logical OR of AK–1 and BK–1 produces SUMK–1 and in case of S is
1, SUMK–1 would assume 0.

M-HEAA [25], shown in Figure 1e, is a modification of HEAA in that SUMK–3 up to
SUM0 are fixed as 1 while the logic of SUMK–1 and SUMK–2 is the same as that of HEAA.

OLOCA [26], shown in Figure 1f, is a modification of LOA in that SUMK–3 up to SUM0
are fixed as 1 but the logic of SUMK–1 and SUMK–2 is the same as that of LOA.

In the case of HOERAA [27], shown in Figure 1g, SUMK–3 up to SUM0 are fixed as 1
while SUMK–2 is produced by a logical OR of AK–2 and BK–2. AK–1 and BK–1 are logically
AND-ed and given as the carry input to the precise part and as the select input (S) of a
multiplexer—if S is 0, the logical OR of AK–1 and BK–1 produces SUMK–1; if S is 1, the logical
AND of AK–2 and BK–2 produces SUMK–1.

Just as in HOERAA, in HOAANED [28], shown in Figure 1h, SUMK–3 up to SUM0 are
fixed as 1 while SUMK–2 is produced by a logical OR of AK–2 and BK–2. AK–1 and BK–1 are
logically AND-ed and given as the carry input to the precise part and as the select input (S)
of a multiplexer—if S is 0, the logical OR of AK–1 and BK–1 and the logical AND of AK–2
and BK–2 is OR-ed to produce SUMK–1; otherwise if S is 1, the logical AND of AK–2 and
BK–2 produces SUMK–1.

HERLOA [29], shown in Figure 1i, employs a unique logic for its imprecise part and
M-HERLOA [30], shown in Figure 1j, is derived from HERLOA where some of the least
significant sum bits in the imprecise part are fixed as 1 while the rest of the more significant
sum bits in the imprecise part have the same logic as HERLOA. The optimum number of
less significant sum bits which may be assigned a 1 in the imprecise part of HERLOA to
derive M-HERLOA is, however, best decided based on a target application. In Figure 1j,
SUMK–5 up to SUM0 are fixed as 1 while the logic of SUMK–1 to SUMK–4 is maintained the
same as in Figure 1i.

In the case of ERCPAA [31], shown in Figure 1k, the imprecise part is further split into
two sub-parts of sizes L bits and (K–L) bits. The EXOR of AK–1 and BK–1 and the AND of
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AK–2 and BK–2 are logically NAND-ed and forwarded as sum bits SUML–1 up to SUM0,
while a unique logic is used to produce the remaining (K–L) sum bits of the imprecise part.

COREA [32], shown in Figure 1i, is similar to LOAWA in the sense that its precise part
does not accept a carry input from the imprecise part. However, it is somewhat different
from the inaccurate adders discussed above in that the least significant sum bit of the
precise part viz. SUMK

* is not issued directly; rather it is coupled with the AND of the
most significant input bit pair of the imprecise part to produce the actual SUMK. The carry
generated from the (K+1)-th bit of the precise part is considered as an internal carry input
to produce the sum bits of the precise part. Similar to ERCPAA, in COREA, the imprecise
part is sub-divided into two sub-parts having sizes L bits and (K–L) bits, but the L sum bits
in COREA i.e., SUML–1 up to SUM0 are fixed as 1 and a unique logic is used to generate the
remainder of the sum bits corresponding to the imprecise part.

Figure 2 shows the architectures of some inaccurate adders which feature a carry-
ripple adder structure in the imprecise part with the structure comprising a cascade of
imprecise full adders or dual-bit adders. Though many works in the literature utilized
this approach, there could be a possible drawback associated. If a substantially bigger
imprecise part than the precise part may be affordable in an inaccurate adder (depending
upon the application), the carry may propagate serially in the imprecise part which could
result in a greater propagation delay, even exceeding the maximum propagation delay
of the precise part. The image blending application considered in this work permits the
use of a small precise part and a big imprecise part in an inaccurate adder and in such a
scenario the adder’s speed would be affected. This issue is discussed in the subsequent
sections. Therefore, to avoid the possibility of a serial carry propagation in the imprecise
part of an inaccurate adder that has a cascade of full adders/dual-bit adders, it would be
best to ensure that the carry output of a full adder/dual-bit adder is not dependent on the
carry input but only on the primary inputs. Figure 2a,b shows two such inaccurate adders
namely CEETA [33] and HPETA-II [34], which feature a cascade of imprecise full adders in
the imprecise part, and the carry output of the imprecise full adders only depends on the
adder’s primary inputs. The sum and carry output equations of the imprecise full adders
used in CEETA and HPETA-II are given in Figure 2a,b within the dotted green boxes.

Figure 2c [35] shows an inaccurate adder that uses a cascade of imprecise dual-bit
adders to realize the imprecise part. A dual-bit adder, which is logically equivalent to
two one-bit full adders, adds two input bit pairs at the same time along with any carry
input and produces two sum bits and a carry output. Reference [35] has considered the
use of imprecise dual-bit adders by modifying the logic of a precise dual-bit adder and we
refer to the inaccurate adder presented in [35] as a dual-bit approximate adder (DBAA)
here for reference.

Figure 3 shows another inaccurate adder called SAAR [36], which is a segmented
inaccurate adder. According to SAAR architecture, an N-bit adder is split into accurate
adder segments which may or may not be equal in size. Excepting the least significant
accurate adder segment, the remaining more significant accurate adder segments receive
carry inputs from custom carry generators, as shown in Figure 3. The generalized logic
expression of the carry output produced by a carry generator is also given in Figure 3.

4. Image Blending

We considered an image blending application to analyze and compare the performance
of inaccurate adders versus the accurate adder. We performed blending of two 16-bit
grayscale images in MATLAB (version R2022a) and we utilized the accurate adder and
inaccurate adders discussed in the previous section individually to perform image blending
as illustrated in Figure 4.
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Equation (1) was used to perform image blending. In (1), α is a constant parameter
that is used to decide the extent of each image that should be manifest in the blended image.
To give equal weightage to both the images (i.e., Image_1 and Image_2) in the blending, we
considered α = 0.5. On substituting α = 0.5 in (1), Equation (2) results.

Blended Image = α (Image_1) + (1 − α) Image_2 (1)

Blended Image = 0.5 (Image_1 + Image_2) (2)

The quality of blended images obtained using accurate and inaccurate addition was
evaluated using standard metrics such as the peak signal-to-noise ratio (PSNR) [37] and the
structural similarity index measure (SSIM) [38]. A high PSNR implies less noise/distortion
which is preferable and PSNR is measured in dB. SSIM quantifies the similarity between a
reference image and a target image and a high SSIM is also preferred. SSIM is more relevant
for digital image processing and it varies from decimal 0 to 1 with 0 indicating no match
and 1 indicating a perfect match between the reference and target images.

We used two 16-bit images namely ‘La Silla’ [39] and ‘Black Hole’ [40] from the
European Southern Observatory database to perform image blending. The original size of
the La Silla image is 10,000 × 10,000 pixels and the original size of the Black Hole image
is 7416 × 4320 pixels. The dimensions of these images are huge and so the background
of the images was cropped without affecting the main form or texture of the images and
the two images were reduced in size. When the size of an image is reduced, its spatial
resolution is also reduced and thus the two images were reduced to the same size of 512 ×
512 pixels for faster processing and to perform blending. A further reduction of the image
size (which would also reduce the spatial resolution) was found to affect the information
contained in the images and hence this was avoided. Moreover, the colored images were
converted into grayscale images—this is because, while performing blending, the focus
is on image intensity rather than color. To perform image blending accurately, we used
a 16-bit accurate adder, and to perform image blending inaccurately we used different
16-bit inaccurate adders individually. Since the inaccurate adders shown in Figures 1 and 2
comprise a precise part and an imprecise part, we determined the optimum inaccuracy that
could be incorporated in an inaccurate adder which would be suitable for image blending
through repeated experimentation, i.e., trial-and-error.

In general, an optimum (maximum acceptable) inaccuracy helps to achieve a good
trade-off between sacrifice in output quality and savings in design metrics. A less-than-
optimum inaccuracy can improve the output quality due to relatively fewer errors but
would reduce the maximum savings in design metrics achievable. A more-than optimum
inaccuracy would degrade the output quality due to more errors introduced but would
increase the savings in design metrics achievable over accurate computation. These obser-
vations have been validated for an image reconstruction application in [28]. Given these,
the objective is to ascertain an optimum inaccuracy that would be deemed acceptable for
a practical application. For the image blending application, we found out through trial-
and-error that having a 4-bit precise part and a 12-bit imprecise part in a 16-bit inaccurate
adder represents an optimum inaccuracy for many inaccurate adders and this applies to
the inaccurate adders shown in Figures 1 and 2. The architecture of SAAR is however
different and a 16-bit SAAR portrayed in [36] was considered as it is, which has been
shown in Figure 3.
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Figure 5 shows the ‘Black Hole’ image (referred to as Image_1), the ‘La Silla’ image
(referred to as Image_2) and the blended image obtained using accurate addition. The
results of image blending obtained using inaccurate addition corresponding to an optimum
inaccuracy are shown in Figure 6. In Figure 6, the names of the inaccurate adders and the
respective PSNR and SSIM of the blended images are specified on the top of the images for
quick reference.

Electronics 2022, 11, x FOR PEER REVIEW 9 of 20 
 

 

It can be seen from Figure 6 that the blended images obtained using many inaccurate 
adders are of acceptable quality. As mentioned earlier, it is preferable to have high PSNR 
and particularly high SSIM for an image that reflects the good quality. Given this, from 
Figure 6, it is observed that DBAA achieves the highest PSNR and SSIM compared to its 
counterparts. Based on SSIM, inaccurate adders HERLOA, M-HERLOA and SAAR are 
close to DBAA based on PSNR and SAAR is close to DBAA. Nevertheless, besides output 
quality, the savings in design metrics achieved by an inaccurate adder over an accurate 
adder is also important to consider to determine which inaccurate adder(s) is/are 
preferable from the combined perspectives of output quality and savings in the design 
metrics. In this context, the next section presents the calculated error metrics and the 
estimated design metrics of various inaccurate adders.  

 
Figure 5. Black Hole image (Image_1), La Silla image (Image_2) and the blended image obtained 
using the accurate adder. 

 

Figure 5. Black Hole image (Image_1), La Silla image (Image_2) and the blended image obtained
using the accurate adder.

It can be seen from Figure 6 that the blended images obtained using many inaccurate
adders are of acceptable quality. As mentioned earlier, it is preferable to have high PSNR
and particularly high SSIM for an image that reflects the good quality. Given this, from
Figure 6, it is observed that DBAA achieves the highest PSNR and SSIM compared to its
counterparts. Based on SSIM, inaccurate adders HERLOA, M-HERLOA and SAAR are
close to DBAA based on PSNR and SAAR is close to DBAA. Nevertheless, besides output
quality, the savings in design metrics achieved by an inaccurate adder over an accurate
adder is also important to consider to determine which inaccurate adder(s) is/are preferable
from the combined perspectives of output quality and savings in the design metrics. In
this context, the next section presents the calculated error metrics and the estimated design
metrics of various inaccurate adders.
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5. Error Characteristics and Error Metrics of Inaccurate Adders

Typically, the quality of a blended image obtained using an inaccurate adder is given
higher priority than the savings in design metrics gained by it over the accurate adder. In
this context, this section presents the error characteristics and the calculated error metrics
of various inaccurate adders.

We calculated the error metrics of 16-bit inaccurate adders shown in Figures 1 and 2
corresponding to an optimum inaccuracy, with the inaccurate adders having a 4-bit precise
part and a 12-bit imprecise part, as mentioned earlier. Since SAAR is architecturally different
from the other inaccurate adders, its error metrics were calculated according to the circuit
shown in Figure 3. We calculated two popular error metrics, namely the mean absolute
error (MAE, which is also called the mean error distance) and the root means square error
(RMSE). However, RMSE is a better metric to characterize the extent of signal degradation
in a digital signal processing application [41]. We modeled the high-level functionality of
the accurate adder and various inaccurate adders in Python. A 16-bit adder has a total
of 232 inputs which would be cumbersome to consider. Hence, we supplied a million
randomly generated inputs to the adders and calculated the MAE and RMSE of inaccurate
adders relative to the correct sum produced by the accurate adder. MAE and RMSE were
calculated using Equations (3) and (4), respectively, which are given below.

MAE =
1
M

M

∑
P=1
|InaccuSum(AP, BP)−AccuSum(AP, BP) | (3)

RMSE =

√√√√ 1
M

M

∑
P=1

(InaccuSum(AP, BP)−AccuSum(AP, BP))
2 (4)

In Equations (3) and (4), AccuSum(AP, BP) represents the sum produced by the accu-
rate adder, InaccuSum(AP, BP) represents the sum produced by an inaccurate adder and
the notation (AP, BP) denotes one set of adder inputs. M represents the number of inputs
supplied to the adders for calculation of the error metrics and here, M = 1,000,000.

MAE and RMSE calculated for the inaccurate adders are given in Table 1. The absolute
difference between the sum outputs of inaccurate adders and the sum output of the accurate
adder, corresponding to the inputs applied, is captured in the form of an error distribution
plot which is shown in Figure 7. The error distribution plot shows the magnitude of errors
of the inaccurate adders as a function of their percentage occurrence, corresponding to the
inputs applied. The error distribution plot portrays the error characteristics of inaccurate
adders. MAE and RMSE calculated for the inaccurate adders are also highlighted in
Figure 7. From Table 1, it is seen that SAAR reports the least MAE and RMSE among its
counterparts. This is possible because SAAR, as seen in Figure 3, has a 6-bit significant
accurate adder segment while the other inaccurate adders have a 4-bit significant precise
part corresponding to an optimum inaccuracy. This explains why SAAR features relatively
lesser error occurrences compared to the other inaccurate adders in the error distribution
plot shown in Figure 7.

From Figure 7, it is seen that SAAR features a significantly greater percentage of zero
error occurrences compared to the other inaccurate adders. This is the reason behind SAAR
reporting lesser MAE and RMSE compared to its counterparts in Table 1. In the case of
DBAA, although the percentage of zero error occurrences is lesser compared to SAAR,
nevertheless, the distribution of errors with positive and negative magnitudes is rather
balanced concerning the zero mid-point which is the reason behind the less MAE and
RMSE of DBAA. These explain why SAAR and DBAA were found to yield almost the same
high-quality blended image, as noted in the previous section, which is closely followed by
HERLOA and M-HERLOA. In Table 1, it is seen that M-HERLOA features lesser MAE and
RMSE than HERLOA.
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Table 1. Error metrics (MAE and RMSE) of inaccurate adders.

Inaccurate Adder Mean Absolute Error Root Mean Square Error

LOA 767.82 1023.93
LOAWA 1023.81 1448.09

APPROX5 1024.18 1182.33
HEAA 511.80 723.93

M-HEAA 511.75 660.73
OLOCA 831.75 1105.77

HOERAA 512.13 661.32
CEETA 716.16 1023.25

HOAANED 512.19 661.40
HERLOA 351.65 517.07
HPETA-II 337.99 885.88
COREA 693.85 1026.80

ERCPAA 396.70 570.162
M-HERLOA 337.99 498.41

SAAR 193.23 442.52
DBAA 305.14 511.97
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6. Design Metrics of Accurate and Inaccurate Adders

In this section, we present the physical design metrics of accurate and inaccurate
adders, implemented in FPGA and ASIC design environments. Since the inaccurate adders
discussed in Section 2 are suitable for both FPGA and ASIC type implementations, both
these design platforms were considered for physical realization.

6.1. FPGA-Based Implementation

For an FPGA implementation, we described the accurate 16-bit adder and inaccurate
16-bit adders in Verilog HDL at the behavioral level. The inaccurate 16-bit adders, shown
in Figures 1 and 2, correspond to an optimum inaccuracy, i.e., having a 4-bit precise part
and a 12-bit imprecise part, and the 16-bit SAAR was described as shown in Figure 3. The
high-speed carry logic inherent in an FPGA slice was utilized to realize the high-speed
accurate adder. The precise parts of the inaccurate adders were also realized for high-speed
likewise. All the adders were synthesized and implemented on a Xilinx Artix-7 FPGA
(part: xc7a100tcsg324-3) using the Xilinx Vivado design tool (version 2018.3). A pair of
input registers was provisioned before the adder inputs to eliminate the input-output
routing delay from dominating the adder’s delay. An output register followed the adder
outputs. The Flow_AreaOptimized_high strategy was used for synthesis and the default
implementation strategy was used. The design metrics of the 16-bit accurate adder and
16-bit inaccurate adders are given in Table 2, which include the number of look-up tables
(LUTs) utilized, the number of registers (flip-flops) utilized, delay i.e., minimum clock
period, and the total on-chip power consumption which is the sum of the power consumed
by the clock, signals, logic, and input-output. FPGA-based design metrics were estimated
after placement and routing.

Table 2. Design metrics of accurate and inaccurate adders implemented on a Xilinx Artix-7 FPGA,
estimated after place and route.

Adder Look-Up Tables Registers Delay (ns) Power (W)

Accurate (FPGA) adder 16 49 1.84 0.160

Inaccurate Adders

LOA 16 49 1.60 0.133
LOAWA 16 49 1.60 0.132

APPROX5 5 38 1.60 0.133
HEAA 16 49 1.60 0.135

M-HEAA 6 19 1.60 0.117
OLOCA 6 19 1.60 0.116

HOERAA 6 19 1.60 0.117
CEETA 12 49 1.60 0.140

HOAANED 6 19 1.60 0.117
HERLOA 12 49 1.61 0.134
HPETA-II 16 49 1.60 0.147
COREA 10 31 1.60 0.123

ERCPAA 12 36 1.75 0.125
M-HERLOA 8 25 1.60 0.121

SAAR 16 49 1.68 0.163
DBAA 13 49 1.81 0.144

In general, it is observed from Table 2 that all the inaccurate adders have a reduced
delay compared to the delay of the accurate adder. This is because, considering an optimum
inaccuracy, the precise part of the inaccurate adders shown in Figures 1 and 2 is only of
4-bits size compared to the accurate adder which has a 16-bit precise part. SAAR, shown
in Figure 3, has a critical path comprising a carry generator and a 6-bit accurate adder
segment. Therefore, compared to the accurate 16-bit adder, SAAR is also expected to have
reduced critical path delay, which is found to be true in Table 2. Nevertheless, the speed of
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the inaccurate adders is constrained by the maximum speed of the interconnect in the FPGA
fabric. Since the inaccurate adders have an imprecise part, whose logic is reduced compared
to the accurate adder, this should lead to potential reductions in resource utilization and
power consumption for the inaccurate adders compared to the accurate (FPGA) adder.

From Table 2, we see the accurate (FPGA) adder and some inaccurate adders viz. LOA,
LOAWA, HEAA, HPETA-II and SAAR utilize the same number of LUTs and registers.
However, since the imprecise parts of LOA, LOAWA, HEAA and HPETA-II have reduced
logic compared to the accurate adder, they consume relatively less on-chip power.

Among the inaccurate adders, APPROX5 utilizes the least number of LUTs. This
is because in APPROX5, input bits A10 up to A0 are not used, thus saving 11 registers
compared to the accurate adder and hence APPROX5 consumes less power compared to
the accurate adder. Concerning M-HEAA, OLOCA, HOERAA and HOAANED, sum bits
Sum9 up to Sum0 are fixed as 1 and so input bits A9 up to A0 and B9 up to B0 are not
used. These lead to a combined savings of 30 registers for M-HEAA, OLOCA, HOERAA
and HOAANED compared to the accurate adder, which translates into reductions in their
on-chip power consumption. In the case of M-HERLOA, sum bits Sum7 up to Sum0 are
fixed as 1 and thus input bits A7 up to A0 and B7 up to B0 are not used—these lead to a
combined savings of 24 registers for M-HERLOA compared to the accurate adder resulting
in a reduced on-chip power compared to the accurate adder. CEETA, HPETA-II, SAAR and
DBAA have logic corresponding to all the sum bits in their precise and imprecise parts.
Hence, they utilize the same number of registers as the accurate adder. HPETA-II and
SAAR utilize the same number of LUTs as the accurate adder. Therefore, CEETA, HPETA-II
and DBAA consume greater power than the other inaccurate adders and SAAR is found to
consume slightly more power than even the accurate FPGA adder. This is because SAAR
embeds more logic than the other inaccurate adders since its adder segments are accurate
and besides that, SAAR incorporates two carry generators. SAAR achieves a reduction
in delay by just 8.7% compared to the accurate adder but consumes 2% more power and
utilizes the same number of LUTs and registers as the accurate adder. On the other hand,
DBAA utilizes 19% fewer LUTs than the accurate adder but consumes the same number
of registers. DBAA reports just a 1.6% reduction in delay compared to the accurate adder
which is marginal and it consumes 10% less power than the accurate FPGA adder.

It may be recalled that in Section 4 (referring to Figure 6), it was noted that after SAAR
and DBAA, HERLOA and M-HERLOA are preferable for image blending. HERLOA and
M-HERLOA yielded almost the same quality of the blended image and, from Table 1, it was
noted that M-HERLOA reported reduced MAE and RMSE compared to HERLOA. From
Table 2, we see that M-HERLOA utilizes 33.3% fewer LUTs and 49% fewer registers and
consumes 9.7% less on-chip power compared to HERLOA while having almost the same
delay. This is mainly because the least significant sum bits Sum7 up to Sum0 are fixed as 1 in
M-HERLOA, unlike HERLOA which leads to reductions in logic and on-chip power for the
former compared to the latter. Hence, M-HERLOA is preferable to HERLOA. Compared
to M-HERLOA, SAAR utilizes 100% more LUTs and 96% more registers, has 5% greater
delay, and consumes 34.7% more power. On the other hand, DBAA utilizes 62.5% more
LUTs and 96% more registers, has 13.1% greater delay, and consumes 19% more power
compared to M-HERLOA. Nevertheless, to make an informed judgment about whether M-
HERLOA is more efficient, the design metrics of different inaccurate adders corresponding
to an ASIC type standard cell-based implementation should also be considered and this is
presented next.

6.2. ASIC-Type (Standard Cell-Based) Implementation

Accurate and inaccurate adders were also realized using a 32/28 nm CMOS standard
digital cell library [42]. Since the inaccurate adders shown in Figures 1 and 2 have a
small 4-bit precise part (corresponding to an optimum inaccuracy), their precise part was
synthesized using a ripple carry adder (RCA) structure by describing the precise parts
behaviourally in Verilog HDL. The accurate adder segments of SAAR, shown in Figure 3,
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are small. Hence, they were also synthesized as an RCA. Using an RCA structure helps to
minimize the area and power dissipation of the inaccurate adders. Two accurate adders
were synthesized, namely an accurate 16-bit RCA and an accurate 16-bit carry look-ahead
adder (CLA). RCA typically consumes less area and dissipates less power while being
slow, whereas the CLA is relatively faster but consumes more area and dissipates more
power in comparison. To realize an accurate CLA, a high-speed CLA design presented
in [43] was used where a 16-bit CLA was constructed using four 4-bit CLAs. The accurate
CLA was described in Verilog HDL at the gate level, according to the architecture shown
in [43], and then synthesized. Synopsys Design Compiler was used for synthesis with
the synthesis option specified as ‘compile_ultra’ to synthesize the accurate RCA and the
inaccurate adders; the synthesis option was specified as ‘compile’ with optimization for
high-speed to synthesize the accurate CLA. A test bench comprising several randomly
generated inputs was supplied to the gate-level netlists of accurate and inaccurate adders
at a time period of 2ns (500 MHz) to perform functional simulations and to record their
switching activity, which was subsequently used for power estimation using Synopsys
PrimePower. Synopsys PrimeTime was used to estimate the critical path delay of accurate
and inaccurate adders. A default wire load model was adopted during synthesis and the
total area of the adders including cells area and interconnect area was estimated using
Synopsys Design Compiler. The ASIC-based design metrics i.e., total area, critical path
delay, and average (total) power dissipation of accurate and inaccurate adders estimated
are given in Table 3.

Table 3. Design metrics of accurate and inaccurate adders, implemented using a 32/28 nm CMOS
standard digital cell library.

Adder Area (µm2) Delay (ns) Power (µW)

Accurate Adders

RCA 83.45 1.75 42.93
CLA 250.22 0.77 47.39

Inaccurate Adders

LOA 50.34 0.58 21.12
LOAWA 48.91 0.51 20.36

APPROX5 47.11 0.54 23.61
HEAA 51.79 0.62 21.22

M-HEAA 42.51 0.62 13.07
OLOCA 41.06 0.58 12.97

HOERAA 47.32 0.58 13.77
CEETA 82.90 0.54 29.41

HOAANED 45.45 0.58 13.50
HERLOA 62.62 0.62 22.04
HPETA-II 99.99 0.58 32.06
COREA 53.89 0.51 19.88

ERCPAA 76.07 0.92 22.62
M-HERLOA 47.55 0.62 15.88

SAAR 97.14 0.81 42.10
DBAA 81.91 0.65 37.61

As expected, it is seen from Table 3 that the accurate RCA occupies a lesser area
and dissipates less power than the accurate CLA but the accurate CLA is relatively faster.
From Table 3, it is seen that excepting ERCPAA and SAAR, all the other inaccurate adders
report reductions in all the design metrics compared to the accurate RCA and CLA. This is
mainly because of the small precise part and a relatively big imprecise part affordable in
the inaccurate adders corresponding to an optimum inaccuracy. As a result, many of the
inaccurate adders have reduced logic and a shortened critical path which translates into
reductions in area, power, and delay compared to the accurate adders. The area occupancy
of DBAA is however close to the RCA and this is because its imprecise part is composed of
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dual-bit adders which require more logic. Nevertheless, the critical path of DBAA traverses
through a carry logic present in an imprecise dual-bit adder and a 4-bit RCA, which is
shorter than the critical paths of accurate RCA and CLA. Though the delay of ERCPAA
and SAAR is less than the delay of the accurate RCA, it is not so in comparison with the
delay of the accurate CLA.

Let DXOR2, DAO21, DOR4, DAND4, DFA, DAND2, DOR2 and DAO22 represent the typical
propagation delays of a 2-input XOR gate, an AO21 complex gate, a 4-input OR gate, a
4-input AND gate, a full adder, a 2-input AND gate, a 2-input OR gate and an AO22
complex gate, respectively. Given these, the delay of the accurate 16-bit CLA is expressed
by DCLA = (DXOR2 + DAO21) + 2 × DAO21 + (DOR4 + DAND4 + DXOR2) based on [43]; the
delay of 16-bit ERCPAA is expressed by DERCPAA = 4 × DFA + (DXOR2 + DAND2 + DOR2);
and the delay of 16-bit SAAR is expressed by DSAAR = 6 × DFA + DAO22. Using the typical
propagation delays of gates present in the standard cell library [42], the theoretical delay
(excluding the interconnect delay) of the accurate CLA, ERCPAA, and SAAR was calculated
to be 0.529 ns, 0.579 ns, and 0.572 ns respectively. This shows that the accurate CLA has
less delay than the delays of the inaccurate adders ERCPAA and SAAR and the theoretical
delay calculation tallies with the practical delay estimates of CLA, ERCPAA, and SAAR
given in Table 3.

From Table 3, we see that OLOCA occupies the least area and dissipates the least power
and LOAWA reports the least delay compared to the other inaccurate adders. However,
as seen in Table 1 and Figure 7, OLOCA and LOAWA report high MAE and RMSE and
feature a high number of non-zero error occurrences. Moreover, from Table 2, LOAWA is
found to utilize the same number of LUTs and registers as the accurate FPGA adder. From
Figure 6, we observe that OLOCA and LOAWA yield blended images of somewhat inferior
quality compared to many other inaccurate adders, i.e., the PSNR and SSIM of the blended
image obtained using OLOCA and LOAWA are lesser compared to the PSNR and SSIM of
blended images obtained using other inaccurate adders, namely LOA, HEAA, M-HEAA,
HOERAA, HOAANED, HERLOA, HPETA-II, COREA, SAAR, M-HERLOA, and DBAA.

In Section 4 (Figure 6), SAAR and DBAA were found to yield almost the same high-
quality blended image compared to the other inaccurate adders and this is attributed
to their relatively reduced error metrics and better error characteristics. However, both
HERLOA and M-HERLOA were found to be close to SAAR and DBAA in achieving similar
high-quality blended images (especially in terms of SSIM), as seen in Figure 6. In Table 2,
M-HERLOA was found to be better than HERLOA in terms of utilizing fewer resources and
consuming less power while having the same delay for an FPGA-based implementation.
From Table 3, we see that M-HERLOA occupies 24% less area and dissipates 28% less
power than HERLOA while reporting the same delay for an ASIC-type implementation.
Therefore, it can be concluded that M-HERLOA outperforms HERLOA. Hence, it would
be useful to make a comparison between M-HERLOA and SAAR, DBAA. From Table 3,
we note that compared to SAAR, M-HERLOA occupies 51% less area, reports 23.5% less
delay, and dissipates 62.3% less power. Compared to DBAA, M-HERLOA occupies 42%
less area, reports 4.6% less delay, and dissipates 57.8% less power. Thus, the reductions in
design metrics achieved by M-HERLOA over SAAR and DBAA for an ASIC-type standard
cell-based implementation (as seen in Table 3) and an FPGA-based implementation (as
seen in Table 2) are significant. Since SSIM is an important and more relevant metric for
digital image processing and given that M-HERLOA achieves almost the same SSIM for
the blended image as SAAR and DBAA, and also because the RMSE of M-HERLOA lies
between the RMSE of SAAR and DBAA, thus overall M-HERLOA is found to be preferable
compared to its counterparts for performing image blending.

We also calculated the power-delay product (PDP) of accurate and inaccurate adders
corresponding to FPGA and ASIC type implementations since PDP is a commonly used
figure-of-merit for low power/energy in a digital circuit or system design. Since power and
delay are preferred to be less, PDP is also preferred to be less for a digital logic design. We
performed a normalization by dividing the actual PDP of accurate and inaccurate adders
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with the highest actual PDP corresponding to an (accurate) adder for FPGA and ASIC-based
implementations separately. The normalized PDP plots are shown in Figure 8a,b for FPGA
and ASIC type implementations, respectively, where a normalized PDP value of 1 indicates
a design with an inferior low power figure-of-merit. From Figure 8, it is observed that the
reduction in PDP attained by inaccurate adders compared to the accurate adder is more
significant for ASIC-type implementations compared to FPGA-based implementations.
This is mainly because, as mentioned in Section 6.1, the maximum operating speed of an
inaccurate adder is constrained by the maximum speed of operation permissible in an FPGA
interconnect fabric. However, such a constraint does not manifest for ASIC-type standard
cell-based implementations and so the inaccurate adders report significant reductions in
critical path delay compared to the accurate RCA (and also accurate CLA).
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It was mentioned previously that M-HERLOA is preferable to the other inaccurate
adders from the combined perspectives of quality of blended image, error metrics, and
design metrics. Given this, M-HERLOA is found to achieve a 34.2% reduction in PDP
compared to the accurate adder for an FPGA implementation and an 86.9% (73%) reduc-
tion in PDP compared to the accurate RCA (CLA) for an ASIC type implementation. In
Figure 8a,b, although OLOCA is found to have the least PDP, the quality of the blended
image obtained using OLOCA is not superior to the quality of the blended image obtained
using M-HERLOA, as evident from the PSNR and SSIM values shown in Figure 6. Further,
the error metrics (MAE and RMSE) of OLOCA are higher compared to M-HERLOA, as
seen in Table 1, which is not preferable.

7. Conclusions

This paper analyzed the usefulness of inaccurate addition for digital image blending,
which is commonly used in applications such as photo editing and computer graphics.
Towards this, we considered many inaccurate adders and evaluated their performance in
comparison with the accurate adder. The results showed that certain inaccurate adders
can produce almost the same quality of the blended image as accurate addition while
enabling significant reductions in the design metrics for implementation in FPGA and ASIC
design environments.

Output quality (here, the quality of a blended image), which is dependent upon an
inaccurate adder’s error characteristics, and the savings in design metrics gained by an
inaccurate adder compared to the accurate adder for FPGA and ASIC type implementations
are important to consider in determining a very suitable inaccurate adder. Hence, from
the combined perspectives of the quality of the blended image (especially SSIM as given
in Figure 6), error metrics (especially RMSE as given in Table 1), and the design metrics
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corresponding to FPGA and ASIC type implementations (as given in Tables 2 and 3), it is
inferred that M-HERLOA is preferable to its inaccurate adder counterparts. Corresponding
to an optimum inaccuracy that is deemed acceptable for image blending, M-HERLOA
achieves the following reductions in design metrics compared to the accurate adder: (i)
50% fewer LUTs, 49% fewer registers, 13% reduction in delay, 24.4% reduction in on-chip
power and 34.2% reduction in energy compared to the accurate adder for an FPGA based
implementation and (ii) 43% (81%) reduction in area, 64.6% (19.5%) reduction in delay, 63%
(66.5%) reduction in power and 86.9% (73%) reduction in energy compared to the accurate
RCA (CLA) for a standard cell-based ASIC type implementation.
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