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Abstract: The China Coastal Bulk Coal Freight Index (CBCFI) is the main indicator tracking the coal
shipping price volatility in the Chinese market. This index indicates the variable performance of
current status and trends in the coastal coal shipping sector. It is critical for the government and
shipping companies to formulate timely policies and measures. After investigating the fluctuation
patterns of the shipping index and the external factors in light of forecasting accuracy requirements
of CBCFI, this paper proposes a nonlinear integrated forecasting model combining ARMA (Auto-
Regressive and Moving Average), GM (Grey System Theory Model) and BP (Back-Propagation)
Model Optimized by GA (Genetic Algorithms). This integrated model uses the predicted values of
ARMA and GM as the input training samples of the neural network. Considering the shortcomings
of the BP network in terms of slow convergence and the tendency to fall into local optimum, it
innovatively uses a genetic algorithm to optimize the BP network, which can better exploit the
prediction accuracy of the combined model. Thus, establishing the combined ARMA-GM-GABP
prediction model. This work compares the short-term forecasting effects of the above three models
on CBCFI. The results of the forecast fitting and error analysis show that the predicted values of the
combined ARMA-GM-GABP model are fully consistent with the change trend of the actual values.
The prediction accuracy has been improved to a certain extent during the observation period, which
can better fit the CBCFI historical time series and can effectively solve the CBCFI forecasting problem.

Keywords: CBCFI; combined prediction model; ARMA; GM; GA; BP

1. Introduction

The China (Coastal) Bulk Coal Freight Index (CBCFI) published by the Shanghai
Shipping Exchange reflects the pricing of coastal coal shipping in China [1]. It includes
the daily complex index and spot ratios relating to various routes/kinds of vessels in the
coastal coal service market [2]. CBCFI is used to reflect the changes in the level of bulk
freight in China’s coastal bulk transport market [3]. It can not only reflect the changes in
the level of shipping rates in the coastal bulk market but also objectively reflect the degree
of fluctuations in the transport market. So, it can, to a certain extent, reflect the economic
development of China and the trend of coastal bulk trade. The release of CBCFI helps
the development of the shipping index system in the China coastal coal transportation
market [4]. As the “barometer” of the coastal coal transportation market, the index can
accurately and timely reflect the dramatic and frequent price fluctuations in the coastal
coal transportation market [5]. So, it is essential for shipping operators and investors to
use an effective model to forecast CBCFI accurately when developing relevant strategies.
However, there is a scarcity of analytical studies on the volatility of China’s coastal bulk
cargo market. At the same time, although the existing studies can provide guidance for
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CBCFI prediction, the prediction accuracy of the models is not high enough to accurately
predict CBCFI data with volatility. All of these make it worthwhile and meaningful to
propose an effective method for the accurate prediction of CBCFI.

Scholars worldwide have conducted studies on the potential volatility patterns and
trend forecasting of the shipping index. For example, Chen [6] developed a grey system
theory based on the Baltic dry bulk shipping index forecasting model; Liang et al. [7]
presented a neural network based on the export container shipping index estimation
model; Lian et al. [8,9] constructed the ARMA model to forecast the shipping index,
and demonstrated the applicability of the time series model in index forecasting; Zhou
et al. [10] developed a GARCH model to analyze the seasonality, cyclicality, persistence
and asymmetry patterns of the fluctuations of the coastal container shipping index; Adland
et al. [11] used a nonlinear randomness model to explore the trend of the international
market shipping index; Shan et al. [12] used wavelet analysis and ARIMA model to
forecast China’s export container shipping index. In addition, Li et al. [13] created a
prediction model with BP neural network improved by genetic algorithm and verified that
the improved BP neural network gets higher prediction accuracy and faster convergence
speed than the traditional BP neural network. By analyzing the research methods of the
above scholars, we find that the forecasting methods for CBCFI mainly including: the
ARIMA model, GARCH model, neural network, SVM model, wavelet analysis and so on.
The above models have good guiding significance for CBCFI forecasting research, but there
are also certain shortcomings. First, the GARCH model is based on statistics and theory.
Before building these forecasting models, the non-linear and non-stationary shipping
index need to be smoothed, which will inevitably destroy the intrinsic characteristics
of the shipping index to a certain extent. Second, wavelet analysis is not free from the
constraint of pre-selected basis functions, there is too much subjectivity in the selection of
parameters, and the selection of different parameters produces results that vary greatly and
lack adaptability. Third, the above scholars mostly use a single linear or a nonlinear model
to forecast the shipping index. However, because of the complexity of CBCFI series, these
models are easily influenced by their own characteristics, which can result in a decrease in
forecast credibility.

Considering the shortcomings mentioned above, this paper proposes a combined
ARMA-GM-BP model based on GA optimization for short-term forecasting of CBCFI,
and then presents a BP network optimized by genetic algorithm to simulate nonlinear
combination functions and creates an ARMA-GM-GABP combined forecasting model. First,
we use the ARMA model and GM (1,1) model to take the prediction value of CBCFI for the
given time respectively. Then, these two values are two-dimensionally input into a GA-BP
neural network, the GA-BP neural network model then combines these two predicted
values nonlinearly, predicts its fitting error and further corrects the predicted values, finally
outputs the predicted CBCFI value. In this paper, we innovatively use a genetic algorithm
to optimize the BP network, allowing it to avoid the defects of the BP model and improve
the combined model’s prediction accuracy. The combined model compensates well for
the slow error correction of the ARMA model and the fact that the GM model is only
suitable for predicting sequences that grow monotonically at an approximately exponential
rate. Furthermore, the combined model has a high prediction accuracy and fits the CBCFI
historical time series better.

The paper is organized as follows. Section 1 introduces the research background, liter-
ature review and the significance of this work, including research motivation, knowledge
gap, problem statement and a brief introduction to combinatorial model building. Section 2
provides a theoretical introduction of the models used in this paper and introduces the con-
struction principle of the combined forecasting model. Section 3 builds the models and uses
the ARMA model, the GM (1,1) model and the ARMA-GM-GABP combined forecasting
model to predict the CBCFI values respectively, and then compares the predicting results of
these three models through the error evaluation index. Section 4 reviews the whole paper
and proposes directions for future improvement.
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2. Combination Construction of the Forecasting Model

The CBCFI sequence’s extreme volatility proves the coal transportation market’s
considerable risk. According to data volatility research, CBCFI has complicated nonlinear
properties. And the typical single prediction model has limits in data prediction. Therefore,
on the basis of in-depth research on ARMA, GM and BP models, this paper establishes the
ARMA-GM-GABP nonlinear combination model to predict CBCFI.

2.1. ARMA Model

American statisticians Box and Jenkins proposed the Autoregressive Moving Average
Model as a time series forecasting method [14]. A time series is a collection of continuous
observations of a single variable over a period of time, organized in a time sequence. We
mainly use the autoregressive model (AR model) and moving average model (MA model)
to statistically describe the stochastic nature of time series [15]. Although both the ARMA
and ARIMA models are a hybrid of AR and MA models, their application objects are
different. The ARMA model is used to model stationary time series, while the ARIMA
model is used to model non-stationary time series [16,17]. The term “stationarity of time
series” refers to the fact that the statistical law of time series does not vary over time [18]. It
means that the statistical properties of the random process of time series data that generate
variables do not change. A stationary time series can be regarded as a curve moving up
and down around its mean value [19]. In practical applications, it is necessary to check
whether the time series is stable first. If it is a non-stationary series, it must be smoothed.
After stationary processing, ARMA can analyze these data. The most common expression
of ARMA (p,q) is:

χt = c + ϕ1χt−1 + ϕ2χt−2 + ϕ3χt−3 + . . . + ϕpχt−p + εt + θ1εt−1 + θ2εt−2 + . . . + θqεt−q (1)

In the formula, the first half is the autoregressive part and the non-negative integer
p is the autoregressive order, ϕ1, . . . , ϕp is the autoregressive coefficient, the second half
is the moving average part, the non-negative integer q is the moving average order and
θ1, . . . , θq is the moving average coefficient.

In summary, the ARMA model is built on a smooth time series. Before using the
ARMA model for forecasting, the data used should be pre-processed first to eliminate
periodicity and trendiness and make it meet the smoothness requirements. Then, the
truncated and trailing tails of the autocorrelation and partial correlation functions are
judged to make pattern recognition [20]. The model structure that is most similar to the
change process of the pre-processed data series is selected. After determining the order
of the model by the fixed-order method, use the least squares estimation method to find
the model parameters ϕ and θ. Finally, the model is tested for suitability by determining
whether the residual series of the model is a white noise series. If it passes the test, we can
use this model to predict the value.

2.2. GM Model

In grey system theory, the GM (1,1) model is the most widely used grey dynamic
prediction model. The grey model accumulates the original data to generate a new series
in order to weaken the random terms and increase their regularity. It is mainly used to
fit and estimate the eigenvalues of a single principal element in a complex system [21].
CBCFI has obvious dynamic characteristics and uncertainties, which is consistent with the
characteristics of the gray system [22]. The GM (1,1) model typically uses newly generated
data sequences. Taking the cumulative generation as an example:

1. Suppose the original time series data: X(0) =
(

X1
(0), X2

(0), . . . , Xj
(0), . . . , Xn

(0)
)

;

2. Data accumulation generates a new sequence: X(1) =
(

X1
(1), X2

(1), . . . , Xj
(1), . . . , Xn

(1)
)

,

where x(j)
(1) = ∑

j
i=1 x(i)

(0);
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3. Grade ratio test: Generally, the level ratio of σk
(0) to X(0) and its range are used

to judge whether a high precision GM (1,1) model can be established for a given

sequence. Grade ratio definition: σk
(0) =

x(k−1)
(0)

x(k)(0)
, If σk

(0) ∈ (e−
2

n+1 , e
2

n+1 ) is satisfied,

X(0) can be regarded as the modeling object of GM (1,1);
4. The change trend of the new series is approximately described by the following

differential equation, where a is the development gray level and u is the endogenous
control gray level:

dx(1)

dt
+ ax(1) = u (2)

5. Using the ratio of mean square error and the probability of small error to test the
prediction accuracy of the GM (1,1) model.

As a very important grey forecasting model, the GM (1,1) model has a number of
significant modeling advantages [23]. For example, the theoretical principles of the model
are relatively simple, the model requires fewer sample data and does not require the
sample data to meet specific probability distribution characteristics. At the same time, the
parameter solution of the model is relatively simple, the prediction precision is relatively
high, and the prediction test of the model is relatively simple. As a result, the GM (1,1)
model has now been applied with some success in a number of areas.

2.3. BP Model Improved by GA

There are many unknown variables in the change process of CBCFI, and the neural
network does not need to consider the relationship among variables. As long as the nodes
of the input layer and the output layer are defined, the network system can be trained
continuously until the test accuracy reaches the set value [24].

BP neural networks, also known as back propagation neural networks, are trained
with sample data to continuously modify the network weights and thresholds so that the
error function decreases in the negative gradient direction, approximating the desired
output [25]. The BP neural network model topology consists of an input layer, a hidden
layer and an output layer. The input layer receives the sample and calculates it through
the hidden layer and outputs it through the output layer. When the output value differs
significantly from the expected value, the error is propagated backward and the weights of
each layer are modified by the output layer through the hidden layer. This process repeats
alternately until the error is reduced to an acceptable range or a predetermined number of
training periods are performed. The main components of a predictive model using the BP
neural network algorithm include: the determination of the input samples, the number of
input and output layers and the number of hidden layers [26].

The initial weights and biases of a single BP neural network are completely random.
Although the BP network corrects the initial weights and biases during the training process,
they have a significant impact on the outcome. The basic idea of genetic algorithms is to
simulate the process of biological evolution [27]. It starts from a population that represents
a potential set of solutions to a problem and uses fitness as a basis for evaluating the merits
of individuals. Then, it repeatedly uses selection, crossover and variation operators on
the population so that the population gradually approaches the optimal solution. Genetic
algorithms have strong environmental self-adaptation and self-learning capabilities, and
their highly parallel global search algorithms can overcome the shortcomings of BP neural
networks [28,29]. The combination of genetic algorithms and BP neural network not only
helps to avoid BP neural networks from falling into local minima but also accelerates the
convergence speed of the network and enhances the learning ability and the generalization
ability of the model [30]. Therefore, we use a genetic algorithm to optimize the BP network
to achieve the purpose of efficient solution and global optimization search.

The GA-BP neural network model uses a genetic algorithm to perform a global search
on the range of weights to find the optimal initial weight values and thresholds for the
BP neural network model first. Then the BP neural network model begins the training
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process with the optimal initial weight values and thresholds provided by the genetic
algorithm and approximates the optimal solution to the prediction problem. Finally, this
model outputs the prediction values that achieve the desired prediction accuracy of the
initial setting.

Steps of improving the BP neural network by GA.

• Initialize the population.
• We encode all the weights and thresholds in the network as real numbers. Each

individual is represented by a set of chromosomes with the following chromosome
form: w11, w12 . . . , wij, a1, a2 . . . , al , w11, w12 . . . , wjk, b1, b2 . . . , bm. wij is the connec-
tion weight between the input and hidden layers; a = {a1, a2, . . . , al} is the hid-
den layer threshold; wjk is the hidden layer and output layer connection weight;
b = {b1, b2, . . . , bm} is the output layer threshold. This experiment started with a
population of 100 persons.

• Choose a fitness function.
• The less the absolute value of the error in the BP neural network, the better. The higher

the fitness score in the genetic algorithm, the better. As a result, the fitness function is
the inverse of the BP neural network goal function.

F(x) =

(
m

∑
k=1

√
m

∑
k=1

(
yq

k −Vq
k

)2
)−1

(3)

• Select genes.
• Using the roulette method to choose individuals in the population. Those with high

fitness are chosen to be passed down to the next generation.
• Operation of crossover mutation.
• The basic action of a genetic algorithm is to generate new individuals. The goal is

to improve the coding structure of the individual. The mutation process includes
changing the gene value at some sites of an individual string in the population, which
can lead to the generation of new individuals and allow the genetic algorithm to
perform a local random search.

• Operation on a cyclic basis.
• If the fitness of an individual reaches a certain threshold, or if the fitness of the

individual and group no longer rises, the algorithm can terminate. Otherwise, the
loop will restart at the second stage. We use the connection weights and thresholds
optimized by the genetic algorithm as the initial weights and thresholds. The GA-
BP neural network is trained until the error requirements are met or the maximum
number of training times is reached.

2.4. ARMA-GM-GABP Combined Model Construction

In recent years, combined forecasting models have been increasingly used in forecast-
ing problems because of their general advantage of higher forecasting accuracy compared
to single forecasting models. Normally, there are limitations to the practical application
of a single forecasting model. For example, although the GM (1,1) model is very good at
reducing the volatility of the original modeled data series, there are certain disadvantages
relative to other models in terms of portraying the periodicity and trend of the original
modeled data series. Combined models can be a good way to overcome the shortcomings
of individual prediction models.

In this paper, we consider the construction of the combination model from the follow-
ing aspects. First of all, the success of the combination model depends largely on the choice
of the model. Considering the volatility and periodicity of CBCFI, our work chooses the
ARMA model, which is suitable for linear prediction and has high short-term prediction
accuracy and the GM (1,1) model, which can effectively reduce the volatility of the data.
These two models provide better prediction results than other machine learning models.
The ARMA model captures the periodicity and trend information in the original modeling
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data series, and the GM (1,1) model can effectively reduce the volatility of the original
modeling data series. Then, considering the defects of slow convergence speed and the easy
falling into a local optimum of the BP network, the genetic algorithm is used to optimize the
BP network. This operation significantly improves the convergence speed and convergence
performance of the model and at the same time, it greatly reduces the prediction error
of the model and better exploits the prediction accuracy of the model. Considering the
characteristics of the three models above, we finally choose to combine these three models,
the combined ARMA-GM-GABP prediction model is obtained.

The principle of the nonlinear combination forecasting model refers to the nonlinear
combination of different forecasting methods. The nonlinear function f (x) is:

ŷ = f (x) = f (t1, t2, . . . , tn) (4)

where t(x) (i = 1, 2, . . . , n) represents the prediction results of i-th prediction methods.
The combined forecasting model makes comprehensive use of the advantages of each
single model, so the forecast accuracy of f (x) is higher than that of ti(x). Since a single
hidden layer BP network can arbitrarily approximate a continuous nonlinear function, this
paper attempts to use BP neural networks to model the nonlinear combinatorial prediction
function f (x), so as to achieve the purpose of nonlinear combinatorial modeling and
prediction using the ARMA model and GM (1,1) model. The basic idea of the ARMA-
GM-BP combined forecasting model: First, we obtain the CBCFI prediction values of the
ARMA and grey GM (1,1) models for the given date. Then, we two-dimensionally input
the predicted values into the BP neural network model optimized by the genetic algorithm,
the GA-BP neural network model then combines these two predicted values nonlinearly,
predicts its fitting error and further corrects the predicted values, finally outputs the
predicted CBCFI value. Figure 1 shows the specific process of the combined ARMA-GM-BP
forecasting model.

The specific implementation steps of the combined forecasting model are as follows:

1. Establish an ARMA single-term forecast model to obtain the forecast value t1 = (t11,
t12, ..., t1n) (t1i is the predicted value in the i-th day).

2. Establish a GM (1,1) single prediction model to obtain the predicted value t2 = (t21,
t22, ..., t2n) (t2i is the predicted value in the i-th day).

3. Determine the BP neural network structure according to the number of input and
output parameters of the fitting function: Use the predicted value (t11, t21), (t12,t22)
. . . , (t1m, t2m) of ARMA model and GM (1,1) model as the two-dimensional input
training sample of the BP neural network (m < n), the number of input nodes is 2. Use
ri = (r1, r2, . . . , rm) as an output target (where ri is the true CBCFI value at day i), the
number of the output node is 1.

4. Attempt to use genetic algorithms to improve the weight and threshold of the BP
neural network. First, we use the fitness function to calculate the individual fitness
value, then use selection, crossover and mutation operations to determine the optimal
fitness value corresponding to persons.

5. Initial weight and threshold assignment to the network using a genetic algorithm to
obtain the optimal individual, and then we use the trained combination model to
predict the test sample (t1m+1, t2m+1) . . . , (t1n, t2n). Predict the CBCFI for the test date
and compare it with the true value to test the prediction ability of the network.
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Figure 1. Structure of the ARMA-GM-GABP combined model.

3. Empirical Analysis

In this paper, we use the China Coastal Bulk Coal Freight Index from January 2014
to November 2019 as the sample. This work set the data from January 2014 to July 2019
as the training set and the data from August to October 2019 as the test set. The training
set contains 2038 data and the test set contains 61 data. Then, we use November 2019 data
as the forecast set to conduct a comparative analysis of forecast accuracy based on three
models, the ARMA model, GM model and ARMA-GM-GABP combination model.

3.1. Data Volatility Analysis

Figure 2 depicts the trend of CBCFI in the sample range. The figure shows that
the CBCFI data fluctuate greatly and there is a phenomenon of sharp rise and fall.
In addition, the data show obvious fluctuation clustering characteristics, the larger
changes are relatively concentrated in one period, while the smaller changes are relatively
concentrated in another period.
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Figure 2. Historical data of CBFI.

The large volatility of CBCFI data is mainly caused by comprehensive changes in
the shipping market’s capacity and turnover in different periods. Since 2014, the growth
rate of coal demand has slowed down, leading to oversupply in the charter market. The
overall trend of the domestic coastal coal shipping market is sluggish, and CBCFI continues
to bottom out. Coal transport prices remained low in 2015, shipping rates were able to
rebound sharply in May due to a significant reduction in coal imports and a significant
reduction in domestic coal prices. In December 2017, due to the accelerated pace of coal
reserves in power plants in winter and the obstacles to shipping capacity in the northern
region, shipping rates have jumped, reaching their highest value in recent years, which is
1706.2. The increase in hydropower squeezed coastal thermal power production in July
2019, prompting a reduction in coal consumption by high-energy-consuming enterprises,
making coal pulling less active, but then, affected by typhoons and a lack of capacity supply
in the market, supporting higher freight prices.

Table 1 shows the descriptive statistical characteristics of the mean, standard deviation,
kurtosis and JB statistic of the CBCFI data within the sample interval. The skewness is
1.046825 > 0, the kurtosis is 4.349061 > 3 and the probability p corresponding to the JB
statistic is 0, which shows that the data have a clear spike-right skew, a large deviation
from the normal distribution, and a spike and fall situation.

Table 1. Statistics characteristics of sample.

Parameter Eigenvalues

Mean 719.7643
Standard deviation 231.9314

Skewness 1.046825
Kurtosis 4.349061

JB statistics 371.9415
p value 0.000000

3.2. Predicting from ARMA Model

First, we establish the ARMA prediction model. It can be seen from Figure 2 that the
CBCFI data fluctuate greatly in the selected sample interval, and the changing trend shows
a non-stationary state. In order to eliminate the instability of the coal shipping index, we
choose the daily return rate of the index as the research object. The daily return rate of the
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index adopts the calculation formula of the logarithmic return rate, and the daily return
rate of CBCFI is expressed as:

RCBCFI = lnCBCFIt − lnCBCFIt−1 (5)

In the above formula, RCBCFI is the daily return on CBCFI after first order logarithmic
differencing, CBCFIt is the daily coal freight index corresponding to day t, and CBCFIt−1 is
the daily coal shipping index corresponding to day t − 1. After the first-order logarithmic
difference processing, the change trend of CBCFI’s daily return is shown in Figure 3.
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Figure 3. Historical data of CBFI return series.

We use the ADF method to test whether RCBCFI is stationary. The T statistic is
−15.97711 less than the critical value of 1% of the significance level −2.566702. The
concomitant probability is 0.0000, indicating that the RCBCFI sequence does not have a
unit root and is a stationary sequence, which is suitable for constructing the ARMA forecast
model. By analyzing the statistical characteristics of the autocorrelation function and partial
autocorrelation function, we preliminarily determine that there are two preselected models,
ARMA (1,1) and ARMA (1,2).

Our work sequentially tests the two preselected models from the low level. It can
be seen from the comparison of model statistics and T test results in Table 2 that the
ARMA (1,2) model has passed the T test, and all indicators are overall better than the
ARMA (1,1). Therefore, the ARMA (1,2) model is determined as the optimal prediction
model. Then we perform an autocorrelation test on the estimated ARMA (1,2) model
residuals. It is found that the autocorrelation functions of the samples are all within the
95% confidence interval, and the corresponding probability p values of the Q statistic
are far greater than the test level of 0.05. Therefore, it is considered that there is no
autocorrelation in the residual sequence of the model ARMA (1,2) estimation results,
that is, the model construction is reasonable.
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Table 2. Parameter estimation results of ARMA model.

Preselected Model Variable Coefficient Standard Error t Value p Value R2 AIC Value SC Value

ARMA
(1,1)

AR(1) 0.708 0.034 31.298 0.000 0.708 −5.796 −5.788MA(1) 0.389 0.041 13.056 0.000

ARMA
(1,2)

AR(1) 0.632 0.033 18.396 0.000
0.711 −5.801 −5.793MA(1) 0.489 0.040 11.952 0.000

MA(2) 0.141 0.037 3.786 0.000

3.3. Predicting from GM Model

According to the modeling steps of the GM model, we first test the original CBCFI
sequence for extreme ratios. The test results find that the extreme ratios of the sequence
are included in the required range and meet the modeling requirements. Then we use
MATLAB software to write a program and train the model to obtain the GM (1,1) model
parameters a = 0.0393, µ = 758.8001. The model prediction formula is:

x(1)k+1 = −18605.2106e−0.0393k + 19307.8906 (6)

To test the prediction accuracy of the above model, we use the formula C = S2
S1

, S2 =

1
n ∑n

k=1

(
xk

(0) − x
)2

and S2
2 = 1

n−1 ∑n
k=2(ε(k)− ε)2 to calculate the mean square error

ratio C of the model, where ε(k) is the difference between the original sequence and the
predicted sequence; ε is the average of the residual sequence ε(k); S1 and S2 are the standard
deviations of the original series and the residual series respectively. The calculation result
shows the mean squared error ratio C = 0.02097 < 0.35. Then we continue to use the
formula P = {|ε(k)− ε| < 0.6745S1} to calculate the probability of small error p = 1 > 0.95.
Finally, we refer to the gray prediction accuracy test grade standard table to know that the
above model has passed the test, which is the better model with level 1.

3.4. ARMA-GM-GABP Combined Model Prediction

According to the previous analysis, we use the BP neural network optimized by GA
to simulate the nonlinear function. The number of nodes in the input layer is 2 and the
number of nodes in the output layer is 1. In this paper, the number of hidden layer neurons
affects the model fitting effect and calculation time. According to the empirical formula
h =
√

m + n + α, the number of hidden layer neurons h is preliminarily determined, where
m is the number of input layer nodes, n is the number of output layer nodes and α is an
adjustment constant between 1–10. After calculation, it is found that h is between 2 and 11.
After investigating the effect of BP training with different hidden layers, we check the effect
for each BP prediction result with the test group data and calculate the difference between
the fitted value and the corresponding actual value. The results show that when the number
of neurons is 5, the fitting effect of the neural network is better and the calculation time is
shorter. Therefore, our work selects the 2-5-1 BP network prediction model. The activation
function of the hidden layer is the tansig function, and the activation function of the output
layer is the purelin function. The number of training times is 1000, and the error setting
is 0.0001.

GA uses real number coding. Based on Equation l = n1× n2 + n2×m+ n2 +m, where
n1 is the number of neurons in the input layer, m is the number of neurons in the output
layer, and n2 is the number of neurons in the hidden layer, we can calculate the length of
each individual code l is 21.The initial population size of the experiment is 100. We select
the inverse of the BP neural network objective function as the fitness function. The selection
operation uses the roulette method, the crossover operation uses the two-point arithmetic
crossover method, the mutation operation uses the basic bit mutation method, and the
number of iterations is 600. Finally, the 2-5-1 BP neural network with the best fit is found
through iterative training and is used to predict the CBCFI values for November 2019.
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3.5. Analysis of the Predicting Results

Figure 4 shows the prediction results of the ARMA model, Figure 5 shows the GM
model prediction results and Figure 6 shows the prediction results of the combined model.
It can be seen from the prediction fitting that the prediction result of the ARMA model can
reflect the changing trend of the actual CBCFI value to a certain extent, but when the data
change greatly, a big error will occur. At the same time, after an error occurs, it takes at
least two units of time to correct it. For data with large fluctuations, the ARMA model will
cause the predicted data to be too big or too small. The prediction of the GM model shows
that it is suitable for approximating the prediction of exponential growth, so the prediction
value is credible under the premise of no large data fluctuations. Therefore, the GM model
is suitable for data prediction of wavelet motion. For data with large fluctuations, there
is a big error between the predicted results and actual values in most cases. Through the
ARMA-GM-GABP combined model, the trend of the predicted sequence is close to the
actual sequence, and the correction time after an error in the forecast is no more than 1
time unit. Compared with the ARMA model and the GM model, the prediction accuracy is
greatly improved.

Electronics 2022, 11, 2732 11 of 16 
 

 

network prediction model. The activation function of the hidden layer is the tansig func-
tion, and the activation function of the output layer is the purelin function. The number 
of training times is 1000, and the error setting is 0.0001. 

GA uses real number coding. Based on Equation 𝑙 = 𝑛 × 𝑛 + 𝑛 × 𝑚 + 𝑛 +  𝑚 , 
where 𝑛  is the number of neurons in the input layer, 𝑚 is the number of neurons in the 
output layer, and 𝑛  is the number of neurons in the hidden layer, we can calculate the 
length of each individual code 𝑙 is 21.The initial population size of the experiment is 100. 
We select the inverse of the BP neural network objective function as the fitness function. 
The selection operation uses the roulette method, the crossover operation uses the two-
point arithmetic crossover method, the mutation operation uses the basic bit mutation 
method, and the number of iterations is 600. Finally, the 2-5-1 BP neural network with the 
best fit is found through iterative training and is used to predict the CBCFI values for 
November 2019. 

3.5. Analysis of the Predicting Results 
Figure 4 shows the prediction results of the ARMA model, Figure 5 shows the GM 

model prediction results and Figure 6 shows the prediction results of the combined model. 
It can be seen from the prediction fitting that the prediction result of the ARMA model 
can reflect the changing trend of the actual CBCFI value to a certain extent, but when the 
data change greatly, a big error will occur. At the same time, after an error occurs, it takes 
at least two units of time to correct it. For data with large fluctuations, the ARMA model 
will cause the predicted data to be too big or too small. The prediction of the GM model 
shows that it is suitable for approximating the prediction of exponential growth, so the 
prediction value is credible under the premise of no large data fluctuations. Therefore, the 
GM model is suitable for data prediction of wavelet motion. For data with large fluctua-
tions, there is a big error between the predicted results and actual values in most cases. 
Through the ARMA-GM-GABP combined model, the trend of the predicted sequence is 
close to the actual sequence, and the correction time after an error in the forecast is no 
more than 1 time unit. Compared with the ARMA model and the GM model, the predic-
tion accuracy is greatly improved. 

 
Figure 4. Comparison between forecasting result of ARMA model and real value. Figure 4. Comparison between forecasting result of ARMA model and real value.

Electronics 2022, 11, 2732 12 of 16 
 

 

 
Figure 5. Comparison between forecasting result of GM model and real value. 

 
Figure 6. Comparison between forecasting result of ARMA-GM-GABP model and real value. 

In order to comprehensively assess the forecasting performance of the ARMA-GM-
GABP combined model, we use the following four indicators as the assessment criteria: 
Mean Absolute Error (MAE), Root Mean Square Error (RMSE), Hill Inequality Coefficient 
(TIC) and Absolute Error (AE). MAE is used to evaluate the predictive effect of the smooth 
part of the CBCFI, RMES is used to evaluate the predictive effect of the high values in the 
CBCFI, and TIC and AE are used to evaluate the predictive power of the model and the 
degree of model fit. These four indicators are used to test the prediction accuracy of each 
model. The lower these four values, the lower the prediction error. Compared to other 
evaluation indicators, these four indicators can provide a more accurate assessment of the 
model’s prediction of the high part, the smooth part and the overall trends of the CBCFI. 
Therefore, it is very suitable to use these assessment indicators for evaluating the predic-
tive effectiveness of the volatile CBCFI. The calculation formula is as follows: 

ˆ=AE t tE x x−   (7)

600

650

700

750

800

850

900

Fr
ei

gh
t I

nd
ex

/P
oi

nt

Time Frame/Day

实际值

ARIMA-GM-GABP模型

Actual value
ARMA-GM-GABP model

Figure 5. Comparison between forecasting result of GM model and real value.



Electronics 2022, 11, 2732 12 of 15

Electronics 2022, 11, 2732 12 of 16 
 

 

 
Figure 5. Comparison between forecasting result of GM model and real value. 

 
Figure 6. Comparison between forecasting result of ARMA-GM-GABP model and real value. 

In order to comprehensively assess the forecasting performance of the ARMA-GM-
GABP combined model, we use the following four indicators as the assessment criteria: 
Mean Absolute Error (MAE), Root Mean Square Error (RMSE), Hill Inequality Coefficient 
(TIC) and Absolute Error (AE). MAE is used to evaluate the predictive effect of the smooth 
part of the CBCFI, RMES is used to evaluate the predictive effect of the high values in the 
CBCFI, and TIC and AE are used to evaluate the predictive power of the model and the 
degree of model fit. These four indicators are used to test the prediction accuracy of each 
model. The lower these four values, the lower the prediction error. Compared to other 
evaluation indicators, these four indicators can provide a more accurate assessment of the 
model’s prediction of the high part, the smooth part and the overall trends of the CBCFI. 
Therefore, it is very suitable to use these assessment indicators for evaluating the predic-
tive effectiveness of the volatile CBCFI. The calculation formula is as follows: 

ˆ=AE t tE x x−   (7)

600

650

700

750

800

850

900

Fr
ei

gh
t I

nd
ex

/P
oi

nt

Time Frame/Day

实际值

ARIMA-GM-GABP模型

Actual value
ARMA-GM-GABP model

Figure 6. Comparison between forecasting result of ARMA-GM-GABP model and real value.

In order to comprehensively assess the forecasting performance of the ARMA-GM-
GABP combined model, we use the following four indicators as the assessment criteria:
Mean Absolute Error (MAE), Root Mean Square Error (RMSE), Hill Inequality Coefficient
(TIC) and Absolute Error (AE). MAE is used to evaluate the predictive effect of the smooth
part of the CBCFI, RMES is used to evaluate the predictive effect of the high values in the
CBCFI, and TIC and AE are used to evaluate the predictive power of the model and the
degree of model fit. These four indicators are used to test the prediction accuracy of each
model. The lower these four values, the lower the prediction error. Compared to other
evaluation indicators, these four indicators can provide a more accurate assessment of the
model’s prediction of the high part, the smooth part and the overall trends of the CBCFI.
Therefore, it is very suitable to use these assessment indicators for evaluating the predictive
effectiveness of the volatile CBCFI. The calculation formula is as follows:

EAE = |x̂t − xt| (7)

EMAE =
1
n ∑

t=N
|x̂t − xt| (8)

ERMSE =

√√√√ ∑
t=N

(x̂t − xt)
2

N
(9)

ETIC =

√
∑

t=N
(x̂t−xt)

2

N√
∑

t=N
x̂t

2

N +

√
∑

t=N
xt

2

N

(10)

In the above formula: x̂t is the predicted value of CBCFI; xt is the actual value of
CBCFI; N is the data sample size.

The comparative analysis of predictive indicators of these three models ARMA, GM
and ARMA-GM-GABP is shown in Table 3 and Figure 7. The test results show that:

• The MAE of the combined ARMA-GM-GABP forecasting model is 5.8780, a decrease
of 44.16% compared to the ARMA model and 67.37% compared to the GM (1,1) model.
This suggests that the ARMA-GM-GABP model has improved the prediction of the
smooth part of the CBCFI series.

• The RMSE of the combined ARMA-GM-GABP forecasting model is 8.5889, a decrease
of 42.25% compared to the ARMA model and 60.1% compared to the GM (1,1) model.
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It shows that the prediction accuracy of the high-value part of the model is then
significantly improved.

• The combined ARMA-GM-GABP forecasting model has improved the predictive
ability and fits of the CBCFI with a TIC of 0.0053, a decrease of 42.4% compared to
the ARMA model and 60.15% compared to the GM (1,1) model. It shows that the
combined ARMA-GM-GABP forecasting model has better forecasting ability compared
to other models.

• From Figure 7, we can find that the AE curve of the combined model is the lowest in
the vast majority of cases. There are only four instances where it is not the lowest and
will correct to be the lowest within a unit of time.

Table 3. Forecasting index of three models.

Predictive Model EMAE ERMSE ETIC

ARMA 10.5260 14.8729 0.0092
GM 18.0132 21.5242 0.0133

Combined 5.8780 8.5889 0.0053
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All of the above suggests that the ARMA-GM-GABP combined model is more suitable
for CBCFI forecasting than the ARMA model and the GM (1,1) model.

4. Conclusions

In this paper, we select CBCFI as the research object. First of all, our work uses ARMA
model prediction. ARMA model is the most commonly used model to deal with time series.
By fitting the linear characteristics of the time series, it can often get good results. However,
for the CBCFI, which is a noisy and non-smooth series, the linear analysis alone does not
give a good result. Second, we use the GM (1,1) model, which is the most widely used
grey dynamic prediction model in grey system theory. Only a few prediction values of
this model have relatively small errors, but the other prediction values can only reflect
the growth trend of the data series to a certain extent, and the prediction accuracy is
relatively low.

In response to the large fluctuations in the CBCFI, which contains noise and the series
itself is non-linear and non-stationary. This paper establishes a combined ARMA-GM-
GABP forecasting model to forecast the CBCFI. The empirical analysis results show that the
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ARMA-GM-GABP combined model has the following advantages compared to traditional
forecasting models:

• Effective capture of trend information.
• ARMA model can capture the periodicity and trend information of the original data

series well. Therefore, using the predicted data from the ARMA model as input to
the GABP model allows the combined model to more accurately predict trends of the
CBCFI.

• Noise reduction.
• The GM (1,1) model allows for effective noise reduction of the original CBCFI series,

providing stable input data for the GA-BP prediction model.
• Better prediction and accuracy.
• Compare to the ARMA model and GM (1,1) model, the MAE and RMESE of the

combined ARMA-GM-GABP forecasting model decreased by 67.37% and 60.09%,
respectively. Its prediction error is significantly smaller than that of the ARMA model
and GM (1,1) model.

• General predictive applicability.
• The combined ARMA-GM-GABP forecasting model is constructed based on the CBCFI

series in the years since 2014. Due to the extreme volatility of CBCFI over this time
period, the ARMA-GM-GABP combined forecasting model is trained to have general
predictive applicability to CBCFI over different time periods.

Above all, the ARMA-GM-GABP combined model can make up for the deficiency of
the single prediction models. It has good modeling and prediction advantages for dealing
with the original modeling data with volatility, periodicity and trend, so the model has good
prediction performance. The ARMA-GM-GABP combined model provides scientifically
accurate forecasts of the CBCFI, which can support the government and relevant depart-
ments in better macroeconomic regulation and control and enable relevant enterprises and
participants in the coastal shipping market to better obtain market information and grasp
market dynamics. The areas for improvement of the combined forecasting model include:
(1) Optimization of single-term models ARMA and GM; (2) Considering the selection of
models with better forecasting effects as single-term forecasting models. In the future, as
our research progresses, we will try to improve the combined model and extend it to other
shipping indices, in order to further verify the validity and practicality of the model in
practical applications, and provide support for shipping market operators and investors to
better grasp market trends and formulate strategies.
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