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Abstract: Autonomous maneuver decision by an unmanned combat air vehicle (UCAV) is a critical
part of air combat that requires both flight safety and tactical maneuvering. In this paper, an
unmanned combat air vehicle air combat maneuver decision method based on a proximal policy
optimization algorithm (PPO) is proposed. Firstly, a motion model of the unmanned combat air
vehicle and a situation assessment model of air combat was established to describe the motion
situation of the unmanned combat air vehicle. An enemy maneuver policy based on a situation
assessment with a greedy algorithm was also proposed for air combat confrontation, which aimed
to verify the performance of the proximal policy optimization algorithm. Then, an action space
based on a basic maneuver library and a state observation space of the proximal policy optimization
algorithm were constructed, and a reward function with situation reward shaping was designed for
accelerating the convergence rate. Finally, a simulation of air combat confrontation was carried out,
which showed that the agent using the proximal policy optimization algorithm learned to combine a
series of basic maneuvers, such as diving, climb and circling, into tactical maneuvers and eventually
defeated the enemy. The winning rate of the proximal policy optimization algorithm reached 62%,
and the corresponding losing rate was only 11%.

Keywords: air combat; maneuver decision; deep reinforcement learning; reward shaping

1. Introduction

As a critical part of modern war, air combat intensively embodies the trend that
emerging technologies are widely applied in war. Autonomous decision by an unmanned
combat air vehicle (UCAV) is one of the main research directions in air combat. In the 1960s,
the National Aeronautics and Space Administration (NASA) began an experiment using
artificial intelligence (AI) to replace human pilots in making air combat decisions [1,2]. In
2016, Psibernetix Inc., Air Force Research Laboratory and University of Cincinnati, disclosed
an AI called ALPHA, which controls the flights of UCAVs in air combat missions [3]. In
2019, the Defense Advanced Research Project Agency (DARPA) kicked off the Air Combat
Evolution program (ACE), which is aimed at developing trusted, scalable, human-level,
AI-driven autonomy for air combat [4].

The main advantages of UCAV autonomous air combat are as follows: improving the
combat level of the pilot by man–machine confrontation training; easing the operational
pressure of the pilot with decision support in air combat; reducing training time, costs and
casualties by autonomous air combat or human–machine collaborative combat.

The theory and technology regarding autonomous air combat maneuver decision have
been evolving in recent years. Traditional research methods include game theory, expert
system and optimization theory.

Differential game theory is a typical representative air combat maneuver decision
method based on game theory. Differential game of pursuit and evasion was introduced
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by Isaacs [5]. Sufficient conditions of qualitative differential game, which assure the termi-
nation of a particular target of a pursuit–evasion problem, were derived by Leitmann [6].
A differential game theory-based maneuver algorithm following a hierarchical decision
structure was developed in [7]. The algorithm establishes a scoring function matrix com-
puted from the relative geometry, relative distance and velocity of two aircrafts, and then
it performs a scoring function matrix calculation based on differential game theory to
determine the optimal maneuvers in a dynamic and challenging combat situation. The
combat results and maneuvers under the controlled computation environment are similar
to those of real air combat.

A rule-based expert system, which needs less effort to engineer and possesses high
interpretability, constructs production rules with predicate logic similar to IF–ELSE–THEN.
An air combat decision expert system was established in [8]. The system matches collected
air combat situation information with the rules in an expert knowledge base, and then it
outputs corresponding strategies. A systematic decision method based on an expert system
was proposed in [9]. The method designs a maneuver selection auxiliary system, which is
composed of a knowledge base, tactical planner, maneuver method selector, execution plan-
ner, special case processor and man–machine interface. The knowledge base is constructed
according to expert evaluation of air combat decision. The other parts of the system are
mainly constructed by fuzzy logic. This method can assist pilots in realizing the poten-
tial combat capability of the aircraft and meet the operational performance requirements
within time limits. In [10], a rule base was established according to potential air combat
situations faced by UCAVs, and the constraints of air combat decision were set with a priori
knowledge. In [11], an evolutionary expert system tree method was proposed to solve the
problem that traditional expert systems are unable to be applied in unexpected situations.

An air combat decision method based on an optimization algorithm formalizes
decision-making problems into multiobjective optimization problems. In [12], a Bayesian
inference-theory-based air combat situation assessment was calculated to adjust the weights
of the maneuver decision factors. Functions based on fuzzy logic of the maneuver decision
factors were established to enhance the robustness and effectiveness of the decision results.
The simulation results demonstrated the intensity of the air combat game and displayed
the drawbacks of an element maneuver method. An intelligent tactical aid decision system
based on linear discriminant analysis (LDA) and improved glowworm swarm optimization
(IGSO) was proposed in [13]. The simulation results showed that the LDA-IGSO-ELM
algorithm can quickly and accurately solve the problem of threat assessment and provide
effective support for firepower allocation and maneuver decision. The biological immune
system protects the body against intruders by recognizing and destroying harmful cells
or molecules. Inspired by this, [14] employed the genetic algorithm and evolutionary
algorithm to imitate the immune mechanism to select and construct air combat maneuvers.
The test results demonstrated the potential of immunized maneuver selection in terms of
constructing effective motion-based trajectories over a relatively short (1–2 s) period of time.
Reference [15] modeled air combat based on optimal control and game theory and then
transformed dual aircraft air combat into an optimization problem using parameterized
curves. The problem was then solved with a moving time horizon scheme to generate
optimal strategies for the aircraft. The results from different scenarios showed that the
method is capable of providing solutions in air combat for autonomous aerial vehicles.

Traditional air combat decision methods require accurate modeling of a complex and
changeable air combat process, which is usually difficult to achieve. With the expansion of
the decision space, it is also faced with dimension explosion, which leads to difficulties in
solving problems and low real-time performance. Emerging research methods represented
by deep reinforcement learning (DRL) train an agent through a trial-and-error mechanism,
which removes accurate modeling and generates maneuver decision with data based on a
neural network to improve solution efficiency [16].

The feasibility of autonomous maneuver decision based on reinforcement learning (RL)
was proved in [17]. However, motion of UCAVs was only considered in the 2D plane, and
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research on the motion of UCAVs in the 3D space was lacking in the paper. An intelligent
tactical decision method based on a deep Q-learning network (DQN) was proposed in [18].
In order to verify the validity of the method, an enemy based on Min-Max algorithm was
also designed. The simulation results showed that the decision-making performance of
the DQN approach was quicker and more effective than the Min-Max recursive approach.
However, velocity was not considered as a feature vector in the input of the neural network,
which may have affected the convergence rate of the method. In [19], a heuristic Q-network
method was proposed to improve the efficiency of reinforcement learning, which realizes
self-learning of air confrontation maneuver strategy and, finally, helps the fighters make
reasonable maneuver decisions independently under different air confrontation situations.
However, similar to [17], the influence of changes in altitude on the motion of UCAVs
was not considered. In [20], an autonomous maneuver decision model based on a deep
Q network was proposed for UCAVs in short-range air combat; however, velocity and
angles were coupled in the definition of an air combat situational advantage, which may
interfere in the process of learning optimal strategies with a reward function. A novel
maneuver strategy generation algorithm based on a state-adversarial deep deterministic
policy gradient algorithm was proposed in [21], but the experimental results in the paper
only proved the effectiveness of the algorithm in the 2D plane.

There are two main inadequacies in the existing research on air combat maneuver
decision based on deep reinforcement learning: one is that the training environment of the
agent is different from actual air combat, which limits the application of the research results;
the other is that factors affecting air combat are not fully considered, which affects the
learning efficiency of the agent. In this paper, a novel UCAV air combat maneuver decision
method based on a proximal policy optimization algorithm (PPO) [22] is proposed. Firstly,
a general UAV short-range air combat confrontation framework was established including
a motion model of a fixed-wing aircraft and a situation assessment model of air combat. In
order to verify the effectiveness of the method, an enemy maneuver strategy based on a
greedy algorithm was designed. Then, the action space based on a basic maneuver library
and the state observation space of the agent were constructed. The maneuver policy was
generated by training with the PPO algorithm. A reward function, based on situation
reward shaping, was designed for accelerating the convergence rate of the algorithm.
Finally, simulations of one-to-one, short-range air combat in stochastic situations were
carried out to verify the effectiveness of the PPO algorithm. The winning rate of the PPO
algorithm reached 62%, and the corresponding losing rate was only 11%. The results of the
simulations showed that the maneuver decision method proposed in this paper can enable
UCAVs to learn the maneuver policy autonomously and defeat the enemy.

The paper is arranged as follows: the general UCAV short-range air combat con-
frontation framework is constructed in Section 2; the agent training method based on deep
reinforcement learning is designed in Section 3; the simulation analysis is performed in
Section 4; Section 5 summarizes the research.

2. Air Combat Confrontation Framework

In this section, the simulation environment of general UCAV short-range air combat is
constructed, which mainly included a UCAV motion model, air combat situation assessment
model, and enemy maneuver strategy based on the situation assessment. The UCAV
motion model provides a research object for air combat maneuver decision. The air combat
situation assessment model is the basis for evaluating the advantages and disadvantages of
the air combat maneuver decision, and the enemy maneuver strategy based on the situation
assessment adds antagonism to the air combat simulation environment and serves as a
training opponent to verify the effectiveness of the air combat maneuver decision based on
deep reinforcement learning.
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2.1. Unmanned Combat Air Vehicle Motion Model

The velocities and positions of UCAVs are the main factors that affect short-range
air combat. Therefore, a three degrees of freedom model for a fixed-wing aircraft was
employed in this paper, which not only reflected the air combat situation but also improved
the simulation’s efficiency. Considering that the angle of attack and the angle of sideslip
are so small that the two angles can be ignored, a dynamic model of a UCAV in the NED
(north-east-down) coordinate system can be expressed as [23]:

.
x = v cos γ cos ψ
.
y = v cos γ sin ψ
.
z = −v sin γ
.
v = g(nx − sin γ)
.
γ = g

v (nz cos φ− cos γ)
.
ψ = g sin φ

v cos γ nz

, (1)

where p = [x, y, z] represents the position, and the flight altitude of the UCAV is h = −z.
.
x,

.
y and

.
z denote the north velocity, the east velocity and the vertical velocity, respectively; v

represents the airspeed; γ and ψ denote the angle of climb and the azimuth angle of the
flight path; respectively. The state variable s is:

s =
[

x, y, z, v, γ, ψ,
.
x,

.
y,

.
z,

.
v,

.
γ,

.
ψ
]
. (2)

where u = [nx, nz, φ] is the control input of a UCAV; nx is the longitudinal overload, and its
direction is consistent with the direction of the velocity vector; nz is the normal overload,
and its direction is consistent with the direction of the lift; φ is the roll angle with the
velocity vector as the axis, and its definition conforms to the right-hand rule. The velocity
magnitude can be changed by nx, and the velocity direction can be changed by nz and φ.
Therefore, the desired maneuvers of a UCAV can be achieved with an appropriate u in
theory. Considering the real conditions of the short-range air combat environment and the
limited maneuverability of a UCAV, several limitations were set, [x, y] ∈

[
−2× 104, 2× 104]

m and z ∈
[
−2× 104,−1× 102] m; v ∈ [100, 600] m/s; nx ∈ [−5, 5] and nz ∈ [−5, 5]. The

parameters of the UCAV motion model are shown in Figure 1.

Figure 1. UCAV motion model.

2.2. Air Combat Situation Assessment Model

An air combat situation can be understood as qualitative or quantitative descriptions
of various indicators of UCAVs including the position, velocity, firepower and relative
position and velocity difference between UCAVs. The air combat situation is dynamic so
that the descriptions in different evaluation systems may be different.

The geometry between two UCAVs can be determined by the relative angle and
distance in the short-range air combat. The geometry of air combat is shown in Figure 2.
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The red aircraft represents the UCAV trained by deep reinforcement learning, and the blue
aircraft represents the enemy UCAV. LOS is line of sight, which is defined as the vector
from the center of mass of the red UCAV to that of the blue UCAV, and its magnitude is the
distance between the two UCAVs. ATA is the antenna train angle, which is defined as the
angle between the velocity vector of the red UCAV and the LOS, ATA ∈ [0, π]. AA is the
aspect angle, which is defined as the angle between the velocity vector of the blue UCAV
and the LOS, AA ∈ [0, π]. HCA is the heading crossing angle, which is defined as the
angle between the velocity vectors of the two UCAVs, HCA ∈ [0, π]. The three-ninths line
is the line between the 3 and 9 o’clock directions of an aircraft, which is used to determine
whether the other aircraft is located in the front or rear hemisphere of the aircraft.

Figure 2. Geometry of air combat.

Let pr = [xr, yr, zr] and vr =
[
vx

r , vy
r , vz

r

]
denote the position and the velocity vector of

the red UCAV, respectively, and pb = [xb, yb, zb] and vb =
[
vx

b , vy
b , vz

b

]
denote the position

and the velocity vector of the blue UCAV, respectively. Then, the formula using the above
parameters is as follows:

LOS = pb − pr, (3)

ATA = arccos
(

vr · LOS
‖vr‖ · ‖LOS‖

)
, (4)

AA = arccos
(

vb · LOS
‖vb‖ · ‖LOS‖

)
, (5)

HCA = arccos
(

vr · vb
‖vr‖ · ‖vb‖

)
. (6)

The situation assessment was divided into two parts: one was the conditions for the
end of air combat including the attack zone, altitude limit and velocity limit; the other part
was the situation assessment in the process of air combat including the angle, velocity and
altitude situations.

2.2.1. Conditions for the End of Air Combat

Short-range air combat, also known as a dogfight, usually covers an operational range
of 10 km, and the aim is to shoot down enemy aircraft or make them lose their combat capa-
bility. Therefore, whether the air combat is over can be judged by the following conditions:

1. Shooting down the enemy or being shot down;
2. Stalling or crashing.

The attack zone of a UCAV is limited due to the impact of the types and performances
of weapons. In this paper, the attack zone was simplified to Zα, which is the zone sur-
rounded by red lines in Figure 3. α denotes the maximum attack angle of a UCAV, α ≥ 0.
Rmin denotes the minimum attack range, and Rmax denotes the maximum attack range. If
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ATA < α and the distance of two UCAVs is greater than Rmin and less than Rmax, the blue
UCAV is in the attack zone of the red UCAV, so that the red UCAV will fire to shoot down
the blue UCAV. On the contrary, the red UCAV will be shot down. The attack zone, Zα, can
be expressed as:

Zα = {pb|ATA ≤ α, Rmin ≤ ‖LOS‖ ≤ Rmax}. (7)

Figure 3. Attack zone of a UCAV.

Aircraft with an extremely low velocity or altitude are not allowed in air combat. There-
fore, the other condition for judging whether the air combat is over can be expressed as:{

end of air combat,
air combat in progress,

if v ≤ vmin or h ≤ hmin,
else,

(8)

where vmin and hmin denote the minimum allowable velocity and altitude of a UCAV, respectively.
In addition, it was necessary to limit the number of steps per episode in the simulation.

Therefore, another condition for judging whether the air combat is over can be expressed as:{
end of air combat,
air combat in progress,

if t ≥ tmax,
else,

(9)

where tmax denotes the maximum steps per episode.

2.2.2. Situation Assessment in the Process of Air Combat

This section takes the red UCAV as an example. In essence, the whole process of air
combat can be understood as that the red UCAV avoids entering the attack zone of the blue
UCAV and makes the blue UCAV enter that of the red UCAV by maneuvering. Figure 4
shows a top view of the attack zone. The red and the green parts represent the attack zone
and the security zone, respectively.

Figure 4. Top view of the attack zone.
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According to Figures 2 and 4, the smaller the ATA and AA, the more favorable it is
for the red UCAV in the same other conditions. In addition, flight safety is also a key factor
affecting the situation according to Section 2.2.1. Therefore, the air combat situation, η, can
be divided into four parts, which can be switched according to the state of the UCAV. The
switching process is as follows (Algorithm 1).

Algorithm 1 Switching Process of an Air Combat Situation

If v or h are less than the threshold
η = η1(v, h)
Else if AA < 90◦

η = η2(‖LOS‖)
Else if distance is greater than the threshold

η = η3(AA)
Else

η = η4(‖LOS‖)

The first part of the situation model η1 takes the velocity and altitude of the UCAV as
variables. When the velocity or altitude is less than the threshold, η1 takes effect, which is
to ensure flight safety. The velocity index and altitude index of η1 are as follows:

ηv = −e−v/kv , (10)

ηh = −e−h/kh , (11)

η1 is defined as:
η1 = ηv + ηh − 2, (12)

where kv and kh are constants used to adjust the trend of the index curves, η1 ∈ [−4,−2),
and ηv and ηh are shown in Figure 5.

Figure 5. (a) Velocity index; (b) altitude index.

The second part of the situation model, η2, takes the distance between UCAVs as a
variable. When the UCAV flies at a normal velocity and altitude, AA ≤ π

2 , and η2 takes
effect, which aims to guide the UCAV to quickly approach the enemy and reach attack
conditions. η2 is defined as:

η2 = 0.5
(

e−‖LOS‖/kd − 1
)

, (13)

where kd is a constant used to adjust the trend of η2, η2 ∈ (−0.5, 0]. The change in η2 with
the distance between two the UCAVs is shown in Figure 6.
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Figure 6. Change in η2 with the distance between two UCAVs.

The third part of the situation model, η3, takes AA as a variable. When the UCAV flies
at a normal velocity and altitude, AA > π

2 , and the distance between the two UCAVs is
greater than the safety threshold, meaning η3 takes effect, the aim of which is to lay the
foundation for attack conditions for the UCAV. η3 is defined as:

η3 = −AA
π

, AA ∈ [0.5π, π], (14)

η3 ∈ [−1,−0.5]. The change in η3 with AA is shown in Figure 7.

Figure 7. Change in η3 with AA.

The fourth part of the situation model, η4, takes the distance between the UCAVs as a
variable. When the UCAV flies at a normal velocity and altitude, AA > π

2 , and the distance
between the two UCAVs is less than the safety threshold, meaning η4 takes effect, which is
aimed at guiding the UAV to safer states so that the enemy loses the attack conditions. η4 is
defined as:

η4 = −
(
‖LOS‖

dthreshold
− 1
)2
− 1, (15)

where dthreshold is a constant, η4 ∈ [−2,−1]. The change in η4 with the distance between
two the UCAVs is shown in Figure 8.

Figure 8. Change in η4 with the distance between two UCAVs.
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Let kv = 20, kh = 500, kd = 2000 and dthreshold = 8000 m. According to the velocity of
the enemy, v, the air combat situation, η, at the same altitude can be drawn with the enemy
as the origin as shown in Figure 9.

Figure 9. Air combat situation at the same altitude: (a) stereoscopic view of the air combat situation
at the same altitude; (b) plan view of the air combat situation at the same altitude.

It can be seen from Figure 9 that in a position a high air combat situation value, it is
difficult for the enemy to form attack conditions, while the UCAV is relatively safe and
with conditions that are conducive to the formation of attack conditions against the enemy.

2.3. Enemy Maneuver Policy

A real air combat environment has high-intensity antagonism; that is, the enemy
will attack with all its strength. In order to verify effectiveness of the deep reinforcement
learning, an enemy maneuver strategy based on a greedy algorithm is designed in this
section. Let sr and sb denote the states of the red and the blue UCAVs, respectively, at
each decision step, t. Firstly, calculating each air combat situation after the blue UCAV
executes each available control input, ui, separately, and recording these situations as {ηi},
i = 1, 2, · · · . Then, the ui corresponding to the maximum ηi as the actual control input of
the blue UCAV to maneuver is taken. The maneuver strategy πgreedy(sr, sa) based on a
greedy algorithm is defined as:

πgreedy(sr, sa) = argmax
ui
{ηi}. (16)

In order to meet the real-time requirements of air combat confrontation and to improve
the exploration efficiency of the greedy algorithm, it was necessary to limit the exploration
space of the available control input, u. Complex maneuvers can be decomposed into a
series of simple basic maneuvers. NASA designed 7 elemental maneuvers, that realize
the complex maneuvers of aircraft in 3D space [24]. Therefore, a 13-dimensional basic
maneuver library was designed, which is shown in Table 1. Each action, ai, in the library
corresponds to a set of control input u, i = 1, 2, · · · , 13.
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Table 1. Basic maneuver library.

Action nx nz φ

a1 5 1 0
a2 0 1 0
a3 −5 1 0
a4 5 5 0
a5 0 5 0
a6 −5 5 0
a7 5 5 π
a8 0 5 π
a9 −5 5 π
a10 0 5 arccos(1/5)
a11 −5 5 arccos(1/5)
a12 0 5 −arccos(1/5)
a13 −5 5 −arccos(1/5)

The effectiveness of the maneuver strategy based on a greedy algorithm was verified
in the simulation in Section 4.

3. Maneuver Decision Method Based on a Proximal Policy Optimization Algorithm
3.1. Proximal Policy Optimization Algorithm

Reinforcement learning is a branch of machine learning [25]. Different from supervised
learning and unsupervised learning, the agent in reinforcement learning learns strategy
by interaction with the environment. The general model of reinforcement learning is the
Markov decision process (MDP), which is shown in Figure 10. The model is composed of
an environment, agent, state, reward and action. The environment includes the motion law
of the object and some restrictions. It receives the action and updates the state and feeds
back the reward to the agent. The agent is the carrier of reinforcement learning algorithm,
which outputs the action according to the state of the environment and the reward.

Figure 10. General model of reinforcement learning.

At each step, the agent executes action at according to the policy π, and then the
state of the agent updates from st to st+1 with the state transition probability p(st+1|st, at ).
The environment feedbacks reward r(st, at) to the agent at the same time. The goal of
reinforcement learning is to determine the optimal strategy π∗ to maximize the expected
discount cumulative return, Vπ(s), called the value function [25], which is defined as:

Vπ(s) = Est ,at∼π

[
∞

∑
t=0

τtr(st, at)

]
, (17)

where τ ∈ (0, 1) denotes the discount factor. Therefore, the optimal value function, V∗(s)
(i.e., the maximum value of the expected discount cumulative return), is defined as:

V∗(s) = maxEst ,at∼π∗

[
∞

∑
t=0

τtr(st, at)

]
, (18)
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Deep reinforcement learning is a combination of deep learning and reinforcement
learning, which uses the parameter θ of neural networks to store and update the policy πθ

of reinforcement learning. It has an edge in solving the problems with high task complexity,
high dimension of solution space and redundant state information.

The proximal policy optimization algorithm (PPO) is an on-policy algorithm based
on policy gradient methods [26] for deep reinforcement learning. Policy gradient methods
work by computing an estimator of the policy gradient and plugging it into a stochastic
gradient ascent algorithm. The loss function of a PPO is defined as [22]:

LCLIP+VF+S
t (θ) = Êt

[
LCLIP

t (θ)− c1LVF
t (θ) + c2S[πθ ](st)

]
, (19)

where c1 and c2 are coefficients; LVF(θ) is the value function of the squared-error loss; S[πθ ]
denotes the entropy bonus of policy πθ [27,28]. The surrogate objective LCLIP(θ) is the core
of the PPO algorithm, which is defined as [22]:

LCLIP(θ) = Êt
[
min

(
rt(θ)Ât, clip(rt(θ), 1− ε, 1 + ε)Ât

)]
, (20)

rt(θ) =
πθ(at|st )

πθold(at|st )
, (21)

where ε denotes the clip range, which is used to clip the probability ratio rt(θ) to avoid an
excessively large policy update; Ât is an estimator of the advantage function, which can be
calculated by generalized advantage estimation (GAE) [29].

Ât =
∞

∑
l=0

(τλ)lδV
t+l , (22)

where λ is the GAE factor, and δV
t is defined as [29]:

δV
t = rt + τV(st+1)−V(st), (23)

In the training process, the PPO algorithm updates the parameter θ of the neural
network by optimizing the loss function LCLIP+VF+S

t (θ) to achieve the purpose of updating
the policy.

3.2. Action Space

The action space is divided into discrete space and continuous space. The discrete
action space, A1, can be directly composed of the basic maneuver library in Table 1, which
is expressed as A1 = [a1, a2, · · · , a13]. The discrete action space, based on the maneuver
library, is equivalent to providing priori experience for the agent. Compared with the
discrete action space, the continuous action space, A2, can make better use of the maneuver-
ability of a UCAV, but it may increase the difficulty of flight control and reduce the learning
efficiency. Since the actions of reinforcement learning generally need to be normalized, it
was necessary to linearly map the control input u. Therefore, the continuous action space
A2 can be expressed as:

A2 =
{

a
∣∣a = f (u), aj ∈ [−1, 1], j = 1, 2, 3

}
, (24)

where f (·) denotes linear mapping; aj denotes the jth dimension element of action a.
A comparative experiment between the discrete action space and the continuous action

space is carried out in Section 4.

3.3. State Observation Space

The convergence of the algorithm is affected by the state observation space. Design
of the state observation space strives to be concise and efficient. On the one hand, incom-
pleteness of information in the state observation space may make the algorithm difficult to
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converge. On the other hand, redundant information in the state observation may cause
overfitting. In addition, refining the original state information properly and designing
the information highly relevant to decisions can reduce the training time. Therefore, a
14-dimensional state observation space is designed in this section, and the information was
scaled to facilitate feature extraction with a neural network.

Taking the red UCAV as an example, the state observation space S = [s1, s2, · · · , s14] is
shown in Table 2.

Table 2. State observation space.

State Value State Value

s1 xr/xmax s8 xb/xmax
s2 yr/ymax s9 yb/ymax
s3 zr/zmax s10 zb/zmax
s4 ‖vr‖/vmax s11 ‖vb‖/vmax
s5 vx

r /vmax s12 vx
b /vmax

s6 vy
r /vmax s13 vy

b/vmax
s7 vz

r /vmax s14 vz
b/vmax

3.4. Reward Function with Situation Reward Shaping

The design of the reward function is one of the keys to deciding whether the algorithm
is convergent. Only when the UCAV of one side dies can victory or defeat be determined in
air combat, which can be abstracted as a sparse reward problem in reinforcement learning.
The sparse reward problem means that the agent finds it difficult to learn tasks with high
exploration complexity due to the lack of a feedback signal [30]. In order to make the
algorithm converge within a limited time, a reward function with situation reward shaping
based on air combat situation assessment is designed in this section. The design using the
air combat situation assessment can make the reward function continuous. The idea of
situation reward shaping is to design the reward by the state situation of the agent, so that
the agent will explore the terminal state faster to experience less punishment. The situation
guidance reward is defined as:

Bsitu =
‖vr‖ cos(ATA)

vmax
, (25)

The situation guidance reward reflects the current state of the UCAV. When the reward
is positive, the UCAV is in an offensive situation, and when the reward is negative, the
UCAV is in a defensive situation.

4. Simulation Results
4.1. Simulation Platform

The simulation environment in this paper was built with Python, and the algorithm
was implemented based on PyTorch. The real-time confrontation display was based on
Tacview. The experimental equipment was a desktop computer configured with an Intel(R)
Xeon(R) Gold 6254 CPU @ 3.10 GHz and a single NVIDIA GeForce RTX 3090 GPU.

In order to ensure the fairness of the confrontation, the blue UCAV adopted the same
parameters as the red UCAV. The relevant parameter settings are shown in Table 3.

Table 3. Relevant parameters of air combat.

Parameter Value Parameter Value

α π/3 tmax 3 × 103

Rmin 500 kv 20
Rmax 2 × 103 kh 500
vmin 100 kd 2 × 103

hmin 2 × 103 dthreshold 8 × 103
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After debugging, the relevant parameters of deep reinforcement learning, including
neural network parameters, were set as follows. The policy network and value network
were constructed by a fully connected network. Both of the networks had two hidden
layers with 64 and 64 units, respectively. The activation function was a tanh function. The
PPO algorithm used eight environments to collect data in parallel in the simulation. The
number of steps to run for each environment per update was 4096, the minibatch size was
128 and the number of epoch when optimizing the surrogate loss was 10. The discount
factor τ = 0.99, the value function squared-error loss coefficient c1 = 0.5, the entropy bonus
coefficient c2 = 0.001, the clip range ε = 0.2 and the GAE factor λ = 0.95.

4.2. Results and Analysis

Figures 11 and 12 show that the different stages of the blue UCAV with the greedy
algorithm chasing the green target moving in the horizontal plane and vertical plane,
respectively. It can be seen from Figures 11 and 12 that the blue UCAV shot down the
green target successfully through a series of maneuvers such as turn and climb. Moreover,
the blue UCAV also had the ability to avoid entering the attack zone of the target, which
verifies the effectiveness of the maneuver strategy based on the greedy algorithm.

Figure 11. Blue UCAV chasing the green target moving in the horizontal plane: (a) early stage of air
combat; (b) later stage of air combat.

Figure 12. Blue UCAV chasing the green target moving in the vertical plane: (a) early stage of air
combat; (b) later stage of air combat.

In order to ensure the fairness of the confrontation and to be consistent with an actual
combat environment, the position, velocity and attitude of the UCAVs were initialized
stochastically within a certain range in the training process. The initial states settings of the
UCAVs are shown in Table 4.
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Table 4. Initial states setting.

State Value State Value

x [−10, 10] km v [100, 600] m/s
y [−10, 10] km γ [−π/2, π/2] rad
z [−12, −8] km ψ [−π,π] rad

Figure 13 shows the training curve of the agents with different action spaces. The
horizontal axis is the number of training time steps, and the vertical axis is the average
reward value of each episode in the rollout of the PPO algorithm, which reflects the
convergence of the training. As can be seen from Figure 13, the agent using discrete action
space quickly improved the average reward per episode and stabilized at approximately 300.
However, the agent using continuous action space had no prior experience and needed to
learn flight control first. Therefore, the average reward increased slowly and only stabilized
at approximately 50 in the later stage. The subsequent experiments in this paper used the
discrete action space.

Figure 13. Training curve of the agents using different action spaces.

Figure 14 shows the average steps of the agent in each episode during the training
process. It can be seen from the figure that the average length of the episode increased
gradually in the early stage of the training but decreased gradually when the number of
training time steps was greater than 2 M, and it finally stabilized at approximately 700 steps.
In addition, the average reward value of per episode in Figure 13 tended to rise first and
then stabilize, which shows that the average reward received by the agent at each step
gradually increased.

Figure 14. Mean length per episode in the training process.

Figures 15 and 16 show the entropy loss and the explained variance of the PPO algo-
rithm during the training process, respectively. The entropy loss reflects the randomness of
the actions of the agent. As can be seen from Figure 15, the entropy loss gradually dropped
to a lower level after the beginning of training, which indicates that the policy of the agent
was relatively stable in the later stage of training. The explained variance reflects the fitting
accuracy of the value network of the PPO algorithm. The closer it is to one, the higher
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the accuracy. It can be seen from Figure 16 that the explained variance rose rapidly in the
beginning of training and increased with the training time steps, and it finally stabilized at
approximately one. Figures 15 and 16 show that the performance of the policy network of
the agent converged to a high level after the training.

Figure 15. Entropy loss of the PPO algorithm in the training process.

Figure 16. Explained variance of the PPO algorithm in the training process.

Figure 17 shows the results of 100 episodes of air combat confrontation between the
agent and the blue UCAV based on the greedy policy. The confrontation results are divided
into four types including winning, losing, drawing and reaching the maximum number
of steps in the current episode. Winning means that the UCAV shot down the enemy, or
the enemy went beyond the margins. Losing means that the enemy shot down the UCAV,
or the UCAV went beyond the margins. Drawing means that the two UCAVs met the
firing conditions at the same time and were shot down by the other side, or the two the
UCAVs went beyond the margins. The horizontal axis is the number of training steps, and
the vertical axis is the percentage of the results. Green represents winning, red represents
losing, yellow represents a tie, and grey represents that the current episode reached the
maximum number of steps. As can be seen from Figure 17, the winning rate of the agent
gradually rose with the increase in the number of training time steps and tended to be
stable. After training, the winning rate can reach 62%, and the corresponding losing rate
is only 11%. In addition, the average decision time per step of the PPO algorithm was
0.98 ms and that of the greedy algorithm was 1.62 ms, both of which were less than the
simulation step size of 0.1 s, thus meeting the real-time requirements. It should be pointed
out that even in the later stage of training, the greedy algorithm could still maintain a
certain unbeaten rate for the blue UCAV, which shows that it also had a strong autonomous
decision ability.
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Figure 17. Air combat confrontation results.

Figures 14 and 17 show that the agent lacked attack skills in the early stage of training,
but learned to avoid attack from the blue UCAV so as to increase the cumulative reward
by prolonging the survival steps. As a result, the agent in the early stage of training often
reached the maximum number of steps. When the training reached a certain level, the
agent gradually learned the attack skills, which could not only defeat the blue UCAV
but also reduce the maneuver time steps. The above conditions show that the maneuver
decision method proposed in this paper can enable a UCAV to learn the maneuver policy
autonomously and defeat the enemy.

The experiments in this paper realized real-time situation display through a TCP
communication protocol and Tacview software. Figure 18 is an example of the real-time
display. Figure 19 displays the recorded trajectory curves of the two UCAVs for the example
in Figure 18. As can be seen from Figures 18 and 19, the agent had learned to combine a
series of basic maneuvers, such as diving, climbing and circling, into tactical maneuvers
and finally defeated the enemy.

Figure 18. Real-time display example of air combat confrontation: (a) early stage of air combat;
(b) medium stage of air combat; (c) later stage of air combat; (d) top view of the air combat.
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Figure 19. Trajectories for the air combat confrontation example: (a) two UCAVs; (b) top view of the
two UCAVs; (c) altitudes of the two UCAVs.

5. Conclusions

In this paper, a UCAV air combat maneuver decision method based on a PPO algorithm
was proposed. Firstly, a general UAV short-range air combat confrontation framework was
established including a motion model of a fixed-wing aircraft and a situation assessment
model of air combat. In order to verify the effectiveness of the method, an enemy maneuver
strategy based on a greedy algorithm was designed. Then, the action space based on a
basic maneuver library and a state observation space for the agent were constructed. A
maneuver policy was generated by training with the PPO algorithm. A reward function
based on situation reward shaping was designed for accelerating the convergence rate
of the algorithm. Finally, simulations of one-to-one, short-range air combat in stochastic
situations were carried out to verify the effectiveness of the PPO algorithm. The experiment
with agents using different action spaces showed that the discrete action space may reduce
the difficulty of flight control and increase the learning efficiency. The experiment with the
blue UCAV using a greedy algorithm to chase a moving target resulting in 100 episodes of
air combat confrontation showed that the greedy algorithm also has a strong autonomous
decision ability, but the performance of the PPO algorithm was better. The winning rate
of the PPO algorithm reached 62%, and the corresponding losing rate was only 11%.
In addition, the average decision time per step of the PPO algorithm was less than the
simulation step size of 0.1 s, meeting real-time requirements. As can be seen from the
real-time display example, the agent learned to combine a series of basic maneuvers, such
as diving, climbing and circling, into tactical maneuvers. The results of the simulations
show that the maneuver decision method proposed in this paper can enable a UCAV to
learn the maneuver policy autonomously and defeat the enemy.

In addition, the proposed UCAV maneuver decision method is essentially motion
control of a UAV. Therefore, it also has application potential in other fields including
monitoring, organizing communication, search and transportation [31–33].
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Nomenclature

p position vector of a UCAV
nx longitudinal overload my
nz normal overload
u control input
LOS line of sight
ATA antenna train angle
AA aspect angle
HCA heading crossing angle
α maximum attack angle of a UCAV
R attack range of a UCAV
η air combat situation
π(·) maneuver policy of a UCAV
a Action vector of a UCAV
Vπ(s) value function of reinforcement learning
L(θ) loss function of a neural network
rt(θ) probability ratio of a policy update
A action space of reinforcement learning
S state observation space of reinforcement learning
τ discount factor of reinforcement learning
c1 value function squared-error loss coefficient
c2 entropy bonus coefficient
ε clip range of the PPO
λ generalized advantage estimation factor
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