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W N e

Abstract: Small object detection is one of the challenging tasks in computer vision. Most of the
existing small object detection models cannot fully extract the characteristics of small objects within
an image, due to the small coverage area, low resolution and unclear detailed information of small
objects in the image; hence, the effect of these models is not ideal. To solve this problem, a simple
and efficient reinforce feature pyramid network R-FPN is proposed for the YOLOVS5 algorithm. The
learnable weight is introduced to show the importance of different input features, make full use of the
useful information of different feature layers and strengthen the extraction of small object features.
At the same time, a channel space mixed attention CSMA module is proposed to extract the detailed
information of small objects combined with spaces and channels, suppress other useless information
and further improve the accuracy of small object detection. The experimental results show that the
proposed method improves the average accuracy AP, AP50 and AR100 of the original algorithm by
2.11%, 2.86% and 1.94%, respectively, and the detection effect is better than the existing small object
detection algorithms, which proves the effectiveness of the proposed method.

Keywords: small object detection; deep learning; feature fusion; attention mechanism; YOLOv5
algorithm; CSMA module; R-FPN

1. Introduction

Object detection is one of the basic tasks of computer vision. Its main task is to
identify and locate the objects that people are interested in within an image. Object
detection has been widely used in many applications, such as remote sensing, autonomous
driving, visual search, virtual reality (VR) and augmented reality (AR), etc. [1]. Before
the rise of deep learning methods, object detection methods relied on artificially designed
features and classifiers designed based on the way humans understand objects. With the
development of convolutional neural networks (CNN) [2] and deep learning, deep learning
methods based on convolutional neural networks are gradually replacing traditional object
detection methods. Currently, object detection algorithms based on convolutional neural
network are mainly divided into two types. The first type is the single-stage algorithm,
such as YOLO and SSD (single shot detectors), which directly predicts the categories and
positions of different objects in the input images through a convolutional neural network.
The second type of algorithms are based on the proposal region, which is divided into
two stages. Firstly, proposal regions are generated through the region proposal network
(RPN), and then objects are classified, and regression based on the proposal region. After
these two stages, detection results are obtained [3], such as Fast-RCNN (fast-region based
convolutional neural network) and Faster-RCNN. While two-stage detectors tend to be
more flexible and accurate, one-stage detectors are generally considered simpler and more
effective by using predefined anchors. One-stage detectors attract great attention due to
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their efficiency and simplicity. In this paper, we mainly follow the design of single-stage
detector and improve it on its basis. Although accurate detection of medium and large
objects in images was achieved in many applications, it is still challenging to accurately
detect small objects. There are two definitions of small object: the first one states that when
the object size is one tenth of the original image size, it can be defined as small object; the
second method defines objects with pixels less than 32 x 32 as small objects. Small objects
are difficult to detect due to their indistinguishable characteristics, low resolution, complex
background, limited context information and other reasons.

At present, many scholars propose some effective methods to improve the performance
of small object detection. Niu Haoqing et al. [4] proposed an improved YOLOvV3 algorithm
combining EGCA (efficient gating channel attention) and an adaptive upsampling module.
The upsampling module of the original network structure is replaced by an adaptive
upsampling module, and an EGCA attentional mechanism is added before the output of
prediction results. The improved algorithm has good robustness and a strong ability to
resist environmental interference. Zhao Pengfei et al. [5] proposed a focus mechanism and
deep level of small object detection algorithm fusion method: this method replaces the
residual connection structure in the backbone network with the packet residual connection
structure, improves the output of the receptive field size in the multi-scale detection stage,
and feature enhancement module and channel attention mechanism are used to fuse
different feature layers solved the problem of the lack of characteristics of shallow semantic
information. Qiu Nanhao et al. [6] removed large-scale object detection, and added the
small-scale detection. At the same time, the method of intersection union ratio loss function
is used to improve the effect of small object detection.

Inspired by the above-mentioned literature, this paper aims at solving the problem
that the detection effect of the YOLOV5 algorithm is not ideal for small objects on the
VisDrone-DET2021 dataset [7]. To improve the detection results of small objects based
on the structure of the YOLOV5 algorithm, the main contribution of this paper can be
categorized as follows:

(1) A reinforce feature pyramid network (R-FPN) is proposed for the YOLOVS5 algorithm,
aiming at the intrinsic problems of small objects’ features being difficult to distinguish
and low resolution in images. R-FPN learns different input features by introducing
learnable weights. Multiple features are fused to enhance the algorithm’s learning of
small object features and perform more accurate position regression for small objects.

(2) A channel space mixed attention (CSMA) protocol is proposed for the small objects
which contains few information factors and limited context information. This protocol
is built behind CSPDarknet53 [8], in which the feature information of the small object
is fully extracted to enhance the effective feature.

This paper improves the YOLOv5 model through the above two methods, in order to
solve the problem of insufficient feature extraction of input image in small object detection,
so0 as to improve the accuracy of small object detection results. Experimental results show
that the proposed model can improve the accuracy of small object detection and obtain a
better detection effect.

2. Reinforced Feature Pyramid Network R-FPN

The main aim of feature fusion is to combine the features extracted from the image
into a more discriminant feature than the input feature. The earliest feature fusion is to
directly extract the features of the pyramid for prediction, without the fusion of multiple
features [9], but the accuracy is relatively low in this case. Therefore, feature pyramid
networks (FPN) [10] were proposed, as shown in Figure 1. A top-down connection is set up
in FPN for feature fusion, and the fused feature graph with higher semantic information is
used for prediction, which can improve the detection accuracy.
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Figure 1. The structure of FPN.

In recent years, PANet [11] is the most widely used model for object detection. It adds
a bottom-up pathway on the basis of FPN. The feature maps at the top of the pyramid have
richer semantic information (conducive to object classification), while the feature maps at
the bottom have stronger location information (conducive to object positioning). So, the
FPN top-down structure makes the forecast figure improve the semantic information, but in
theory, loses a lot of location information. Therefore, PANet creates a new bottom-up path
based on the original FPN, the location information is also transmitted to the prediction
feature map, which makes the prediction feature map have high semantic information and
location information at the same time. The structure of PANet is shown in Figure 2.
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Figure 2. The structure of PANet.

Based on the development of feature fusion network, a new feature fusion network
structure, reinforce feature pyramid network (R-FPN), is proposed in this paper. Based
on PANet, the R-FPN builds an additional path between the original input node and the
output node to fuse more features without increasing too much cost. The traditional feature
fusion is often just a simple superposition or addition of feature maps, such as using concat
or shortcut connection, treating all input features equally without distinguishing between
them. However, different input feature graphs have different resolutions, and each feature
graph contains different information, so their contribution to the fusion input feature graph
is also different and simple addition or superposition is not the best operation. To sum up,
this paper proposes a simple and efficient weighted special fusion mechanism. The specific
structure is shown in Figure 3.

Figure 3. The structure of weighted feature fusion mechanism.
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The calculation formula of the weighted feature fusion can be expressed as:

w; X I;
o=y — 2 1
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where O represents the output, w represents the learnable weight and I represents the
characteristics of the input, € represents the offset value. For example, the feature fusion of

P4 layer can be expressed as:
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Pid is the intermediate feature of layer 4 in the top-down path, P{*! is the output
feature of layer 4 in the bottom-up path and P{"! is the output feature of layer 3. The
functional implementations of other layers are constructed in a similar way. In order to
further improve efficiency, we use the feature fusion depth separable convolution. Deep
separable convolution is an algorithm obtained by improving the standard convolution
calculation in a convolution neural network, compared with the ordinary convolution,
which not only reduces the amount of training required for participation in the process
but implements the channel and regional separation and improves the training speed
model. We add normalization and activation functions after each convolution to improve
the stability of the network.

In addition, we found that in the feature extraction network, due to the stacking of
convolutional layers, the receptive field would gradually increase, and the resolution of the
feature map would decrease, with insufficient detail information. This makes it impossible
to obtain the best results of feature map resolution and receptive field at the same time.
To get rid of this dilemma, this paper proposes the context information extraction module
(CEM). After obtaining the feature maps of the first few layers through the feature extraction
network, we input them into CEM. CEM uses dense connections to extract the feature
maps of different receptive fields by using the dilated convolution [12] of 3, 6, 12, 18 and
24 for the input features, and introduces deformable convolution for each connection, and
deformable convolution is introduced for each connection to ensure that CEM can learn
and transform different features from given data [13]. In addition, in order to fine-merge
multi-scale information, we use a densely linked approach in CEM, where the output of
each extension layer is connected to the input feature map, and then the input to the next
extension layer. By means of dense linking, we obtain better multi-scale features. The CEM
structure is shown in Figure 4.

Concat

Upsampling

Figure 4. The structure of CEM.
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We combine the CEM module with the weighted feature mechanism and put the CEM
module after the high-level feature map of the pyramid to obtain the enhanced feature
fusion network structure R-FPN. The structure of R-FPN is shown in Figure 5.

Figure 5. The structure of R-FPN.

R-FPN, by adding an extra weight for each input, makes the network learn the im-
portance of each input characteristic in the process of training and makes the information
in the network make full use of each input characteristic. It also solves the problem that
the resolution and receptive field cannot, achieves the best results at the same time in the
process of feature extraction and enhances model learning ability, so as to improve the
accuracy of small object detection.

3. CSMA Attention Module

It has become an important means to improve the performance of deep neural net-
works by adding attention mechanism to neural networks, which can accurately focus on
all relevant elements input by the outside world [14]. There are two kinds of attention
mechanisms widely used in computer vision research: spatial attention and channel atten-
tion. Channel attention focuses on “what” is the meaningful input image, while spatial
attention focuses on “where” the most informative part is. Spatial attention is a supplement
to channel attention [15]. Spatial attention and channel attention complement each other to
improve feature extraction performance. Although fusing them together may yield better
results than they would individually, this inevitably increases computational overhead. In
this paper, we propose a CSMA attention module to solve this problem that uses a hybrid
unit to effectively combine the two types of attention mechanisms.

For a given input feature map X € RE*H*W where C, H and W represent the channel
number, the height and width of the feature map, respectively, CSMA first divides X into G
groups along the channel dimension, X = [Xy,- -, Xg|, X; € RY/G*HXW in which each
sub feature X gradually captures specific semantic information in the training process.
Then, we generate the corresponding importance coefficient for each sub feature through
the attention module. At the beginning, the input of X} in each attention unit is divided
into two branches along the channel dimension, X1, X3, € RC/2GxHXW = Ag shown in
Figure 6, the first branch generates a channel attention diagram using the relationship
among channels; the second branch uses the spatial relationship between features to
generate spatial attention map. Therefore, it is meaningful for the model to focus on “what”
and “where”.
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Figure 6. The structure of CSMA.

Detailed steps are described below. First, we use global average pooling (GAP) to
embed global information and generate the channel feature of s € RC/26*1x1_ This is
calculated by shrinking Xj; in the direction of height H and width W:

1 i ﬁ
s = Fgp(Xp1) = Xia (i,]) 4)
o Hx W55

A compact feature is also created through a simple fully connected layer with sigmoid
activation functions. The final output of channel attention can be expressed as:

Xjq = 0(Fe(s))-Xjq = 0(Wis + b1)-Xjq 5)

where Wy € RE/26x1x1 and by € RC/26X1x1 are used for scaling and moving s.

Different from channel attention, spatial attention focuses on “where” and is the
supplement of channel attention. First, we use the Group Norm (GN) to obtain the spatial-
wise statistics. Then, we use F(-) to enhance feature representation in Xj,. The final output
of spatial attention can be expressed as:

Xjp = 0(Wp-GN(Xp2) + b)-Xjo (6)

W, € RC/26x1x1 p, ¢ RC/26x1x1 The two branches are then connected so that the
number of channels is the same as the number of entered channels.

After that, all the sub-features are aggregated, and we use a “channel mixing” opera-
tion, which scrambles the feature map channel order so that cross-group information flows
along channel dimensions. The final output of the CSMA module is the same size as X,
making CSMA easy to integrate with modern architectures. Six hyperparameters Wi, by,
Wa, by and GN (which has two hyperparameters) are introduced in the CSMA module, and
the number of channels in each branch of a single CSMA module is C/2G. As a result, the
total number of parameters is 3C/G (G usually uses 32 or 64), which is trivial compared to
the millions of parameters in the entire network. In this paper, the CSMA module is built
on the backbone network structure of CSPDarknet53, and the model structure is shown in
Figure 7.

The CSMA module enables the network to pay more attention to the small objects
area and extract the feature information of the small objects from the spatial and channel
dimensions, respectively. The feature covers more parts of the objects to be recognized,
making the final probability of identifying the object higher. At the same time, effective
features in the low-level feature map are strengthened, invalid features and noise are
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suppressed, and more details of small objects are obtained. Furthermore, the detection
accuracy of the proposed algorithm for the small objects” detection is improved. In order to
compare the performance of the algorithm with different attention, Table 1 lists the specific
detection results.

CSPDarknet53

—_——— e e e

Figure 7. The position of CSMA.

Table 1. Object Detection Result of Different Attention Method in VisDrone-DET2021 Dataset.

Method Params GFLOPs
YOLOv5 7.325M 17.312
+SE 9.848 M 17.320
+CBAM 9.858 M 17.329
+SGE 7.327 M 17.317
+SK 7923 M 17.377
+CSMA (Ours) 7325 M 17.315

4. Experimental Results
4.1. Dataset

The Visdron-DET2021 dataset was selected for experimental results in this paper,
which is a dataset of 8599 images taken at different locations and at different heights
using drones. In addition, more than 540 K object bounding boxes were annotated into
10 predefined categories. The dataset was divided into training, validation and testing sets
(6471 for training, 548 for validation and 1580 for testing), with subsets from different sites
but similar environments. Since the object is usually very small in the uav scene, we use it
as a dataset for small object detection.

4.2. Model Training

The experiment was carried out under the Ubuntul6.04.12 operating system with Py-
torch as the deep learning framework and Python as the development language. Hardware
configuration includes Intel (R) Xeon (R) Gold 5218R CPU, 2.10 GHz, 64 GB memory. GPU
is two NVIDIA RTX 2080 Ti, 11 GB display memory.

The total number of iterations in this experiment was 200, the iteration batch size
was set to 32, and the optimizer selected SGD. During model training, Warmup was used
for the learning rate to slow down the over-fitting phenomenon caused by a too-small
data amount in the initial stage of the model and avoid model oscillation to ensure the
deep stability of the model. After Warmup, cosine annealing learning algorithm is used to
update the learning rate.
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Detailed steps are described below. First, we use global average pooling (GAP) to
embed global information and generate the channel feature of s € RC/26*1x1_ This is
calculated by shrinking Xj; in the direction of height H and width W:

W
Y X (i) 4)

=1

1 H
5= ng(Xkl) =
=1

Hx W *

1

4.3. Performance Evaluation

In this paper, a number of experiments were conducted on the VisDrone-DET2021
dataset to verify the detection performance of the proposed small object detection algorithm.
In order to compare and evaluate the detection accuracy of YOLOv5 model and the three
models trained in this paper for this dataset, average precision (AP), AP50 and AR were
used as an evaluation metrics.

AP refers to the area enclosed by the precision-recall (P-R) curve and the first quadrant
of coordinates. Generally, AP is not directly calculated for the P-R curve in practical
application, but is smoothed for P-R curve; that is, the maximum accuracy value on the
right of each point on P-R curve is selected. Then, the smoothed accuracy value is used for
AP calculation, and the calculation formula can be expressed as:

1
AP :/0 Psmooth (T)d?’ (7)
psmooth(r) = maxP(r/) 8)
rI>r

AP50 is the AP value when the Intersection-over-Union (IoU) value is 0.5. IoU is the
overlap rate of candidate bound and ground truth bound in object detection, and the ratio
of their intersection to union: whereas AR refers to the maximum recall in a given fixed
number of test results in each picture.

The structure of the improved model is shown in Figure 8. The experimental data are
shown in Tables 2 and 3. The YOLOV5 algorithm of the Pytorch version was selected as
the comparison baseline model. It can be seen that, compared with the object detection
accuracy of the YOLOV5 algorithm on the VisDrone-DET2021 dataset, the average accuracy
of the model with R-FPN improved by 1.15% AP and 1.28% AP50 in this paper. The average
accuracy of the model with the CSMA module AP increased by 1.96% and AP50 increased
by 2.54%. After the comprehensive improvement, the average accuracy of the model AP is
increased by 2.11% and AP50 is increased by 2.86%. The results show that the proposed
method effectively extracts the feature information of small objects and improves the small
object detection accuracy of the YOLOVS5 algorithm.

Table 2. Detection Precision of Different Models.

Algorithm AP (%) AP50 (%) AR1(%) AR10(%) AR100 (%) AR500 (%)
YOLOVS5 (Pytorch) 28.88 49.33 0.48 3.19 11.01 45.32
YOLOVS + R-FPN 30.03 50.61 0.35 3.03 12.17 43.53
YOLOv5 + CSMA 30.84 51.87 0.48 3.22 11.57 43.76

Our method 30.99 52.19 0.51 3.25 12.95 44.02
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Table 3. Performance for Different Input Combinations of Refinement Network.

Method R-FPN CEM CSMA AP (%) APS0 AR1 AR10 AR100 AR50

(%) (%) (%) (%) (%)

YOLOV5 28.88 4933 048 3.19 11.01 4532
(Pytorch)

Method1 v x X 2913 50.73 042 3.38 1094  44.02
Method2 X Vv X 2859  50.07 050 3.36 9.46 4252
Method3 X x v 3084  51.87 048 3.22 1157  43.76
Method4 v Vv X 3003 5061 035 3.03 1217 4353
Method5 v/ x v 2962 4956 047 2.96 1023 4228
Method6 V vV Vv 30.99 5219  0.51 3.25 12.95  44.02
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Figure 8. The Structure of the improved model.

In order to compare the performance of each algorithm, Table 4 lists the specific
detection results of the latest small object detection algorithms, such as: RetinaNet [16],
RefineNet [17], DetNet [18], CornerNet [19], IENet [20], DMNET [21], CascadeNet [22],
GLSAN [23] and CenterNeSt [24] on the VisDrone-Det2021 dataset. Table 4 lists the AP
scores of each object category on the VisDrone-DET2021 test set.

Table 4. Analysis of New Small Object Detection Algorithms in VisDrone-DET2021 database.

Algorithm AP (%) AP50 (%) AR1 (%) AR10 (%) AR100 (%) ARS500 (%)
RetinaNet [16] 11.81 21.37 0.21 1.21 5.31 19.29
RefineNet [17] 14.90 28.76 0.24 241 18.13 25.69

DetNet [18] 15.26 29.23 0.26 2.57 20.87 22.28

CornerNet [19] 17.41 34.12 0.39 3.32 24.37 26.11
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Table 4. Cont.

Algorithm AP (%) AP50 (%) ART1 (%) AR10 (%) AR100 (%) AR500 (%)
IENet [20] 29.13 51.33 0.50 3.38 15.59 42.72
DMNET [21] 28.20 47.60 0.43 3.01 10.23 42.88
CascadeNet [22] 30.12 51.02 0.41 2.96 7.78 46.81
GLSAN [23] 30.70 50.40 0.47 3.25 14.91 38.53
CenterNeSt 30.03 51.69 0.57 391 21.40 43.14
YOLOVS 28.88 49.33 0.48 3.19 11.01 45.32

(Pytorch)

Our method 30.99 52.19 0.51 3.25 12.95 44.02

In view of all precision data in Table 4, we can notice that the accuracy of the proposed
algorithm is superior to the other state-of-the-art algorithms. In terms of average accuracy,
the AP value of the proposed algorithm is improved to 30.99% compared with other existing
algorithms. The AP50 value also recorded at 52.19%. Table 5 shows the analysis of The AP
Scores of each object category in the VisDrone-DET2021 dataset.

Table 5. Analysis of The AP Scores of Each Object Category in VisDrone-DET2021 dataset.

Algorithm Pedestrian Person Bicycle Car Van Truck Tricycle Awning-Tricycle Bus Motor
RetinaNet 9.91 2.92 1.32 2899 1782 1135 10.93 8.02 2221 7.03
RefineNet 14.90 3.67 2.02 3014 1633 1813 9.03 10.25 21.93 8.38
DetNet 15.26 4.07 3.13 3612 1729  20.87 13.52 10.45 26.01 10.92
CornerNet 20.43 6.55 4.56 4094 2023  20.54 14.03 9.25 2439 1210
IENet 27.76 11.72 7.97 50.72 3638  28.04 19.61 18.50 3532  21.28
DMNET 23.94 12.80 10.03 43.89 3243  29.02 28.45 20.30 4256 2190
CascadeNet 17.75 5.08 3.54 4201 2650 2258 15.96 12.71 3328 1231
GLSAN 17.49 6.81 2.59 39.17 2517 1441 11.02 8.64 18.11 11.84
CenterNeSt 27.99 11.61 9.02 51.03  36.52  27.88 20.09 19.88 3771 20.09
YOLOV5 (Pytorch) 28.44 14.71 7.20 4938 3618  27.79 23.06 18.12 3897  22.08
Our method 29.00 13.51 8.44 51.82  38.00 29.83 25.49 20.67 39.15  22.04

4.4. Test Results

The detection results of the improved YOLOVS5 algorithm compared with the original
YOLOVS5 algorithm is shown in Figure 9. Through the comparison, it can be concluded
that the traditional algorithm missed the detection of small objects in the image due to the
insufficient extracted features of small objects and the limited context information of small
objects. Compared with the original algorithm, the proposed algorithm has significantly
improved the detection accuracy of small objects, and the phenomenon of false detection
and missing detection are significantly reduced.

The proposed small object detection model has indeed made some achievements in
detecting small objects, but there is still much room for improvement in accuracy. With the
increasing complexity of the computer vision system, if you want to deploy the system
in real-life application scenarios, we need to continue to optimize the performance of
the model in terms of small object detection accuracy. In the future, we will refer to
the characteristics of small objects to build an optimal network model in terms of high-
resolution technology for small object detection in images and videos, so as to further
improve the performance.
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Figure 9. Test results comparison of the YOLOV5 algorithm: (a) The detection results of the original
YOLOVS5 algorithm; (b) The detection results of the proposed YOLOV5 algorithm.

5. Conclusions

Recently, the object detection method based on deep learning technology has become
mainstream, and the algorithm model has become more and more effective but also more
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complex. Small object detection has always been a difficult problem and focus in this
field because of the characteristics of small objects. The main objective of this paper is to
improve YOLOVS's unsatisfactory small object detection in the VisDrone-DET2021 dataset.
According to the characteristics of small objects, such as low resolution, little information
carried and easily affected by background factors, an enhanced feature fusion network
R-FPN is proposed in this paper. The context extraction module CEM is used to enhance
the extraction of small object feature information and perform more accurate position
regression. At the same time, the CSMA attention module is proposed to fully extract the
detailed features information of small objects, strengthen the effective feature information
in the low-level feature map, suppress the invalid feature, and further improve the detection
accuracy of small object. Experimental results show that the improved YOLOv5 model
improves the average accuracy of object detection AP by 2.11%, AP50 by 2.86% and AR100
by 1.94% on the VisDrone-Det2021 data set, which proves that the method proposed in this
paper can effectively improve the detection effect of small objects. Compared with other
latest small object detection algorithms, the proposed algorithm achieves better detection
performance, but there is still room for improvement.
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