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Abstract

:

Despite technological and accessibility advances, the performing arts and their cultural offerings remain inaccessible to many people. By using vibrotactile stimulation as an alternative channel, we explored a different way to enhance emotional processes produced while watching audiovisual media and, thus, elicit a greater emotional reaction in hearing-impaired people. We recorded the brain activity of 35 participants with normal hearing and 8 participants with severe and total hearing loss. The results showed activation in the same areas both in participants with normal hearing while watching a video, and in hearing-impaired participants while watching the same video with synchronized soft vibrotactile stimulation in both hands, based on a proprietary stimulation glove. These brain areas (bilateral middle frontal orbitofrontal, bilateral superior frontal gyrus, and left cingulum) have been reported as emotional and attentional areas. We conclude that vibrotactile stimulation can elicit the appropriate cortex activation while watching audiovisual media.
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1. Introduction


Impaired people face numerous daily barriers—not only architectural barriers, but also cultural barriers. Article 30 of the United Nations Declaration establishes the right of persons with disabilities to participate on equal terms in cultural life [1]. If we remove these barriers, we will ensure that everyone, regardless of their abilities, can fulfil their right to full development.



In our daily lives, audiovisual stimuli are essential; the absence of any of these channels (visual, auditory) generates the loss of a critical part of the information. A clear example is in traditional movies, designed to be enjoyed through these two channels [2,3], or to use these channels for controlling consciousness with visually induced motion sickness [4]. Part of this information comes from the music of the film, with the consequent generation of emotions both by the music’s own emotional evocation [5] and by the setting of the scene [6].



On the other hand, many similarities between auditory and touch channels can be found in terms of psychophysical characteristics, although their anatomy and physiology are significantly different [7]. This is due to the tight physical interrelationship between the properties of sound and vibration, such as pressure or frequency [8,9]. Okazaki et al. explored the frequency relationship of tactile and auditory stimuli, suggesting the existence of a mechanism that could link these stimuli, as their frequencies share the same harmonic structure [10]. Other studies have demonstrated the existence of a cross-modal area in the brain for auditory and tactile integration [11], or the relationship between an intermodal (tactile and hearing) bias in the perception of sound intensity [12]. These channel relationships are so tight that vibrotactile stimulation, when presented in a synchronized way with an auditory stimulus, can improve auditory pitch discrimination tasks [13].



Based on this relationship, some investigators have developed devices which mix music and vibrotactile stimulation. The Emoti-Chair, for example, is a device that enhances entertainment through vibrotactile stimulation: during its tests, volunteers said that they felt the music [14]. Other studies have shown that vibrotactile stimulation, synchronized with music in a dance-like context, enhances the experience of deaf people owing to the musical beat synchronization [15], an effect proven in children as well [16].



In music, although there have been numerous studies testing different stimuli and vibrotactile devices, in the world of cinema, this type of research is less abundant. By testing the joint experience of watching horror films and receiving vibrotactile stimulation through a high-resolution continuous vibrotactile display, evidence of emotion augmentation was found [17], although it was based on the subjective emotional response of the participants compiled through a self-reported survey. Moreover, vibrotactile stimulation, generated by a haptic glove prototype, has shown a potential to enhance mood, as different combinations of intensity and frequency seem to elicit different moods [18].



While we preferred the use of EEG measurements and their inversion procedures in our study, due to their efficiency and low cost, it is worth mentioning that there are also other human-machine interfaces (HMIs) such as brain-computer interfaces (BCIs) and eye-tracking-based methodologies [19]. These techniques have provided strong coupling between the results of a cognitive psychological attention test and the attention levels determined by BCI systems. Such was the case of an examination and comparison between an EEG-based attention test and a continuous performance test (CPT), as well as a Test of Variables of Attention (TOVA) [20], or different comparisons with other human-computer interaction eye movement tracking tests [21,22,23,24]. Moreover, some interesting results have also been obtained when applying deep learning techniques in inversion problems for eye tracking and other measurements [25,26,27,28,29,30].



Despite technological and accessibility advances, a great part of cultural offerings is still inaccessible for many people. The aim of this research was to obtain proof of whether multimodal stimulation, mixing vision and touch, increases emotional activation in people with hearing impairment during the viewing of a film. This proof is based on the simultaneous recording of brain activity by means of electroencephalography (EEG). The stimulation system is described in depth, both in terms of the hardware and stimulation procedure.




2. Materials and Methods


2.1. Participants


Two groups of participants were recruited. For the “control group”, volunteers were recruited from the medical school where the study was conducted, whereas for the “experimental group”, volunteers were recruited through different associations of deaf people. All volunteers were informed of the objective and general procedure of the study. Before the study, the subjects were asked for the following information of their clinical conditions: if they suffered from phobias, mental disorders, psychiatric or neurological pathologies, and/or if they consumed psychotropic substances. None of the participants were in any of these situations.



The control group was formed of 34 people (23 females and 11 males) with self-reported normal hearing, aged between 18 and 57 (mean: 19.72, SD: 5.41). This sample is in line with other similar EEG studies [31,32,33]. Nineteen of the participants in the control group had a high school diploma, eleven had a university degree, and four had a higher or postgraduate degree. Most of the participants were medical students at the Complutense University of Madrid.



For the experimental group, 8 people (7 female participants and 1 male participant) with self-reported hearing loss were recruited, aged between 19 and 60 (mean: 41.88, SD: 16.89). This sample is also in line with other similar EEG studies [34,35].



The self-reported hearing losses were classified within the categories appearing in Table 1, following the Audiometric Classification of Hearing Impairments of the International Bureau for Audiophonology [36].



Five participants had very severe hearing loss and wore hearing aids (one of them had a cochlear implant in one ear), and three participants had total hearing loss (one of them had a cochlear implant). Four of the participants from the experimental group had a bachelor’s degree, three had a university degree, and one had a postgraduate degree.



This study is in a line of research whose clinical trials were approved by the Clinical Research Ethics Committee (CEIC) of the San Carlos Clinical Hospital on 4 April 2019, Madrid (Spain).




2.2. Materials


2.2.1. Stimuli


Some studies that used audiovisual stimulation to analyze emotions with EEG, such as [37] and, the most relevant, that of Pereira et al. [38], demonstrated that the use of videos of more than one minute was convenient when trying to detect emotions through EEG. Following this conclusion, we used a film sequence that was 2:20 min long.



This sequence was shot by the authors. In it, a couple arrives at a room. They seem angry and there is a tense atmosphere as if they have had an important discussion. Sporadically, the woman pushes the man. The intention of the director (V. Cerdán) was to create a tense atmosphere to show the existing uneasiness between the partners.



To check the validity of the film, 110 students from the Information Sciences Faculty of the Complutense University of Madrid were surveyed to evaluate the types of emotions that were transmitted by the film. A questionnaire was applied using a discrete model of emotions, which sets a space of limited, discrete, and basic emotions, as well as some complex emotions [39,40]. Although the quantity of basic emotions is still a controversial topic, consensus has been reached for the following six emotions: anger, fear, sadness, happiness, disgust, and surprise [41,42,43,44]. Moreover, emotions can be analyzed under the view of their content in terms of valence (negative to positive, i.e., unpleasant to pleasant) and excitation (low to high) [39,40]. For example, Zhao et al. [40] categorized the negative emotions as anxiety, fear, sadness, and angriness, being catalogued in terms of arousal. In this preliminary study, the students rated the film with a negative emotion, with an intensity of 4.3 out of 5. This sample rated the video with the following feelings: anxiety, 17%; fear, 37%; sadness, 34%; angriness, 12%.



Vibrotactile stimuli were programmed on a pair of gloves specifically designed for the experiment and described in Section 2.2.2, which applied a soft tactile vibration on every finger and palm simulating a beat or a push. Each vibration was a 250 ms pulse train of a 1 kHz square signal. The vibration pattern was produced in both hands in a synchronous way. It was mandatory for there to be an exact timing, as well as a perfect fit of the glove to the user’s hand, ensuring the right haptic stimulation by means of the motors.




2.2.2. Hardware


The hardware consisted of two computers: a control computer for triggering the video, which sent marks to the EEG amplifier and synchronized the driving signal to the glove, with the screen and speakers pointing to the participant; and a register computer for acquiring the 64 channels of EEG data, using a custom-designed electrode Neuroscan cap and an ATI EEG system (Advantek SRL). The reference electrodes were placed on the mastoids, and the ground electrode was placed on the forehead. Data were processed to an average reference following acquisition, with a band-pass filter of 0.05–30 Hz at a sample rate of 1000 Hz. Impedances were kept under 5 kΩ. The EEG recordings were taken in a small, faradized room, with a comfortable armchair where the subjects sat down during the tests.



For the vibrotactile stimulation, two haptic gloves were used, as shown in Figure 1. A golf glove type was selected due to comfort and the easy installation of the stimulation motors. Each glove was an Inesis Golf Glove 100 with Uxcell 1030 coin micromotors, with five located on each of the finger pads and one on the palm, providing the haptic stimuli by vibration. The choice of these motor placement points was based on the Penfield homunculus, which represents a map of the location of the organs and senses in the cerebral cortex, deforming the body according to the corresponding space that the cortex assigns to each organ, where the larger the size, the greater the sensitivity of the tissue [45]. This higher sensitivity is due to the existence of a higher concentration of fast adapting receptors such as the Meissner and Pacini receptors, which are responsible for the uptake of vibrational stimuli [46,47,48,49]. The motors work under 3 V DC and consume 70 mA. To generate the stimuli, an Arduino UNO rev3 was used, triggered by the control PC and synchronized with the viewing of the film.




2.2.3. Procedure


Participants were first asked to complete a survey that included questions about their age, gender, education level, type and degree of hearing loss, and hearing aids. For this test, no information about the dominant hand was requested, as the system consisted of a pair of gloves and thus both hands were to be stimulated.



Each participant underwent a control test to verify that the vibration itself did not generate brain activity beyond the expected tactile recognition. This vibration consisted of a signal at a constant frequency of 2 Hz with a duty cycle of 10%, the 6 motors of each hand being 50 ms active and 450 ms off, with a total test duration of 3 min. The reason for using such a low duty cycle is twofold: not to produce discomfort due to its long duration, but sufficient to maintain the constancy of the tactile stimulus.



Each participant was invited to attend an individual session. All sessions were carried out during COVID-19, so hygienic and disinfection measures were taken. These measures required the use of a mask throughout the entire test, the use of hydroalcoholic gel, and disinfection of the material, couch, gloves, EEG cap, etc., with alcohol, as well as sufficient ventilation of the “faradized” room. In this room, in order to minimize the contagion risk, only one additional person was allowed to enter. This person put the EEG cap on the subject’s head, verified the fitting of both gloves, and checked the correct state of the system. It was mandatory to ensure a correct fit, and that the twelve motors were adjusted to their respective fingertips or palms.



Once the participant’s preparation was completed, it was explained to them that they would be watching a series of videos. To do this, they were asked to sit down, emphasizing the need to stay comfortable and, above all, relaxed during the projection. After that, the room lights were turned off and the test began.



The stimuli were presented in random sequences to avoid the learning of any of the videos, and according to the following conditions:




	
Condition 1: This was a reference condition to obtain a baseline emotional experience that will serve as a comparison with the control group. Participants in the control group watched the video. This condition presented neither auditory nor tactile stimulation.



	
Condition 2: This was the same as Condition 1 and only for the experimental group. This condition presented only visual stimulation. It did not include auditory stimulation or tactile stimulation.



	
Condition 3: This condition was only for the experimental group, and it presented visual stimulation and tactile stimulation while watching the video.








In Condition 3, each moment the director decided to insert a tactile stimulus, a mark was generated in the EEG to analyze the 100 ms that followed each trigger of the vibration. All the stimulations were tracked using this method to evaluate the differences in brain activity among the different viewers. Once the EEG record was obtained, a SAM questionnaire was performed to evaluate the emotional experience of the viewers, regarding the valence, excitation, and presence or intensity of emotions [43,50,51]. Additionally, each participant individually reported their subjective emotional experience for each of the conditions of the same film on a 5-level Likert scale. The duration of the whole experiment, including EEG instrumentation and glove setups and initializations, as well as the questionnaires, was around 60 min per participant. No payment was made to any participant for this study.



The recorded EEG data were averaged using a mean reference. A visual inspection of each of the obtained registers was performed to clean the data of artifacts due to eye or muscle movements. These noisy channels were substituted by a linear interpolation of adjacent channels. Additionally, the channels whose square magnitude was higher than four standard deviations of their mean power were substituted with the mean of the adjacent channels [52]. The numerical values shown, according to the LORETA algorithm, correspond to µA/m (microampere per meter), i.e., in units of magnetic field strength.



Source localization was carried out by solving the EEG inverse problem using the traditional method of LORETA (low-resolution electromagnetic tomography) [53], identifying the sources of neural currents underlying the potentials recorded at the scalp level. After the sources were obtained, the corresponding brain map was generated, using the average brain atlas model of the Montreal Neurological Institute (MNI) as a reference [54].



Once the areas of maximum activation were located, statistical parametric maps (SPM) were calculated according to Hotelling’s T2 test on a voxel-by-voxel basis versus zero to estimate statistically significant sources. When applied to the registered EEG values over all the electrodes in neuroscientific experiments, it has been proven to detect brain areas with statistically significant activation compared with the average state. Hotelling’s T2 test is a multivariate statistical analysis for hypothesis testing based on a covariance matrix. Statistically significant differences between conditions were located by calculating the SPM for Hotelling’s T2 test on a voxel-by-voxel basis for independent groups [55]. In this way, the resulting probability maps were obtained with thresholds at a false discovery rate (FDR) q ¼ of 0.05 [56] and depicted as 3D activation images superimposed on the MNI brain model. Once the probability maps were obtained, we proceeded to the identification of anatomical structures whose cluster size was more than 10 voxels and greater than the threshold, according to the AAL atlas [57]. Local maxima were then identified by locating them according to the MNI coordinate system.






3. Results


To compare the different conditions in both groups, we considered up to eight maximum statistically significant activation peaks in each test, obtained with Hotelling’s T2 test against zero. The following tables show, in the first column, the AAL (Automated Anatomical Labeling) corresponding to the location of the activated zone; X, Y, and Z corresponding to the coordinates of the activated zone according to the average Montreal Neurological Institute (MNI) atlas; and Act. [µA/m] corresponding to the numerical value of the zone activation.



In Condition 1 (hearing participants with neither auditory nor tactile stimulation), as shown in Figure 2 and Table 2, maximum statistically significant activation was found in the bilateral middle frontal orbitofrontal, bilateral superior frontal gyrus, and left cingulum.



In Condition 2 (hearing-impaired participants and only visual stimulation), as shown in Figure 3 and Table 3, maximum statistically significant activation was found in the bilateral middle frontal orbitofrontal, left superior temporal lobe, bilateral superior frontal gyrus, left cingulum, and insula areas.



In Condition 3 (hearing-impaired participants and visual and vibrotactile stimulation), as shown in Figure 4 and Table 4, maximum statistically significant activation was found in the bilateral middle frontal orbitofrontal, bilateral superior frontal gyrus, and left cingulum. In a remarkable comparison of Figure 2 and Figure 4, the difference apparently lies in the scale only.




4. Discussion


The cingulate gyrus is an area related to self-regulation and reward mechanisms. Evidence has been found demonstrating coupling of the cingulate to cognitive and emotional areas during a task process (involving motor processes), and that both areas are activated at the same time [58].



Condition 2 (hearing-impaired participants with only visual stimulation) showed similar stimulated areas to Condition 1—superior temporal lobe, bilateral frontal orbitofrontal, and cingulum—but also the right superior temporal gyrus, where the main peaks appeared, which has been identified as a region for multisensory integration [59,60], and the medial temporal gyrus, which is associated with visual and auditory processing [6]. The insula also showed an important peak activation. The insula works both as a nerve center and an integrator between sensory systems. It also works during the perception of affective sounds [61]. Therefore, it concerns emotional processing, translating affective auditory signals into subjective emotions [60]. Finally, it is involved in audiovisual integration tasks [62].



This result is coherent with previous experiments with hearing-impaired participants, where these areas were triggered with high intensity when watching a muted video [63].



In Condition 3 (hearing-impaired participants and visual and vibrotactile stimulation), we again found peak activation in the bilateral middle frontal orbitofrontal, bilateral superior frontal gyrus, and left cingulum, which are all the same activation areas as those found in Condition 1, but with a remarkably higher statistically significant activation (see scale in Figure 4). The middle frontal gyrus is noteworthy because, as cognitive processes progress, emotions are increasingly processed in the right hemisphere [64,65].




5. Conclusions


This research has several limitations. Firstly, the size of the target sample was small. However, as previously mentioned, there are studies on the same subject with groups of a similar size. Secondly, none of the participants had previous training, and thus we cannot compare whether, in the case of trained sensory stimulation, the same results would be obtained.



Nevertheless, in the light of the three experiments conducted as a whole, the Condition 3 experiment in hearing-impaired people showed that the processes that were triggered by the visual experience (the ones that Condition 2 shows) were progressively focused on the right areas to be activated by the full audiovisual experience (the ones revealed by the Condition 1 experiment). Indeed, they were produced with a higher intensity.



Therefore, according to the obtained results, we can claim that multimodal stimulation—touch associated with audiovisual stimuli—not only reinforces attentional processes but is also linked with emotional processes related to the activity of frontal brain areas. This, combined with the previously stated issues to solve, paves the way to a complete study of the neural-based emotional activations in hearing-impaired people when multimodal stimuli are used in audiovisual shows.
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Figure 1. Haptic gloves. 






Figure 1. Haptic gloves.
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Figure 2. Mean electrical maps for Condition 1 (hearing participants, audiovisual stimulation). Maximal intensity projection areas are displayed in yellow/red color. SPMs were computed based on a voxel-by-voxel Hotelling T2 test against zero. 
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Figure 3. Mean electrical maps for Condition 2 (hearing-impaired participants, visual stimulation). Maximal intensity projection areas are displayed in yellow/red color. SPMs were computed based on a voxel-by-voxel Hotelling T2 test against zero. 
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Figure 4. Mean electrical maps for Condition 3 (hearing-impaired participants, visual stimulation). Maximal intensity projection areas are displayed in yellow/red color. SPMs were computed based on a voxel-by-voxel Hotelling T2 test against zero. 
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Table 1. BIAP Classification.
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	Classification
	Loss
	Comments





	Normal or subnormal hearing
	>20 dB
	Mild tone disorder with no social consequences.



	Mild hearing loss
	21–40 dB
	Speech is perceived if the voice is normal; difficulties arise if the voice is low-pitched or distant from the subject.



	Moderate hearing loss
	41–70 dB
	Speech is perceived if the voice is loud; the subject better understands what is being said if he/she can see his/her interlocutor.



	Severe hearing loss
	71–90 dB
	Speech is perceived if the voice is loud and close to the ear; loud noises are also perceived.



	Very severe hearing loss
	91–119 dB
	Speech is not perceived; only loud noises are perceived.



	Total—cophosis or anacusis
	≥120 dB
	Nothing is perceived.
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Table 2. Condition 1. Brain XYZ coordinates of the maximum in each of the activated areas.
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	AAL
	X
	Y
	Z
	Act. [µA/m]





	Frontal_Mid_Orb_L
	−2
	54
	−4
	2.631



	Frontal_Mid_Orb_R
	2
	54
	−4
	2.590



	Frontal_Sup_Medial_L
	−2
	54
	0
	2.586



	Cingulum_Ant_L
	−2
	50
	0
	2.568



	Frontal_Sup_Medial_R
	2
	50
	0
	2.535
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Table 3. Condition 2, with the same columns as Table 2.
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	AAL
	X
	Y
	Z
	Act. [µA/m]





	Frontal_Mid_Orb_L
	−2
	50
	−4
	2.407



	Temporal_Sup_L
	−50
	−2
	−4
	2.401



	Frontal_Mid_Orb_R
	2
	50
	−4
	2.39



	Cingulum_Ant_L
	−2
	50
	0
	2.382



	Frontal_Sup_Medial_R
	2
	50
	0
	2.364



	Frontal_Sup_Medial_L
	−2
	54
	0
	2.352



	Temporal_Pole_Sup_L
	−50
	6
	0
	2.254



	Insula_L
	−46
	6
	−4
	2.249
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Table 4. Condition 3, with the same columns as Table 2 and Table 3.
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	AAL
	X
	Y
	Z
	Act. [µA/m]





	Frontal_Mid_Orb_L
	−2
	54
	−4
	4.725



	Frontal_Sup_Medial_L
	−2
	54
	0
	4.700



	Frontal_Mid_Orb_R
	2
	54
	−4
	4.667



	Cingulum_Ant_L
	−2
	50
	0
	4.598



	Frontal_Sup_Medial_R
	2
	50
	0
	4.547
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