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Abstract

:

In recent years, various applications have emerged requiring linear topologies of wireless sensor networks (WSN). Such topologies are used in pipeline (water/oil/gas) monitoring systems. The linear structure has a significant impact on network performance in terms of delay, throughput, and power consumption. Regarding communication efficiency, routing protocols play a critical role, considering the special requirements of linear topology and energy resources. Therefore, the challenge is to design effective routing protocols that can address the diverse requirements of the monitoring system. In this paper, we present various wireless communication technologies and existing leak detection systems. We review different routing protocols focusing on multi-hop hierarchical protocols, highlighting the limitations and design issues related to packet routing in linear pipeline leak detection networks. Additionally, we present a LoRa multi-hop model for monitoring aboveground oil pipelines. A set of model parameters are identified such as the distance between sensors. In addition, the paper determines some calculations to estimate traffic congestion and energy consumption. Several alternative model designs are investigated. The model is evaluated using different multi-hop communication scenarios, and we compare the data rate and energy to provide an energy-efficient and low-cost leak detection system.
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1. Introduction


Pipelines are cost-effective; clean in transporting water, oil, or gas; and provide greater supply rates and capacity. There are different pipelines in terms of topology, design, fluid type, and operational condition. The pipe may carry water, gas, or oil. Some pipelines are underground, and others are aboveground [1]. Considering the length of the pipelines and the state of the terrain, many problems can occur, such as pipeline leakage and corrosion [2]. A leak in oil and gas pipelines causes extreme environmental pollution and economic losses. Hence, the need for pipeline monitoring and leak detection systems is immense.



A Wireless Sensor Network (WSN) is suitable for monitoring the pipeline to provide leakage detection and has many advantages. Wireless sensors can cover the area where there are no wired connections, and sensors are low in cost and easy to deploy and maintain, which increases network reliability and security [2]. There are many challenges in using WSNs in oil and gas pipelines, such as minimizing energy consumption, avoiding congestion in large-scale networks, and dealing with the constraints imposed by the linear topologies [2]. Sensors consume energy during their long duty cycle. A massive number of sensors leads to huge energy consumption that affects network lifetime and reliability. The network congestion leads to delay, packet loss, and high load. When the number of packets increases the network throughput decreases. In a linear topology, the sensors are deployed in a linear formation. Such linear topologies impose challenges, such as long-distance, high-energy consumption, long delay, and low reliability [2]. Multi-hop communication is used in linear topologies, so the packets are sent from the source node to the destination node through other nodes that act as relay nodes [2].



This study includes problem specifications from the public information available on oil pipelines deployed in Saudi Arabia. This will give a sense of the unique nature of leak detection, such as the pipeline measurements and the kind of area it may pass through.



Crude oil and gas pipelines are above ground and run across Saudi Arabia from the east coast to the west coast [3]. It is a twin pipeline; one part runs from the city of Abqaiq to the city of Yanbu, and the other from the city of Al Jubail to the city of Yanbu. The length of the pipe reaches up to 1200 km, and its diameter reaches up to 56 inches. It is deployed along an area that has desert characteristics [3].



A leak in an oil or gas pipeline leads to different temperature values along the pipe and changes the pressure. There are several methods to detect the leak, which are classified as external and internal techniques [3]. External techniques detect a leak from outside the pipe, such as periodic walk-through and vapor detection. Internal techniques can detect the leak from inside the pipe by measuring flow, pressure, and temperature. Internal techniques are useful in the long-range system and have lower costs [3]. Different sensors can detect the leak, such as pressure sensors, temperature sensors, flow sensors, negative pressure wave sensors, and acoustic sensors [4].



1.1. Wireless Communication for Linear-Based Topology Applications


In this subsection, we present Linear Wireless Sensor Networks (LSNs) and their application. The linear topologies assume fixed infrastructures, which means the gateways and sensors have fixed arrangements. Problems could include network coverage, lifetime, and routing, but mobility may not be an issue. In the pipeline network, the nodes are arranged along a straight line [5] LSNs have many applications, such as pipeline leak detection [4], road monitoring [6], and tunnel monitoring [7]. In [6], the road monitoring system is used for post-disaster road monitoring and demonstrates high reliability. For monitoring, the authors considered seismic motion sensors, sound sensors, and images. Furthermore, [7] proposed a tunnel monitoring system using a cluster-based routing (PUAR) for providing a low-energy monitoring system.



WSN technologies enable network communication and allow devices to share and transport data inside the network [4]. Related standards specify the formats for sharing data, routing, etc. Based on the radio spectrum usage, WSN networks may use either licensed or unlicensed bands which correspond to specific standards [8]. The licensed technology operates on dedicated lower frequency bands, covers a wide area, and consumes high power. The cellular networks are examples of the most popular licensed technology. In comparison, unlicensed technologies use a shared frequency band that is available for various systems and usage scenarios. Such technologies also use higher frequency bands and require less power than a licensed spectrum. Some of the technologies used in unlicensed spectrums are Wi-Fi, Bluetooth, Zigbee, and LoRa [8]. As discussed previously, pipelines run through Saudi Arabia from the east to the west. In populated places, the cellular network can be used, whereas unlicensed wireless communication technologies can be used in unpopulated areas. In our research, we focus on unlicensed wireless communication technologies. In the following, a brief description of these technologies is given.



	
RFID and NFC






The Radio Frequency Identifications (RFID) network consists of two types of device readers and tags. The reading device (reader) knows the tags’ locations and tracks the tags during the communication. The radiofrequency transponder (RF tag) is embedded inside objects such as animals or goods. The passive tags cover ranges up to 1 m, whereas the active tags extend to 200 m [9]. The network consumes low power and transmits a small block of data [9]. Near Field Communication (NFC) is short-range communication and secure [10]. NFC is similar to the RFID network; however, there are some differences. RFID range is up to 200 m whereas NFC is 1 m. The spectrum bands used in RFID are unlicensed. On the other hand, NFC uses both licensed and unlicensed bands [10].



	
Bluetooth






Bluetooth transmits data over a shortrange with low power and works on a 2.4 frequency band. It is the IEEE 802.15.1 standard. The range of communication is between 10 m and 100 m. The data rate is 24 Mbps [11]. Bluetooth Low Energy (BLE) is the fourth version of Bluetooth designed for short-range, low-power applications. It is significant in the IoT domain for many reasons, such as low power, low cost, and low latency. BLE uses the same Bluetooth topology but adds a separate channel between the master and each device [11]. BLE enhanced power consumption and star topology are supported by a massive number of devices [12]. Bluetooth and BLE are used in wireless control systems and communication between mobile devices [12]. Some examples of this application are the communication between the phone and wireless headset and controlling car systems.



	
Zigbee






Zigbee is widely used on the Internet of Things (IoT) because of its low power, low data rate, and large range. These characteristics are very useful in many applications. Additionally, it is designed for a personal, low-power network. The topology can be a star, mesh, or tree. Zigbee is based on the IEEE 802.15 standard, used in short-range up to 100 m and low data rate of 250 kbps. Adding more routers can increase the range [13].



	
Wi-Fi






It is designed to be used in the local area, such as homes, offices, and hospitals. It ranges up to 250 m. The data rate is high, around 600 Mbps. On the other hand, it needs a large amount of energy. Wi-Fi uses a star topology, where all communications go through the access point. This standard is easy to use and very common in IoT applications [14].



	
Sigfox






Sigfox is a wide-area low-power technology. It uses an ultra-narrow band. The Sigfox structure is similar to the cellular network, but it consumes less power and transmits small data packets [15]. The topology is a single-hop star, the area is divided into cells, and each cell has a base station. Sigfox provides low-noise communication and a wide range of up to 30 km. The data rate is around 100 bps. It is suitable for low data rate applications. Streetlights are an example of the Sigfox application [15,16].



	
DASH 7






DASH7 Alliance supports mid-range communication where the range reaches 5 km. It requires low power and provides a 20-kbps data rate. The DASH7 network is similar to the star LoRa network; however, it commonly uses a tree topology [16]. It provides good results in applications that need low latency. DASH7 is used, for example, in the location-based application and tracking cars [17].



	
LoRa






LoRa is a low-power, long-range topology. LoRa networks consist of the node, gateway, network server, and application server. The node senses the data and sends them to the gateway, then to the network server where the data packets are processed. After that, the data are sent to the application [18]. LoRa-WAN is responsible for communication protocols. The data rate reaches up to 50 kbps. The technology provides a range of 2–15 km [19]. LoRa has many uses, such as environmental applications, healthcare, oil and gas pipelines, and smart farms [20]. Table 1 shows a comparison between the technologies.



The pipeline network requirements are low power, wide range, and low cost. The most suitable technologies for pipeline monitoring are Zigbee, Sigfox, and LoRa. The Zigbee range can be extended using more routers, yet even so, it does not cover hundreds of kilometers. Sigfox can address the wide-range requirement; however, it needs subscriptions. In contrast, LoRa covers large ranges, consumes low energy, and does not require a subscription, which means there is no cost to use this technology, as it is open software.




1.2. Routing in Wireless Sensor Networks


Communication in WSNs can follow single-hop or multi-hop routing. In a single hop routing, the packet is sent from source to destination through the central point (access point), and the coverage range is fixed, whereas, in multi-hop routing, there is no central point. The packets are sent from one device to another. Additionally, it extends the coverage area and preserves energy.



In multi-hop communications, the nodes can perform both sensing and data relaying. Routing protocols are used to discover an efficient path to transmit data from source to destination. Additionally, the protocols provide reliable and energy-efficient communication [21]. This section provides an overview of the classification of routing protocols based on network topology and route processing. There are two types of network topology: flat and hierarchical [22].



	
Flat routing is a simple structure. The node senses the data and acts as a relay node. It reduces the communication overhead but consumes a large amount of power. In a flat topology, examples of the routing protocols are AODV, DSDV, OLSR, STAR, and ETSP [22]. This type of routing consumes energy.



	
In hierarchical routing, the area is divided into sub-areas or clusters. Each one has a cluster head (CH). The sensors send the data to the CH, and CH sends it to the destination. Hierarchical topology is efficient and increases scalability [23].






In route processing, there are three types: static routing protocols, dynamic routing protocols, and hybrid protocols [21].



	
In static routing, the network administrator generates the static routing protocols. The routing table is built before the communication takes place, and it is fixed. Hence, it requires low energy. The IPv4 protocol uses static routing. Static routing is not suitable if the network changes [24].



	
The dynamic routing protocol is used in environmental applications. The nodes know the routes and the paths from their neighbors. It uses two ways to discover the route: proactive and reactive [24]. Proactive routing, also known as table-driven routing, is one in which all routing information is stored in a table. To discover the paths, each node sends a broadcasting message to all nodes. These paths are stored in the routing table, which is continually updated [24]. There are many proactive protocols, such as DSDV, STAR, OLSR, HOLSR, and RPL. Reactive protocols discover the route on demand. Unlike proactive routing, reactive routing reduces the communication overhead. AODV, DSR, and TORA are examples of reactive protocols [24]. The dynamic protocol is adaptable and scalable. However, it needs more energy because of the routing process and additional resources like bandwidth, memory, and CPU, which may decrease network performance [24].



	
Hybrid routing combines both static and dynamic routing, such as link-state routing (LSR). It has a low overhead. These protocols do not work well in large-scale networks [24].






The next section mentions some of the existing leak detection systems and routing protocols. Additionally, we present some studies that applied multi-hop communication with the LoRa network.



This paper focuses on the multi-hop routing protocols, which can be applied to linear oil pipelines and focuses on LoRa multi-hop topologies along the pipelines. The paper also aims to provide essential technological elements and concepts needed to support a monitoring system for oil leak detection. More specifically, it addresses issues from the point of view of energy efficiency. We define the network parameters and estimate network density and energy. Additionally, we test various multi-hop scenarios at different system parameters such as packet sizes and transmit ranges.



The rest of this paper is organized as follows: Related work in multi-hop routing protocols used in the pipeline monitoring networks is described in Section 2. Section 3 presents the LoRa multi-hop technology model, results, and analysis. Section 4 concludes the paper.





2. Related Work


In this section, we present the related systems that are used in pipeline leakage detection and specifically the routing protocols that are used in these systems.



2.1. Related Leak Detection Systems


Over the last years, researchers have proposed pipeline leak detection systems based on WSNs. The systems use different types of sensors to monitor the different types of pipelines. Additionally, they use diverse communication technologies such as ZigBee and Bluetooth. In this part, we highlight some of these leak detection systems to define the main specifications of these systems such as the type of sensors they used, WSN technology, and the type of communication being they applied.



In [25], the Steamflood and Waterflood Pipeline Monitoring System (SWATS) design is presented. The system detects leakage in aboveground pipelines. It provides good coverage but consumes energy. The system uses temperature and pressure sensors. A different system for underwater applications was proposed in [26]. The channel-aware routing protocol (CARP) enhances the link quality by using the link state as one of the parameters to select the route. This system can be used in underwater oil pipes and monitoring pollution in the sea. CARP uses multi-hop routing.



A hierarchical network was proposed as a solution with single-hop communication as in [27,28] and with multi-hop communication [29,30]. In [27], a hierarchical representation of LSN was proposed. Dividing the networks into layers, first, they have the Basic Sensor Node (BSN), then the Relay Node (RN), Data Dissemination Node (DDN), and finally Network Control Center (NCC). Each layer uses different wireless standards, the first one uses Zigbee, and Bluetooth and the layer after that used culler technology. An improved scheme was designed, along with a routing protocol and an addressing scheme considering the Zigbee standard [27]. In this work, they used different standards at each layer. That can be used in our pipeline system. The author in [28] introduced monitoring systems for underground water pipelines (PIPENET) using Bluetooth considering a hierarchical topology with different standards that are different from the ones used in the previous work. The disadvantages are high delay and energy consumption, as well as low reliability. Another system that is described in [29] is magnetic induction-based wireless sensor networks. This study addressed the requirements of an underground pipeline monitoring (MISE-PIPE) system using a hierarchical, cluster-based system including pressure, acoustic, and temperature sensors. Additionally, the work in [31] presented a Sensor-based Pipeline Autonomous Monitoring and Maintenance System (SPAMMS) for monitoring an aboveground water pipe using a heterogeneous network (the network has three devices basic sensors, mobile sensors, and robot agent). SPAMMS requires a large amount of energy. Furthermore, the authors in [32] present an oil and gas leakage detection system, called Reliable Monitoring of Oil and Gas Pipelines using Wireless Sensor Network (REMONG), which was designed for above-ground pipes. It uses two types of sensors for temperature and pressure. It uses Zigbee technology and AODV routing protocol. The limitations are low scalability and the network lifetime, and the fact that when the density of the network increases it consumes high energy. Table 2 shows detailed specifications of these systems.




2.2. Multi-Hop Routing Protocols for Leak Detection Systems


As mentioned in the previous section, the oil and gas pipelines laid over hundreds of miles can be monitored using multi-hop linear sensor networks in a fixed infrastructure of nodes, statically arranged in a line like a chain. The data can be transmitted from a source node to the destination through intermediate nodes [33]. In this section, we present multi-hop routing protocols and review their energy consumption, delay, scalability, and network traffic. The protocols apply either linear routing or hierarchical routing. The author in [34] proposed a hierarchical multi-hop routing called Chain-Based protocol. The protocol divides the area into multiple vertical chains according to x-coordinates (x-coordinates are similar in all subarea nodes). The top node of each chain is the leader node. The communication inside the chain is from one node to another up to the leader node, and it is multi-hop. In contrast, the connection between the leader and the base station is done via a single hop. The protocol exhibits low delays and traffic volumes. However, the leader nodes require high energy, and the scalability of the protocol has not been tested. In [35], an alternative scheme was proposed to reduce transmission energy. The protocol creates a new chain between the leader nodes. The communication between the leader and the base station is done in a multi-hop fashion. Packets are sent to the base station through the chain’s leader node, which transmits from one leader node to another until reaching the nearest leader node from the base station. The protocol provides low delay, but the network exhibits unbalanced energy consumption among the sensors. There are many data packets generated which create considerable network traffic. The work [36] suggested a hierarchical Chain-Cluster Based Routing Protocol (RFC+) to avoid unbalanced energy consumption along the chain of sensors. The authors assumed that the base station has complete knowledge of the nodes’ power characteristics and locations. When the communication begins, the base station calculates the energy and delay, then selects suitable cluster heads, and then defines each cluster’s size. The process repeats in each communication which causes a high overhead [36]. The RFC+ consumes low energy and has good scalability, but in some cases, it is not applicable, because nodes cannot always connect directly to the BS. Additionally, the base station does not always have complete information about the sensors. Low-Energy Adaptive Clustering Hierarchy (LEACH) is another cluster-based routing protocol. The cluster heads aggregate the received packets before sending them to the base station to reduce the data packets. The CH dynamically changes during the communications to save the node’s energy. LEACH is presented as for single-hop communications in [37]. A multi-hop LEACH variant was proposed in [38]. First, the data are sent from the source sensor node to the CH. After that, CH aggregates and relays the data to the base station through other CHs. This protocol increases the range of transmission without consuming more power. However, although it provides scalability and low energy, it increases network traffic. Additionally, the author in [39] introduced a Distributed Algorithm for Multi-Hop Communication (MH-LEACH). This protocol reduces energy by decreasing the transmission ranges. The CH sends the data packets to the nearest neighbor MH-LEACH has low power consumption, at the cost of generated network traffic volumes. Table 3 shows a comparison of Hierarchical Multi-Hop Routing Protocols. For inter and intra-communication, each protocol may apply single-hop or multi-hop routing. The route from the node to the leader node is an intra-communication, and the inter communication is from the leader node and the base station.




2.3. LoRa Multi-Hop


LoRaWAN technology can address the pipeline system requirements in terms of range and power. LoRaWAN systems have been mainly introduced for single-hop topologies, but in recent years many studies have applied them for multi-hop communication as well. In [40] it is discussed that LoRa multi-hop and mesh solutions require targeted design to address the specific requirements from each use case scenario, highlighting scalability, management, and complexity issues. In [41] the authors studied the various deployment options of LoRa mesh and multi-hop topologies, denoting the use of nodes as intermediate relays and additionally highlighting power consumption and optimum sensor placement tradeoffs. In [42] a multi-hop protocol for LoRa is presented, which also considers an SDN network architecture, which demonstrated acceptable trade-offs among performance and scalability. In [43], the authors suggested the use of multi-hop LoRa in Smart City applications to extend the range and reduce the energy dissipated in each sensor node. The authors compared LoRa single-hop and multi-hop communication, and the results showed that the multi-hop option provides better performance, with some concerns about the achieved scalability. In [44], the authors compared the packet delivery in single-hop and multi-hop LoRa to monitor a large area using mesh topology. This system consumed excessive energy and had many limitations in terms of security and latency. The work in [45] proposed routing protocols to minimize the latency, using LoRa multi-hop hierarchical routing and assuming tree-based topologies. The system increased reliability and provided low latency. However, energy issues are not addressed. Additionally, a new multi-hop LoRa communication was proposed in [46] for a linear network. The system enhanced the packet delivery and delay, but when the network scalability increased, it led to low performance in terms of delay. Additionally, the work did not evaluate the system’s energy requirements. In [47], an underground monitoring system was studied considering a linear sensor topology. The authors considered a multi-hop LoRa network, consisting of various sensors for measuring water and air indicators and developed an energy cost per sensor.



Using multi-hop extends the LoRa network coverage and provides reliability. How- ever, some constraints must be considered to achieve energy efficiency and low overhead routing. The proposed networking protocol assumes LoRa multi-hop links serving a linear topology of deployed sensors over the pipeline, considering the tradeoffs presented in the related state of the art research. The system is described in the next section.





3. System Architecture, Scenarios of Multi-Hop LoRa, and Results


In our envisaged system for monitoring the oil transport infrastructures, the pipeline is considered to run through the desert where wired connections and power supplies are not usually available. The pipeline length is up to 1200 km. Furthermore, 266 km of the pipeline run through the desert where there are no cities around [3]. In this research, the system is designed supposed to use a WSN consisting of two types of sensors: temperature and pressure sensors, both battery-powered. The sensors send the measurements to the gateway (GW) in a multi-hop fashion. The GW needs a power source, so it is under consideration for placement in the nearest town. The data are sent from the GWs to the control center where they are analyzed to detect leakages. LoRaWAN multi-hop technology will be considered, assuming a bandwidth of 125 kHz.



Three different scenarios are tested to build and evaluate our model. The first scenario is the simplest multi-hop formation, according to which the source node sends the packet to its neighbor (and then on each node to its immediate neighbor) until reaching the GW. The node only connects to the previous and next neighbors. This type of communication is easy to develop. In this scenario, all nodes will be involved in the communication. In the second scenario, not all nodes cooperate in the communication. Each node will send packets to the third neighbor. In the last scenario, the node will transmit packets to its ninth neighbor. Both scenarios 2 and 3 increase the time of sleep state for network nodes. Figure 1 shows the three scenarios. In each scenario, we estimate network capacity and coverage planning and calculate the energy consumed when receiving and sending packets of various sizes towards the gateway. In LoRa technology, sending the packets to a specific neighbor node is done in two ways, either by broadcasting using address 0 or using the neighbor node’s address [47]. Since in our scenario the node may send the packets to its second or third neighbor, the communication in our model is achieved through the node’s addresses.



Furthermore, a comparison between flat and two hierarchical topologies is presented. In flat topologies, the nodes are arranged in a line, and each node connects with its adjacent neighbors (next and previous). The packets are sent from one node to another until they reach the GW. On the other hand, in the first hierarchical topologies, the area is divided into clusters. Each cluster has a cluster head (CH) and three nodes. The communication is done from each node to its CH and then from the CH to the GW through other CHs. In the second hierarchical scenario, each cluster has nine nodes instead of three. The two hierarchical scenarios are shown in Figure 2. As can be seen, in each scenario, nodes are numbered sequentially, and cluster heads nodes are labeled with CH and a number representing their order in the sequence of all nodes of the scenario.



We evaluate our model to validate the network parameters and assumptions. In this section, we show and discuss our results. We compare the consumed energy and number of bytes for different transmission ranges.



The results will be presented in the following four sections. The first section studies the measurement ranges and the traffic size, whereas the second section focuses on the energy consumption of LoRa devices. The third section examines two different types of sensors, and the last section compares the energy consumption of LoRa devices in a flat and hierarchical topology. All tests focus on flat topology, except the fourth one; it compares flat and hierarchical topologies.



3.1. Flat Topology Calculations


3.1.1. Measurement Ranges and Traffic Size Calculations


We calculate the measurement range and the density along 10 km of linear pipeline. Table 4 shows the three scenarios of the different multi-hop routing, where the system may deploy one of the available packet sizes: 1 byte and 255 bytes. Various distances between sensors from 10 m to 500 m are analyzed. For each distance, the number of hops is calculated for one packet. The network density and the number of hops give a good indication of the different possible traffic sizes. For the density of the sensor’s calculation, we must consider the measurement types, since they have different requirements in terms of measurement ranges and consequently network densities. Based on the inner distances between the devices, we spread the devices along the 10 km of the pipeline and calculate the number of devices required for each distance [10 m, 50 m,…, 500 m]. The number of hops was obtained for the three communication scenarios. For example, at the distance of 200 m (the inner distance between the devices), we need 50 sensors to cover all the 10 km of the pipeline. If we are using the second communication scenario, fewer sensors cooperate, so there are 17 hops to transmit data to the gateway. When we deploy more sensors with less distance between them, it increases the number of packets generated, which leads to more energy being consumed. The amount of energy consumption also depends on the sensor’s role within the communication chain: if it only transmits its data or if it is a cluster head.



Figure 3 compares the number of generated and transmitted bytes via the sensor network according to scenarios 1, 2, and 3 where packet size is 255 bytes at different distance ranges, starting from 50 m to 500 m. To find the number of transmitted bytes in one day, we determine the number of packets forwarded at each hop. Each sensor will send its packets and resend its neighbors’ packets. For each inner distance, there is a different number of hops and a different number of transmitted packets. The following equation was used:


   Number   of   packets  =  (    p i p e l i n e   l e n g t h     d i s t a n c e    )  × p a c k e t   s i z e  



(1)







Results show an increase in the traffic that will be generated as the inner-sensor distance decreases. Scenario 3 has a lower number of bytes than other scenarios. To design a sensor network with low requirements in terms of the number of generated bytes, we can decrease the network density (use a large inner distance ex. 200 m) and send it through a smaller number of hops (scenario 3 has minimum hops).




3.1.2. The Energy Consumption of LoRa Nodes Calculations


In Figure 4 and Figure 5, we calculate the energy consumption per node for one day. We consider energy consumption only for the send and receive modes. We select 200 m as the distance between sensors based on the previous traffic calculations. From [47], we used the same value of the current for send and receive mode. The energy value in joules was calculated; for sending mode, it is 0.323 joule, and for receiving mode, it is 0.218 joule. To calculate the energy consumption for a single node, we use Equation (2), where N is the sequence number of the sensor in the communication, ERm is the energy for receiving mode, ESm is the energy needed to send the packets, and Ps is the packet size.


E = [(N − 1) ERm + N ESm] Ps



(2)







Each sensor sends one byte every 3 h. As an example, node 2 in the first scenario will send the two packets (packet of node 1 and its packet) and receive one packet, so it consumes around 1 joule per day. Table 5 shows energy assumptions.



In Figure 4, the energy consumption per node is presented. The node IDs (1, 10, and 40) are shown in the x-axis where the distance between sensors is 200 m. The nodes which cooperate for the communication in the three scenarios are selected. The amount of energy consumed per node is shown in Figure 5. The x-axis shows the node’s IDs, on the other hand the values of the y-axis are presented in logarithmic-scale. We calculate the energy consumption to show the difference between the three communication scenarios. We first determine the number of received and transmitted packets for each node included in the communication, then apply Equation (1) to find the nodes’ energy consumptions. Device 1 consumes around 0.2 joules in all three scenarios, depicted in Figure 5. Device 40 consumes around 440 joules in the first scenario whereas it consumes around 10 joules in scenario 3, which are shown in Figure 5. Less energy consumption is observed in scenario 3 due to the smaller number of hops.



Moreover, to show the communication scenarios’ effect on energy consumption, we applied Equation (2) on the 50 nodes and calculate the total energy per day in the three scenarios. For example, in scenario 1, the devices consume around 11,674 joules, whereas in the third scenario the devices consume 148 joules. This can be observed in Figure 6, where the y-axis shows the number of the scenarios, and the x-axis shows the total amount of energy consumed by the nodes of the corresponding scenario. When the number of hops decreases, the total required energy decreases, as shown in Figure 6. We observed that the second scenario improve energy by 88% and the third scenario by 98%.



The three scenarios have different results because of the number of nodes involved in the communication (number of hops). In scenario 1, all nodes cooperate, which leads to more energy consumption in each node, whereas in the second scenario, less than half of the nodes are involved in forwarding other nodes’ packets, so the average energy consumption is less. Furthermore, the smaller number of hops leads to lower end-end delay and higher throughput. This is via either appropriate dimensioning of their transceivers and processors or via appropriate scheduling of the transmitted packets by different cluster nodes to avoid packet collisions and packet queuing. Moreover, the distance between sensors is related to the application type and requirements. For example, in LoRa underground monitoring applications, the maximum distance is 200 m and, in some cases, is 150 m, as in [48], whereas the distances are larger in aboveground applications. Calculations in Table 4 show that the communication range can reach 500 m, which is within the achievable range defined for LoRa-WAN via link budget calculations, such as those mentioned in [49].




3.1.3. Temperature and Pressure Sensor Calculations


We performed another set of tests on temperature and pressure sensors and compared the results to determine the optimal inner distance between the sensing devices (sensor) and the suitable number of bytes for both sensor types. We set the packet size to be 255 bytes, and the pipeline length to be 10 km. The temperature sensors were assumed to transmit a sample every 3 h, and the pressure sensors sent a measurement every 1 h for one day. The test calculated the network density, the energy transmitting and receiving packets, and the total number of bytes at different distances between sensors. Each type of sensor generates a different number of bytes, The pressure sensors need a higher sampling rate and lower distances between sensors than temperature sensors [48,49]. Figure 7 presents the energy consumed by all nodes located within the inner distances specified by the x-axis, for both pressure and temperature sensors. As can be observed from the figure, the pressure sensors need more energy than the temperature sensors for the same network density. For inter-sensor distances between 200 m and 500 m, the energy consumption is low for both sensor types. Figure 8 shows the total number of bytes for all nodes located within the inner distances specified by the x-axis, for both pressure and temperature sensors. Pressure sensors have a higher number of bytes than temperature sensors, as can be seen in Figure 8. Therefore, pressure sensors require high energy consumption.





3.2. Hierarchical Topology calculations


Energy Consumption per Node for Flat and Hierarchical Topology



A further test has been conducted for comparing the flat and hierarchical (cluster) topologies with similar parameters: the distance between sensors is 200 m, and the calculations assume one day where sensors send 1 byte every 3 h and multi-hop communication mode as described in scenario 1 (shown in Figure 2). The network has 50 nodes. Three topologies are analyzed: The first topology is flat, and the other two are hierarchical. In the first hierarchical scenario, devices are divided into 12 clusters. Each cluster has four sensors. The cluster head is the last node in the cluster (sensor IDs 4, 8, 12, 16, 20, 24, 28, 32, 36, 40, 44, 48). In the second hierarchical scenario, there are five clusters. Each cluster has 10 sensors. The cluster head also is the last node in the cluster (sensor IDs 10, 20, 30, 40, 50). Figure 9 depicts the energy consumed by each node—represented with its ID—for all three topologies. The energy levels for the cluster heads of the hierarchical topologies—represented as orange and yellow dots—are interleaved with the energy levels of the flat topology. The energy levels, of the other nodes within the clusters of both hierarchical topologies are shown overriding each other—the yellow dots overriding the orange dots. The total amounts of energy consumed by the network of the three topologies are shown in Figure 10. The results show that the sensors consume high energy in the flat topology compared with the hierarchical topology. Clustering improved the energy consumption by 80% in the first hierarchical scenario and by 87% in the second hierarchical scenario. In a hierarchical topology, only the cluster heads need more energy. Hierarchical topology provides better energy efficiency, as shown in Figure 9 and Figure 10. In Figure 9, the hierarchical-1 chart is hidden by the scenario hierarchical-2 chart.



Moreover, to show the energy consumption for simple sensors (cluster members), we calculated the energy per node for 20 sensors in the first hierarchical scenario (hierarchical-1) and compared the result with the flat scenario. In the hierarchical-1 scenario, the simple sensors also consume energy, but it is much lower than in the flat scenario (worst case), as shown in Figure 11. The energy required for simple sensors in the hierarchical topology is improved by 69% compared with the energy needed for the flat topology. (In Figure 11, devices IDs (4, 8, 12, 16, and 20) are cluster heads).



To have an effective network for different requirements, in terms of applications that we need to run across the pipeline, we must optimize the traffic generated and energy consumed, considering parameters such as measurement type and rate, sensor ranges and coverage, capacity limit, and the required density for each type of sensor.



In this paper, we determined the parameters of the model such as throughput, energy consumption, number of sensors, and the inner distance between sensors to show how the parameters selection affect the model performance. As an example, we noticed that setting the size of the packet to the maximum size (255 bytes) resulted in the estimated energy consumption of around 1800 joule within a day for pressure sensors (when the inner distance is 200 m). We also determined the possible values and limitations of the model parameters. For example, we cannot set distances more than 500 m, even though LoRa Technology has the capability of higher coverage. However, due to application requirements, setting the distance between sensors to more than 500 m will have the risk of missing the existence of leakage along the pipeline [48,49].



There is a tradeoff involving different issues related to measurement precision, network capacity, network coverage, and energy efficiency; therefore, multi-hop communication may enhance coverage, but it is important to design the network in such a way that balances energy consumption and network traffic volumes.





4. Conclusions—Future Work


This paper discussed wireless communication solutions and multi-hop routing as solutions for pipeline networks’ leak detection systems. The main objectives of the survey presented in this study are to review the existing multi-hop systems and routing protocols and define the limitations, like the network energy and the volume of data traffic. We studied how the various network parameters, which are important for WSN multi-hop networks, are deployed along oil pipelines.



In future work, we will focus on investigating energy-efficient, reliable routing protocols for the oil pipeline use cases, including throughput, energy, and reliability performance indicators. It would be desirable to have sensors spaced quite close to each other to detect with high accuracy inconsistencies caused by various events such as leaks, fire, loss of pressure, corrosion, impact, etc. Such dense sensor deployment may lead to the generation of excessive measurement traffic leading to congestion, packet collisions, interference, and loss of communication for various nodes within the networks. Additionally, a dense network using multi-hop connections (either flat or hierarchical) may lead to heavy-duty operation of devices that will have to relay the packets of their neighbors towards the destination gateway, affecting their energy autonomy and operational efficiency. There are multiple approaches to addressing such challenges. For example, we could space the sensors further apart and reduce the network node density, or we could schedule specific devices to relay the generated measurements. We must also consider other criteria, such as delay criticality of data and the “coherence time” of the different measurement types to ensure that the network optimizes its operation according to the transported information. This tradeoff will be investigated in future work that will expand on the presented methodology.
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Figure 1. Multi-hop communication scenarios. 
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Figure 2. Hierarchical multi-hop communication scenarios. 
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Figure 3. The number of bytes/days at different sensor distances (packet size is 255 bytes). 
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Figure 4. Energy consumption for nodes 1, 10, and 40—when distance is 200 m. 
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Figure 5. Energy consumption for the 50 devices—where the distance is 200 m. 
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Figure 6. The total energy consumption in the multi-hop scenarios. 
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Figure 7. Energy for temperature and pressure sensors at different distances. 
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Figure 8. The number of bytes for temperature and pressure sensors at different distances. 
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Figure 9. Energy consumption for different topologies. 
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Figure 10. The total energy consumption (for all devices) for different topologies. 
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Figure 11. Energy consumption for simple sensors in different topologies. 
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Table 1. A Comparison Between Wireless Communication Technologies.
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	Technology
	Topology
	Data Rate
	Frequency Band
	Power
	Range





	NFC
	P2P
	4–8 kbps
	120–150 kHz
	50 mA
	10–20 cm



	RFID
	P2P
	40–640 Kbps
	3.11 GHz
	N/A
	Up to 200 m



	Bluetooth
	P2P
	24 Mbps
	2.4 GHz
	30 mA
	Up to 100 m



	BLE
	P2P
	1 Mbps
	2.4 GHz
	15 mA
	Up to 50 m



	ZIGBEE
	Star-mesh-tree
	250 kbps
	2.4 GHz
	30 mA
	Up to 100 m



	LoRa
	Star -Mesh
	Up to 50 kbps
	434–868 MHz
	12–40 mA
	Up to 15 km



	Sigfox
	Star
	100 bps
	868 MHz
	45 mA
	Up to 30 km



	DASH7
	Star-Tree
	Up to 200 kbps
	433–868–915 MHz
	31 mA
	Up to 5 km
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Table 2. WSN Pipeline Leak Detection Systems.
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	System
	Fluid Type
	Pipeline
	Measurements Type
	WSN Communication Technology
	Routing Type





	PIPENET
	water
	under-ground
	hydraulic-acoustic/ vibration
	Bluetooth Wi-Fi
	Single-hop



	CARP
	oil
	underwater
	N/available
	N/available
	Multi-hop



	ROLS [27]
	water–gas–oil
	N/available
	N/available
	Zigbee, Bluetooth Cellular, Wi-Max
	Single-hop



	SWATS
	water-steam
	above-ground
	temperature pressure
	Low Power WSN Wi-Fi
	Multi-hop



	SPAMMS
	water
	above-ground
	pressure
	RFID
	Single-hop



	MISE- PIPE
	water–oil
	under-ground
	temperature, acoustic pressure
	N/Available
	Multi-hop



	Smart- Pipe
	water
	under-ground
	temperature pressure
	N/Available
	Multi-hop



	RE- MONG
	oil
	above-ground
	temperature-pressure
	Zigbee
	Multi-hop
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Table 3. Comparison of Hierarchical Multi-Hop Routing Protocols.
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	Protocol
	Intra/inter Cluster
	Advantage
	Disadvantage





	Chain-based 1
	Multi-hop/Single-hop
	Low delay
	Unbalanced CH energy



	Chain-based 2
	Multi-hop/multi-hop
	Low delay
	Unbalanced energy



	RFC+
	Multi-hop/multi-hop
	Reduce the CH consumption energy
	OverheadNot applicable



	Multi-Hop LEACH
	Single-hop/multi-hop
	Scalability
	Increase network traffic



	MH-LEACH
	Single-hop/multi-hop
	Reduce the transmission energy
	Increase network traffic
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Table 4. Multi-Hop Communication Scenarios’ Parameters.
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Scenario 1

	
Scenario 2

	
Scenario 3






	
Pipeline length

	
10 km




	
Communication Scenarios

	
Hop-by-hop

	
The third neighbor

	
The ninth neighbor




	
Distances (m)

	
10

	
50

	
100

	
150

	
200

	
500

	
10

	
50

	
100

	
150

	
200

	
500

	
10

	
50

	
100

	
1500

	
200

	
500




	
Devices

	
1000

	
200

	
100

	
67

	
50

	
20

	
1000

	
200

	
100

	
67

	
50

	
20

	
1000

	
200

	
100

	
67

	
50

	
20




	
No. Hops

	
1000

	
200

	
100

	
67

	
50

	
20

	
340

	
68

	
34

	
23

	
17

	
7

	
100

	
20

	
10

	
7

	
5

	
2




	
Packets

	
1 byte/ 255 bytes
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Table 5. Energy consumption specifications.
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	98 mA
	Drawing current of send mode



	66 mA
	Drawing current of receive mode



	1 packet each 3 h
	Packets



	1-day
	Total assumed duration



	50 Node
	Number of Nodes
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