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#### Abstract

Belief propagation (BP) is widely used to solve the cooperative localization problem due to its excellent performance and natural distributed structure of implementation. For a mobile agent network, its factor graph inevitably encounters loops. In this case, the BP algorithm becomes iterative and can only provide an approximate marginal probability density function of the estimate with finite iterations. We propose an augmented-state BP algorithm for mobile agent networks to alleviate the effect of loops. By performing state augmentation, the messages in the factor graph will actually be allowed to be backward propagated, which reduces the number of loops in the factor graph, increases the available information of agents, and thus, benefits the localization. Experimental results demonstrate the better performance of the proposed algorithm over the original BP method.
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## 1. Introduction

Location awareness promotes the rapid development of autonomous driving [1], formation flying [2], robotics [3], etc. Accurate location estimation is a prerequisite for proper functioning control loops [4,5]. Traditionally, agents can perform localization tasks through the global positioning system (GPS) or beacon localization. However, localization by GPS requires continuous and stable GPS signal reception, which is usually impossible in harsh scenarios, e.g., when indoors or when the signal is jammed. On the other hand, beacon localization requires a large number of anchors with known location and is impractical due to its high cost. Another way to perform localization is to use inertial measurement units (IMUs) and dead reckoning (DR), but the unlimited increase of accumulated errors is often unacceptable [6]. In recent years, cooperative localization (CL) has received extensive attention due to its broad applicability. CL uses relative measurements among neighboring agents to improve the absolute position of each agent in the network. Compared with noncooperative localization (NCL), CL can achieve better-precision localization of the entire agent network with some additional computation and communication [7,8]. The advantages of CL are more obvious, especially for heterogeneous agent networks. For example, a small number of agents equipped with high-precision sensors can share information with other agents to benefit the entire agent network through the master-slave CL algorithm [9].

Various CL algorithms have been investigated in the existing work [10-15], among which, a message-passing algorithm called belief propagation (BP) $[14,15]$ is the most popular for its high-precision localization and natural distributed architecture of implementation. The original BP algorithm involves complex integration, product operations, and transmission of probability density functions (pdfs), so it cannot be directly applied in practice. For the case of linear models and Gaussian noise, the Gaussian BP [16,17] is a reduced and simplified version that can be easily implemented. However, it cannot handle real-world scenarios of nonlinear measurements and non-Gaussian noise. For that case, one effective
approach is nonparametric belief propagation (NBP) [18,19]. As a generalization of particle filters, NBP uses particle representation [20] to approximate the incoming and outgoing messages of agents and thus can handle noise with arbitrary distribution and nonlinear measurements. However, a small number of particles are inadequate to provide satisfactory estimation accuracy, and too many particles will cause unacceptable communicational and computational burden. Ref. [21] proposed to propagate the beliefs instead of the messages, and used Gaussian mixture density with fewer components to approximate the beliefs. In this way, each agent can perform broadcast instead of peer-to-peer communication, which greatly reduces the communication overhead, requiring only a little extra computation. In Ref. [22], NBP was investigated in an anchor-free environment, and an intermittent BP framework based on dead reckoning was proposed, which naturally combined CL and NCL algorithms. Since the accumulated error of IMU was considered in the prediction process, the localization accuracy was further improved. In Refs. [23,24], the posterior linearization filter and the unscented Kalman filter were integrated with BP to deal with nonlinear measurements. Compared with NBP, these two methods also have satisfactory performance but less computation and communication. In Refs. [25,26], Two BP algorithms based on non-Gaussian ranging models were proposed to deal with non-Gaussian noise.

BP has demonstrated its powerful capabilities in CL. However, as a message-passing algorithm based on factor graphs, BP can only provide the optimal results when there is no loop in the factor graph. Otherwise, BP becomes iterative and can only obtain approximate solutions [27]. Further, for mobile agent networks, the existing methods based on BP merely allow forward message passing and thus neglect the loops across time. This definitely sacrifices the accuracy of localization. In this paper, we propose an augmented state BP algorithm for mobile agent networks, which realizes a backward propagation of messages by performing state augmentation. This backward propagation (or retrodiction) in essence reduces the number of loops in the factor graph, increases the available information at each agent, and thus improves the accuracy of localization. Considering the computational and communicational burden, we suggest to use a few limited steps of retrodiction. Besides the proposed augmented BP, the contribution of this paper includes the formulation of the CL problem under the assumption that each agent has a dynamic motion model. Different from formulations of the existing CL work, this assumption actually considers the prior motion information of agents. Our formulation can reduce to the existing ones by setting an extremely large covariance of process noise in the dynamic model. Thus, our formulation is more general. We also provide the corresponding centralized fusion algorithm for the formulated CL problem, which acts as a benchmark for evaluating the distributed CL algorithms. Experimental results demonstrate the effectiveness and advantage of our algorithm.

The paper is organized as follows. Section 2 describes the system model and formulates the CL problem. Section 3 provides the centralized fusion algorithm for the formulated CL problem. Section 4 briefly reviews the BP algorithm. Section 5 proposes the augmented state BP algorithm. Experimental results are given in Section 6. Section 7 concludes the paper.

## 2. System Model and Problem Formulation

Consider $N$ agents in a two-dimensional plane in a GPS-denied scenario without any anchors. The set of agents is denoted as $\mathcal{A}$. Each agent moves according to the following dynamic model

$$
\begin{equation*}
\boldsymbol{x}_{k+1}^{i}=\boldsymbol{F}_{k}^{i} \boldsymbol{x}_{k}^{i}+\boldsymbol{G}_{k}^{i} \boldsymbol{w}_{k}^{i}, i \in \mathcal{A} \tag{1}
\end{equation*}
$$

where $x_{k}^{i}=\left[x_{k}^{i}, \dot{x}_{k}^{i}, y_{k}^{i}, \dot{y}_{k}^{i}\right]^{\mathrm{T}}$ is the state of the $i$ th agent at time $k$, and $x_{k}^{i}, \dot{x}_{k}^{i}$ and $y_{k}^{i}, \dot{y}_{k}^{i}$ are the horizontal and vertical positions and velocities, respectively. The process noise $\boldsymbol{w}_{k}^{i}$ is assumed white and Gaussian-distributed with zero mean and covariance $Q_{k}^{i}$. The process noises are assumed independent across agents. The initial state $x_{0}^{i}$ is also assumed Gaussian-distributed and independent across agents. It is assumed that each agent $i \in \mathcal{A}$
can measure its own position and/or velocity increments with respect to a geostationary coordinate frame. The internal measurement of the $i$ th agent at time $k$ is modeled as

$$
\begin{equation*}
z_{k}^{i}=\boldsymbol{H}_{k}^{i}\left(\boldsymbol{x}_{k}^{i}-\boldsymbol{x}_{k-1}^{i}\right)+\boldsymbol{v}_{k}^{i}, i \in \mathcal{A} \tag{2}
\end{equation*}
$$

where $\boldsymbol{H}_{k}^{i}$ and $\boldsymbol{v}_{k}^{i}$ indicate the measurement matrix of the $i$ th agent at time $k$ and the corresponding measurement noise, respectively. When $\boldsymbol{H}_{k}^{i}=\left[\begin{array}{llll}1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0\end{array}\right], z_{k}^{i}$ is called displacement measurement, which is a special case of model (2). The measurement noise $\boldsymbol{v}_{k}^{i}$ is assumed to be white Gaussian with zero mean and covariance $\boldsymbol{R}_{k}^{i}$. Certain pairs of agents, say $i, j \in \mathcal{A}$, can obtain inter-agent measurements $z_{k}^{i . j}$, called relative measurements. Two agents having relative measurements are called neighbors and it is assumed that information can only be shared among neighbors. Denote by $\mathcal{N}_{i, k}$ the set of neighbors of agent $i$ at time $k$. The relative measurements have the following model

$$
\begin{equation*}
z_{k}^{i . j}=H_{k}^{i . j}\left(x_{k}^{j}-x_{k}^{i}\right)+v_{k}^{i . j}, i \in \mathcal{A}, j \in \mathcal{N}_{i, k} \tag{3}
\end{equation*}
$$

where $v_{k}^{i . j}$ is the corresponding measurement noise and is assumed to be white Gaussian with zero mean and covariance $R_{k}^{i, j}$. All measurement noises, process noises and initial states are assumed mutually independent.

Let

$$
\begin{equation*}
\boldsymbol{Z}_{k} \triangleq\left[\left(\mathbf{Z}_{k}^{\text {self }}\right)^{\mathrm{T}},\left(\boldsymbol{Z}_{k}^{\mathrm{rel}}\right)^{\mathrm{T}}\right]^{\mathrm{T}} \tag{4}
\end{equation*}
$$

where

$$
\begin{aligned}
& \mathbf{Z}_{k}^{\text {self }} \triangleq\left[\left(z_{k}^{1}\right)^{\mathrm{T}}, \ldots,\left(z_{k}^{N}\right)^{\mathrm{T}}\right]^{\mathrm{T}} \\
& \mathbf{Z}_{k}^{\text {rel }} \triangleq\left[\left(\mathbf{Z}_{k}^{1, \text { rel }}\right)^{\mathrm{T}}, \ldots,\left(\mathbf{Z}_{k}^{N, \text { rel }}\right)^{\mathrm{T}}\right]^{\mathrm{T}} \\
& \mathbf{Z}_{k}^{i, \text { rel }} \triangleq\left[z_{k}^{i, j_{1}}, \cdots, z_{k}^{i, j_{n_{i}}}\right]^{\mathrm{T}}, j_{1}, \cdots, j_{n_{i}} \in \mathcal{N}_{i, k}
\end{aligned}
$$

and $n_{i}$ is the number of neighbors of agent $i$. The problem considered is to use all available measurements including the internal measurements and the inter-agent relative measurements to estimate the states of all agents, i.e.,

$$
\hat{\boldsymbol{X}}_{k}=E\left[\boldsymbol{X}_{k} \mid \mathbf{Z}_{k}\right]
$$

where $\boldsymbol{X}_{k} \triangleq\left[\left(x_{k}^{1}\right)^{\mathrm{T}}, \ldots,\left(\boldsymbol{x}_{k}^{N}\right)^{\mathrm{T}}\right]^{\mathrm{T}}$ and $E[\cdot]$ denotes the minimum mean-squared error (MMSE) estimator. Note that the stacking way of the measurements in Equation (4) is for the convenience of developing of filtering algorithm. The linear Gaussian assumptions made through Equations (1)-(3) do not reduce the significance of our study, since our proposed algorithm can be directly combined with NBP to deal with nonlinear or non-Gaussian cases.

Remark 1. The major difference between our formulation and the existing ones (see, e.g., Ref. [28]) lies in the assumption of dynamic models of agents, i.e., Equation (1). Traditionally, the displacement measurement model is commonly used as the dynamic model by viewing the displacement measurement $z_{k}^{i}$ as known inputs, i.e.,

$$
\left[\begin{array}{c}
x_{k}^{i} \\
y_{k}^{i}
\end{array}\right]=\left[\begin{array}{c}
x_{k-1}^{i} \\
y_{k-1}^{i}
\end{array}\right]+z_{k}^{i}-\boldsymbol{v}_{k}^{i}
$$

Thus, the information from displacement measurements is actually utilized in the prediction step of the filter. In our formulation, the internal measurement Equation (2), including displacement model as a special case, is more general. Another advantage of our formulation is that the prior motion information of agents can be adopted in the filtering algorithm to improve the localization performance. If such information is unavailable, we can simply set a large enough $\boldsymbol{Q}_{k}^{i}$ to represent
that we have very little faith in the dynamic model and it naturally has slight effect on the estimation results. Thus, intuitively, our formulation reduces to the existing ones by setting a large enough $\boldsymbol{Q}_{k}^{i}$.

## 3. Centralized Fusion

The centralized fusion, which utilizes all measurements from all agents to estimate the states of all agents at the fusion center, can provide the optimal state estimates [29]. The optimal centralized fusion in the best linear unbiased estimation (BLUE) sense for the formulation without the assumption of agents' dynamic models is given in Ref. [28]. Therein, the system states are viewed as non-random unknown quantities, which is different from ours. Next, we investigate the centralized fusion for our formulated problem.

Stacking states and measurements from all agents, we have the following dynamic model

$$
\begin{gather*}
\boldsymbol{X}_{k+1}=\boldsymbol{F}_{k} \boldsymbol{X}_{k}+\boldsymbol{G}_{k} \boldsymbol{w}_{k}  \tag{5}\\
\boldsymbol{Z}_{k}=\boldsymbol{H}_{k}^{\mathrm{c}} \boldsymbol{X}_{k}-\boldsymbol{H}_{k}^{p} \boldsymbol{X}_{k-1}+\boldsymbol{V}_{k} \tag{6}
\end{gather*}
$$

where

$$
\begin{aligned}
& \boldsymbol{F}_{k}=\operatorname{diag}\left(\boldsymbol{F}_{k}^{1}, \ldots, \boldsymbol{F}_{k}^{N}\right), \boldsymbol{G}_{k}=\operatorname{diag}\left(\boldsymbol{G}_{k}^{1}, \ldots, \boldsymbol{G}_{k}^{N}\right) \\
& \boldsymbol{w}_{k}=\left[\left(\boldsymbol{w}_{k}^{1}\right)^{\mathrm{T}}, \ldots,\left(\boldsymbol{w}_{k}^{N}\right)^{\mathrm{T}}\right]^{\mathrm{T}}, \boldsymbol{H}_{k}^{\mathrm{c}}=\left[\left(\boldsymbol{H}_{k}^{\text {self }}\right)^{\mathrm{T}},\left(\boldsymbol{H}_{k}^{\text {rel }}\right)^{\mathrm{T}}\right]^{\mathrm{T}} \\
& \boldsymbol{H}_{k}^{p}=\left[\left(\boldsymbol{H}_{k}^{\text {self }}\right)^{\mathrm{T}}, \mathbf{0}\right]^{\mathrm{T}}, \boldsymbol{V}_{k}=\left[\left(\boldsymbol{v}_{k}^{1}\right)^{\mathrm{T}}, \ldots,\left(\boldsymbol{v}_{k}^{N}\right)^{\mathrm{T}},\left(\boldsymbol{v}_{k}^{1, \text { rel }}\right)^{\mathrm{T}}, \ldots,\left(\boldsymbol{v}_{k}^{N, \text { rel }}\right)^{\mathrm{T}}\right]^{\mathrm{T}} \\
& \boldsymbol{v}_{k}^{i, \text { rel }}=\left[\boldsymbol{v}_{k}^{i, j_{1}}, \cdots, \boldsymbol{v}_{k}^{i, j_{n_{i}}}\right]^{\mathrm{T}}, j_{1}, \cdots, j_{n_{i}} \in \mathcal{N}_{i, k}
\end{aligned}
$$

The matrix $\boldsymbol{H}_{k}^{\text {self }}$ corresponding to the internal measurements is given by

$$
\boldsymbol{H}_{k}^{\text {self }}=\operatorname{diag}\left(\boldsymbol{H}_{k}^{1}, \ldots, \boldsymbol{H}_{k}^{N}\right)
$$

The matrix $\boldsymbol{H}_{k}^{\text {rel }}$ corresponding to the relative measurements is determined by the concrete topology of the network. Taking the chain topology as an example, we have

$$
\boldsymbol{H}_{k}^{\mathrm{rel}}=\left[\begin{array}{ccccc}
-\boldsymbol{H}_{k}^{1,2} & \boldsymbol{H}_{k}^{1,2} & & & \\
\boldsymbol{H}_{k}^{2,1} & -\boldsymbol{H}_{k}^{2,1} & & & \\
& -\boldsymbol{H}_{k}^{2,3} & \boldsymbol{H}_{k}^{2,3} & & \\
& & & \ddots & \\
& & & \boldsymbol{H}_{k}^{N, N-1} & -\boldsymbol{H}_{k}^{N, N-1}
\end{array}\right]
$$

The state estimation of system Equations (5) and (6) consists of two steps: prediction and update. The state prediction is calculated as

$$
\begin{gather*}
\hat{\boldsymbol{X}}_{k+1 \mid k}=\boldsymbol{F}_{k} \hat{\boldsymbol{X}}_{k \mid k}  \tag{7}\\
\boldsymbol{P}_{k+1 \mid k}=\boldsymbol{F}_{k} \boldsymbol{P}_{k \mid k} \boldsymbol{F}_{k}^{\mathrm{T}}+\boldsymbol{G}_{k} \boldsymbol{Q}_{k} \boldsymbol{G}_{k}^{\mathrm{T}} \tag{8}
\end{gather*}
$$

where $Q_{k}=\operatorname{diag}\left(Q_{k}^{1}, \ldots, Q_{k}^{N}\right)$ is the covariance matrix of $w_{k}$.
For the update step, the normal update in the Kalman filter cannot be used since the measurement $\boldsymbol{Z}_{k+1}$ is also related to $\boldsymbol{X}_{k}$ as shown in Equation (6). Next, we use the linear MMSE (LMMSE) estimator [30], which is also optimal in the MMSE sense due to the linear Gaussian assumptions made in this paper, and the update can be calculated as

$$
\begin{equation*}
\hat{\boldsymbol{X}}_{k+1 \mid k}=\boldsymbol{F}_{k} \hat{\boldsymbol{X}}_{k \mid k} \hat{\boldsymbol{X}}_{k+1 \mid k+1}=E\left[\boldsymbol{X}_{k+1} \mid \boldsymbol{Z}_{k+1}\right]=\hat{\boldsymbol{X}}_{k+1 \mid k}+\boldsymbol{C}_{k+1} \boldsymbol{S}_{k+1}^{-1}\left(\boldsymbol{Z}_{k+1}-\hat{\mathbf{Z}}_{k+1 \mid k}\right) \tag{9}
\end{equation*}
$$

and

$$
\begin{equation*}
\boldsymbol{P}_{k+1 \mid k+1}=\operatorname{MSE}\left(\hat{\boldsymbol{X}}_{k+1 \mid k+1}\right)=\boldsymbol{P}_{k+1 \mid k}-\boldsymbol{C}_{k+1} \boldsymbol{S}_{k+1}^{-1} \boldsymbol{C}_{k+1}^{T} \tag{10}
\end{equation*}
$$

where MSE denotes the mean-square error matrix. From Equation (6), the measurement prediction is

$$
\begin{equation*}
\hat{\mathbf{Z}}_{k+1}=\boldsymbol{H}_{k+1}^{\mathrm{c}} \hat{\boldsymbol{X}}_{k+1 \mid k}-\boldsymbol{H}_{k+1}^{p} \hat{\boldsymbol{X}}_{k \mid k} \tag{11}
\end{equation*}
$$

and

$$
\begin{align*}
\boldsymbol{S}_{k+1} & =E\left[\left(\boldsymbol{Z}_{k+1}-\hat{\mathbf{Z}}_{k+1 \mid k}\right)\left(\boldsymbol{Z}_{k+1}-\hat{\mathbf{Z}}_{k+1 \mid k}\right)^{\mathrm{T}}\right] \\
& =E\left[\left(\boldsymbol{H}_{k+1}^{\mathrm{c}} \hat{\boldsymbol{X}}_{k+1 \mid k}-\boldsymbol{H}_{k+1}^{p} \hat{\boldsymbol{X}}_{k \mid k}+\boldsymbol{v}_{k}\right)\left(\boldsymbol{H}_{k+1}^{\mathrm{c}} \hat{\boldsymbol{X}}_{k+1 \mid k}-\boldsymbol{H}_{k+1}^{p} \hat{\boldsymbol{X}}_{k \mid k}+\boldsymbol{v}_{k}\right)^{\mathrm{T}}\right]  \tag{12}\\
& =\boldsymbol{R}_{k}+\boldsymbol{H}_{k+1}^{\mathrm{c}} \boldsymbol{P}_{k+1 \mid k}\left(\boldsymbol{H}_{k+1}^{\mathrm{c}}\right)^{\mathrm{T}}+\boldsymbol{H}_{k+1}^{p} \boldsymbol{P}_{k \mid k}\left(\boldsymbol{H}_{k+1}^{p}\right)^{\mathrm{T}} \\
& -\boldsymbol{H}_{k+1}^{\mathrm{c}} \boldsymbol{F}_{k} \boldsymbol{P}_{k \mid k}\left(\boldsymbol{H}_{k+1}^{p}\right)^{\mathrm{T}}-\boldsymbol{H}_{k+1}^{p} \boldsymbol{P}_{k \mid k} \boldsymbol{F}_{k}^{\mathrm{T}}\left(\boldsymbol{H}_{k+1}^{\mathrm{c}}\right)^{\mathrm{T}}
\end{align*}
$$

where $\boldsymbol{R}_{k}=E\left[\boldsymbol{V}_{k} \boldsymbol{V}_{k}^{\mathrm{T}}\right]$. The cross-covariance $\boldsymbol{C}_{k+1}$ is

$$
\begin{align*}
\boldsymbol{C}_{k+1} & =E\left[\left(\boldsymbol{X}_{k+1}-\hat{\boldsymbol{X}}_{k+1 \mid k}\right)\left(\boldsymbol{Z}_{k+1}-\hat{\mathbf{Z}}_{k+1 \mid k}\right)^{\mathrm{T}}\right] \\
& =E\left[\hat{\boldsymbol{X}}_{k+1 \mid k}\left(\boldsymbol{H}_{k+1}^{\mathrm{c}} \hat{\boldsymbol{X}}_{k+1 \mid k}-\boldsymbol{H}_{k+1}^{p} \hat{\boldsymbol{X}}_{k \mid k}+\boldsymbol{v}_{k+1}\right)^{\mathrm{T}}\right]  \tag{13}\\
& =\boldsymbol{P}_{k+1 \mid k}\left(\boldsymbol{H}_{k+1}^{\mathrm{c}}\right)^{\mathrm{T}}-\boldsymbol{F}_{k} \boldsymbol{P}_{k \mid k}\left(\boldsymbol{H}_{k+1}^{p}\right)^{\mathrm{T}}
\end{align*}
$$

Substituting Equations (11)-(13) into Equations (9) and (10), we can get

$$
\begin{gather*}
\hat{\boldsymbol{X}}_{k+1 \mid k+1}=\hat{\boldsymbol{X}}_{k+1 \mid k}+\boldsymbol{W}_{k+1}\left(\boldsymbol{Z}_{k+1}-\hat{\mathbf{Z}}_{k+1 \mid k}\right)  \tag{14}\\
\boldsymbol{P}_{k+1 \mid k+1}=\boldsymbol{P}_{k+1 \mid k}-\boldsymbol{W}_{k+1} \boldsymbol{S}_{k+1} \boldsymbol{W}_{k+1}^{\mathrm{T}} \tag{15}
\end{gather*}
$$

where the filter gain $\boldsymbol{W}_{k+1}$ is given by

$$
\boldsymbol{W}_{k+1}=\boldsymbol{C}_{k+1} \boldsymbol{S}_{k+1}^{-1}=\left(\boldsymbol{P}_{k+1 \mid k}\left(\boldsymbol{H}_{k+1}^{\mathrm{c}}\right)^{\mathrm{T}}-\boldsymbol{F}_{k} \boldsymbol{P}_{k \mid k}\left(\boldsymbol{H}_{k+1}^{p}\right)^{\mathrm{T}}\right) \boldsymbol{S}_{k+1}^{-1}
$$

The centralized fusion Equation (9) can achieve the best performance in the MMSE sense, but it needs to transmit all measurements to the fusion center, which is impossible in practice especially for mobile agent networks.

## 4. BP-Based Cooperative Localization

In this section, we briefly introduce the BP algorithm, which serves as the basis for our augmented state BP discussed in the next section. The procedures of BP are presented in a general form with pdfs. For the linear Gaussian case, these pdfs are all Gaussian, and BP can be implemented with the first two-order moments straightforwardly.

The MMSE estimates of each agent is

$$
\begin{equation*}
\hat{x}_{k}^{i}=\int \boldsymbol{x}_{k}^{i} f\left(\boldsymbol{x}_{k}^{i} \mid \mathbf{Z}_{1: k}\right) d x_{k}^{i} \tag{16}
\end{equation*}
$$

where $\boldsymbol{Z}_{1: k}$ is all measurements up to time $k$. Obtaining $f\left(\boldsymbol{x}_{k}^{i} \mid \mathbf{Z}_{1: k}\right)$ involves the marginalization of the joint pdf $f\left(\boldsymbol{X}_{0: k} \mid \boldsymbol{Z}_{1: k}\right)$, where $\boldsymbol{X}_{0: k} \triangleq\left[\left(\boldsymbol{X}_{0}\right)^{\mathrm{T}}, \ldots,\left(\boldsymbol{X}_{k}\right)^{\mathrm{T}}\right]^{\mathrm{T}}$. Since its computational complexity increases exponentially with the size of the agent network, direct marginalization is infeasible. To solve this problem, BP provides an effective way. According to the independent assumption, the joint $\operatorname{pdf} f\left(\boldsymbol{X}_{0: k} \mid \mathbf{Z}_{1: k}\right)$ can be factorized into

$$
\begin{equation*}
f\left(X_{0: k} \mid \mathbf{Z}_{1: k}\right) \propto \prod_{i \in \mathcal{A}} f\left(x_{0}^{i}\right) \prod_{t=1}^{k} \prod_{i_{1} \in \mathcal{A}} f\left(x_{t}^{i_{1}} \mid x_{t-1}^{i_{1}}\right) f\left(z_{t}^{i_{1}} \mid x_{t}^{i_{1}}, x_{t-1}^{i_{1}}\right) \prod_{j \in \mathcal{N}_{i_{1}, k}} f\left(z_{t}^{i_{1}, j} \mid x_{t}^{i_{1}}, x_{t}^{j}\right) \tag{17}
\end{equation*}
$$

Equation (17) is mapped to the factor graph as shown in Figure 1. A factor graph $\mathcal{G}=(\mathcal{V}, \mathcal{E})$ is composed of nodes $\mathcal{V}$ and edges $\mathcal{E}$. The nodes are divided into factor nodes and variable nodes. Factor nodes are represented by boxes, which are associated with $f\left(z_{k}^{i} \mid x_{k}^{i}, x_{k-1}^{i}\right) f\left(x_{k}^{i} \mid x_{k-1}^{i}\right)$ or $f\left(z_{k}^{i, j}, z_{k}^{j, i} \mid x_{k}^{i}, x_{k}^{j}\right)$, and variable nodes are represented by
circles, which are associated with $x_{k}^{i}$. Each edge connects the factor node with its related variable nodes. The BP algorithm propagates messages along the edges on the factor graph to calculate the belief $b\left(x_{k}^{i}\right)$ corresponding to each variable node $x_{k}^{i}$. For the case of loop-free factor graph, the beliefs are the exact conditional marginal pdfs, i.e., $b\left(x_{k}^{i}\right)=f\left(x_{k}^{i} \mid \boldsymbol{Z}_{1: k}\right)$. Otherwise, the BP becomes iterative and can only provide an approximated solution. It is not ensured that, by iterations, the BP will converge, although it usually converges in many cases [23,27]. In real practice, a number of iterations are commonly performed.


Figure 1. Factor graph of the joint pdf $f\left(X_{0: k} \mid Z_{1: k}\right)$. For brevity, we only drew the part related to $x_{k}^{1}$ in detail, and the factor nodes are represented by abbreviations, where $f_{k}^{i}=f\left(z_{k}^{i} \mid x_{k}^{i}, x_{k-1}^{i}\right) f\left(x_{k}^{i} \mid x_{k-1}^{i}\right)$ and $f_{k}^{i, j}=f\left(z_{k}^{i, j}, z_{k}^{j, i} \mid x_{k}^{i}, x_{k}^{j}\right)$. The arrows indicate the directions of message propagation.

For the $p$ th iteration, the belief is given by

$$
\begin{equation*}
b^{p}\left(\boldsymbol{x}_{k}^{i}\right) \propto m_{\rightarrow k}\left(\boldsymbol{x}_{k}^{i}\right) \prod_{j \in \mathcal{N} \hat{i}_{i, k}} m_{j \rightarrow i}^{p}\left(\boldsymbol{x}_{k}^{i}\right), i \in \mathcal{A} \tag{18}
\end{equation*}
$$

where $m_{\rightarrow k}\left(x_{k}^{i}\right)$ is the messages propagated from variable node $\boldsymbol{x}_{k-1}^{i}$ to variable node $\boldsymbol{x}_{k}^{i}$

$$
\begin{equation*}
m_{\rightarrow k}\left(x_{k}^{i}\right) \propto \int f\left(z_{k}^{i} \mid x_{k}^{i}, x_{k-1}^{i}\right) f\left(x_{k}^{i} \mid x_{k-1}^{i}\right) b^{p}\left(x_{k-1}^{i}\right) d x_{k-1}^{i} \tag{19}
\end{equation*}
$$

and $m_{j \rightarrow i}^{p}\left(x_{k}^{i}\right)$ is the message propagated from the factor node $f\left(z_{k}^{i, j}, z_{k}^{j, i} \mid x_{k}^{i}, x_{k}^{j}\right)$ to variable node $\boldsymbol{x}_{k}^{i}$

$$
\begin{equation*}
m_{j \rightarrow i}^{p}\left(x_{k}^{i}\right) \propto \int f\left(z_{k}^{i, j}, z_{k}^{j, i} \mid x_{k}^{i}, x_{k}^{j}\right) n_{j \rightarrow i}^{p-1}\left(x_{k}^{j}\right) d x_{k^{\prime}}^{j} j \in \mathcal{N}_{i, k} \tag{20}
\end{equation*}
$$

with

$$
\begin{equation*}
n_{j \rightarrow i}^{p-1}\left(x_{k}^{j}\right) \propto m_{\rightarrow k}\left(x_{k}^{j}\right) \prod_{l \in \mathcal{N}_{j, k} \backslash i} m_{l \rightarrow j}^{p-1}\left(x_{k}^{j}\right) \tag{21}
\end{equation*}
$$

Note that since Equation (3) distinguishes between $z_{k}^{i, j}$ and $z_{k}^{j, i}$, the conditional joint pdf of $z_{k}^{i, j}$ and $z_{k}^{j, i}$ is used in Equation (20). The iteration starts with $n_{j \rightarrow i}^{0}\left(x_{k}^{j}\right)=m_{\rightarrow k}\left(x_{k}^{j}\right)$. When $b\left(\boldsymbol{x}_{k}^{i}\right)$, i.e., the posterior $f\left(\boldsymbol{x}_{k}^{i} \mid \mathbf{Z}_{1: k}\right)$, is obtained, we can get the approximate MMSE estimate of $\boldsymbol{x}_{k}^{i}$.

## 5. Augmented State BP Cooperative Localization

### 5.1. Motivation

As we can see, the BP-based CL is generally recursive along time, and iterative at each time instant for the existence of loops in the factor graph. That is to say, the BP algorithm only accounts for the loops existing at one time instant and neglects the loops across time. This approximation brings to the BP-based CL the recursion property, conciseness in procedures, and straightforwardness in implementation. However, the resulting error caused by neglecting the loops across time will accumulate and degrade the accuracy of localization. Completely eliminating this approximation needs to consider all loops from the initial time to the current time, which is computationally infeasible, not to mention the tremendous communication cost. To deal with this problem, we propose to allow message backward passing in the factor graph via state augmentation.

To consider the loops across time, the messages in BP need to propagate in both forward and backward directions. However, due to the complexity of the factor graph structure, it is difficult to find a suitable message propagation order, i.e., message propagation schedule [27]. Fortunately, for mobile agent networks, all agents naturally have their historical states, which allow us to realize message backward propagation by state augmentation. The idea is similar to the fixed-lag smoother [31]. They both utilize state augmentation. However, the optimal fixed-lag smoother only cares about the estimation of a previous state (at a fixed-lag time) and cannot improve the state estimation at the current time. The augmented state BP (AS-BP) aims to improve the state estimation at current time and can intuitively achieve this goal by considering the loops across time. We use the following example to show how the state augmentation accounts for the loops across time.

Example 1. Consider two different agent network topologies, i.e., a chain topology and a fully connected topology, as shown in Figure 2. For brevity, boxes representing the factor nodes are omitted in the factor graphs shown in Figure 2 and we know each link connecting two variable nodes acts as a factor node. Figure $2 b, d$ show the factor graphs after state augmentation according to Figure $2 a$ and 2c, respectively. For the chain topology shown in Figure 2a, the factor graph after state augmentation is loop-free as shown in Figure 2b, and thus an accurate conditional marginal pdf can be obtained without any iteration. For the fully connected topology shown in Figure 2c, loops both at one time instant and across time exist. After stat-augmentation shown in Figure 2d, only one loop is left. Iterations are still needed in the BP for Figure 2d since there is still a loop. However, it is intuitive that the BP on the augmented state (shown in Figure 2d) outperforms the $B P$ acting on the fact graph shown in Figure 2c since the number of loops is significantly reduced.


Figure 2. Factor graphs.

### 5.2. Augmented State BP (AS-BP) Algorithm

For the ease of presentation, we consider to augment states at two successive times. That is to say, we only consider the AS-BP with 1 -step retrodiction. The $n$-step ( $n \geq 2$ ) algorithms can be implemented according to readers' concrete applications. Let $\boldsymbol{X}_{k+2}^{i}=\left[\left(x_{k+2}^{i}\right)^{\mathrm{T}},\left(\boldsymbol{x}_{k+1}^{i}\right)^{\mathrm{T}}\right]^{\mathrm{T}}$ and $\boldsymbol{Z}_{k+2}^{i}=\left[\left(z_{k+2}^{i}\right)^{\mathrm{T}},\left(\boldsymbol{z}_{k+1}^{i}\right)^{\mathrm{T}}\right]^{\mathrm{T}}$. For each agent $i \in \mathcal{A}$, the prediction message $m_{\rightarrow k+2}\left(\boldsymbol{X}_{k+2}^{i}\right)$ is given by

$$
\begin{equation*}
m_{\rightarrow k+2}\left(\boldsymbol{X}_{k+2}^{i}\right) \propto \int f\left(\boldsymbol{Z}_{k+2}^{i} \mid \boldsymbol{X}_{k+2}^{i}, \boldsymbol{x}_{k}^{i}\right) f\left(\boldsymbol{X}_{k+2}^{i} \mid \boldsymbol{x}_{k}^{i}\right) b^{p}\left(\boldsymbol{x}_{k}^{i}\right) d \boldsymbol{x}_{k}^{i} \tag{22}
\end{equation*}
$$

From Equations (1) and (2), we have

$$
\begin{equation*}
m_{\rightarrow k+2}\left(\boldsymbol{X}_{k+2}^{i}\right) \propto \mathcal{N}\left(\boldsymbol{X}_{k+2}^{i}, \hat{X}_{k+2 \mid k}^{m, i}, \boldsymbol{P}_{k+2 \mid k}^{m, i}\right) \tag{23}
\end{equation*}
$$

The calculation of the message $m_{\rightarrow k+2}\left(X_{k+2}^{i}\right)$ involves prediction and update. Note that by state augmentation, the measurements used in the update involve not only $z_{k+2}^{i}$ but also $z_{k+1}^{i}$. The prediction is

$$
\begin{gather*}
\hat{\boldsymbol{X}}_{k+2 \mid k}^{p, i}=\boldsymbol{F}_{k}^{p, i} \hat{\boldsymbol{X}}_{k \mid k}^{i}  \tag{24}\\
\boldsymbol{P}_{k+2 \mid k}^{p, i}=\boldsymbol{F}_{k}^{p, i} \boldsymbol{P}_{k \mid k}^{i}\left(\boldsymbol{F}_{k}^{p, i}\right)^{\mathrm{T}}+\boldsymbol{G}_{k}^{p, i} \boldsymbol{Q}_{k}^{p, i}\left(\boldsymbol{G}_{k}^{p, i}\right)^{\mathrm{T}} \tag{25}
\end{gather*}
$$

where

$$
\begin{aligned}
\boldsymbol{F}_{k}^{p, i} & =\left[\begin{array}{ll}
\boldsymbol{F}_{k+1}^{i} \boldsymbol{F}_{k}^{i} & 0 \\
\boldsymbol{F}_{k}^{i} & 0
\end{array}\right] \\
\boldsymbol{G}_{k}^{p, i} & =\left[\begin{array}{ll}
\boldsymbol{G}_{k+1}^{i} & \boldsymbol{F}_{k+1}^{i} \boldsymbol{G}_{k}^{i} \\
0 & \boldsymbol{G}_{k}^{i}
\end{array}\right] \\
\boldsymbol{Q}_{k}^{p, i} & =\operatorname{diag}\left(\boldsymbol{Q}_{k+1}^{i}, \boldsymbol{Q}_{k}^{i}\right)
\end{aligned}
$$

and the update is

$$
\begin{align*}
\hat{\boldsymbol{X}}_{k+2 \mid k}^{m, i} & =\hat{\boldsymbol{X}}_{k+2 \mid k}^{p, i}+\boldsymbol{W}_{k+2}^{i}\left(\mathbf{Z}_{k+2}^{i}-\hat{\mathbf{Z}}_{k+2}^{i}\right)  \tag{26}\\
\boldsymbol{P}_{k+2 \mid k}^{m, i} & =\boldsymbol{P}_{k+2 \mid k}^{p, i}-\boldsymbol{W}_{k+2}^{i} \boldsymbol{S}_{k+2}^{i}\left(\boldsymbol{W}_{k+2}^{i}\right)^{\mathrm{T}} \tag{27}
\end{align*}
$$

where

$$
\begin{aligned}
\hat{\mathbf{Z}}_{k+2}^{i} & =\boldsymbol{H}_{k+2}^{m_{1}, i} \hat{\boldsymbol{X}}_{k+2 \mid k}^{p, i}-\boldsymbol{H}_{k+2}^{m_{2}, i} \hat{\boldsymbol{X}}_{k \mid k}^{i} \\
\boldsymbol{S}_{k+2}^{i} & =\boldsymbol{R}_{k+2}^{m_{1}, i}+\boldsymbol{H}_{k+2}^{m_{1}, i} \boldsymbol{P}_{k+2 \mid k}^{p, i}\left(\boldsymbol{H}_{k+2}^{m_{1}, i}\right)^{\mathrm{T}}+\boldsymbol{H}_{k+2}^{m_{2}, i} \boldsymbol{P}_{k \mid k}^{i}\left(\boldsymbol{H}_{k+2}^{m_{2}, i}\right)^{\mathrm{T}} \\
& -\boldsymbol{H}_{k+2}^{m_{1}, i} \boldsymbol{F}_{k}^{p, i} \boldsymbol{P}_{k \mid k}^{i}\left(\boldsymbol{H}_{k+2}^{m_{2}, i}\right)^{\mathrm{T}}-\boldsymbol{H}_{k+2}^{m_{2}, i} \boldsymbol{P}_{k \mid k}^{i}\left(\boldsymbol{F}_{k}^{p, i}\right)^{\mathrm{T}}\left(\boldsymbol{H}_{k+2}^{m_{1}, i}\right)^{\mathrm{T}} \\
\boldsymbol{W}_{k+2}^{i} & =\left(\boldsymbol{P}_{k+2 \mid k}^{p, i}\left(\boldsymbol{H}_{k+2}^{m_{1}, i}\right)^{\mathrm{T}}-\boldsymbol{F}_{k}^{p, i} \boldsymbol{P}_{k \mid k}^{i}\left(\boldsymbol{H}_{k+2}^{m_{2}, i}\right)^{\mathrm{T}}\right)\left(\boldsymbol{S}_{k+2}^{i}\right)^{-1}
\end{aligned}
$$

with $\boldsymbol{H}_{k+2}^{m_{1}, i}=\left[\begin{array}{cc}\boldsymbol{H}_{k+2}^{i} & -\boldsymbol{H}_{k+2}^{i} \\ 0 & \boldsymbol{H}_{k+1}^{i}\end{array}\right], \boldsymbol{H}_{k+2}^{m_{2}, i}=\left[\begin{array}{cc}0 & 0 \\ \boldsymbol{H}_{k+1}^{i} & 0\end{array}\right]$ and $\boldsymbol{R}_{k+2}^{m, i}=\operatorname{diag}\left(\boldsymbol{R}_{k+1}^{i}, \boldsymbol{R}_{k}^{i}\right)$. Then, it comes to calculate the message $n_{j \rightarrow i}^{p}\left(X_{k+2}^{j}\right)$. Following Equations (20) and (21), we have

$$
\begin{equation*}
n_{j \rightarrow i}^{p}\left(\boldsymbol{X}_{k+2}^{j}\right)=\int m_{\rightarrow k+2}\left(\boldsymbol{X}_{k+2}^{j}\right) \prod_{l \in \mathcal{N}_{k+2}^{j} \backslash i} f\left(\boldsymbol{Z}_{k+2}^{l, j} \mid \boldsymbol{X}_{k+2}^{l}, \boldsymbol{X}_{k+2}^{j}\right) n_{l \rightarrow j}^{p-1}\left(\boldsymbol{X}_{k+2}^{l}\right) d \boldsymbol{X}_{k+2}^{l} \tag{28}
\end{equation*}
$$

where $Z_{k+2}^{l, j}=\left[\left(z_{k+2}^{l, j}\right)^{\mathrm{T}},\left(z_{k+2}^{j, l}\right)^{\mathrm{T}},\left(z_{k+1}^{l, j}\right)^{\mathrm{T}},\left(z_{k+1}^{j, l}\right)^{\mathrm{T}}\right]^{\mathrm{T}}$ and $\mathcal{N}_{k+2}^{j}=\mathcal{N}_{j, k+2} \cup \mathcal{N}_{j, k+1}$. Equation (28) can be calculated by performing the update step of Kalman filter and is given by

$$
\begin{equation*}
n_{j \rightarrow i}^{p}\left(\boldsymbol{X}_{k+2}^{j}\right) \propto \mathcal{N}\left(\boldsymbol{X}_{k+2}^{j} ; \hat{\boldsymbol{X}}_{k+2}^{p, j i}, \boldsymbol{P}_{k+2}^{p, j i}\right) \tag{29}
\end{equation*}
$$

where

$$
\begin{align*}
\hat{\boldsymbol{X}}_{k+2}^{p, j i} & =\hat{\boldsymbol{X}}_{k+2 \mid k}^{m, j}+\boldsymbol{W}_{k+2}^{p, j i}\left(\boldsymbol{Z}_{k+2}^{j i}-\hat{\mathbf{Z}}_{k+2}^{p, j i}\right)  \tag{30}\\
\boldsymbol{P}_{k+2}^{p, j i} & =\boldsymbol{P}_{k+2 \mid k}^{m, j}-\boldsymbol{W}_{k+2}^{p, j i} \boldsymbol{S}_{k+2}^{p, j i}\left(\boldsymbol{W}_{k+2}^{p, j i}\right)^{\mathrm{T}} \tag{31}
\end{align*}
$$

and

$$
\begin{aligned}
& \boldsymbol{Z}_{k+2}^{j i}=\left[\left\{\left(\boldsymbol{Z}_{k+2}^{j, l}\right)^{\mathrm{T}}\right\}_{l \in \mathcal{N}_{k+2}^{j} \backslash i}\right]^{\mathrm{T}} \\
& \hat{\boldsymbol{Z}}_{k+2}^{p, j i}=\left[\left\{\left(\boldsymbol{H}_{k+2}^{j l}\left(\hat{\boldsymbol{X}}_{k+2}^{p-1, l j}-\hat{\boldsymbol{X}}_{k+2 \mid k}^{m, j}\right)^{\mathrm{T}}\right\}_{l \in \mathcal{N}_{k+2}^{j} \backslash i}\right]_{\mathrm{T}}\right. \\
& \boldsymbol{R}_{k+2}^{n, j i}=\operatorname{diag}\left(\left\{\boldsymbol{R}_{k+2}^{j l}+\boldsymbol{H}_{k+2}^{j l} \boldsymbol{P}_{k+2}^{p-1, l j}\left(\boldsymbol{H}_{k+2}^{j l}\right)^{\mathrm{T}}\right\}_{l \in \mathcal{N}_{k+2}^{j} \backslash i}\right) \\
& \boldsymbol{R}_{k+2}^{j l}=\operatorname{diag}^{\mathrm{T}, \boldsymbol{R}_{k+2^{\prime}}^{j, l}} \boldsymbol{R}_{k+2^{\prime}}^{l, j} \boldsymbol{R}_{\left.k+1^{\prime}, \boldsymbol{R}_{k+1}^{j, l}\right)}^{l, j} \\
& \boldsymbol{S}_{k+2}^{p, j i}=\boldsymbol{H}_{k+2}^{n, j i} \boldsymbol{P}_{k+2 \mid k}^{m, j}\left(\boldsymbol{H}_{k+2}^{n, j i}\right)^{\mathrm{T}}+\boldsymbol{R}_{k+2}^{n, j i} \\
& \boldsymbol{W}_{k+2}^{p, j i}=\boldsymbol{P}_{k+2 \mid k}^{m, j}\left(\boldsymbol{H}_{k+2}^{n, j i}\right)^{\mathrm{T}}\left(\boldsymbol{S}_{k+2}^{p, j i}\right)^{-1} \\
& \boldsymbol{H}_{k+2}^{n, j i}=\left[\begin{array}{ll}
\left.\left\{\boldsymbol{H}_{k+2}^{j l}\right)^{\mathrm{T}}\right\}_{l \in \mathcal{N}_{k+2}^{j} \backslash i}^{\mathrm{T}}
\end{array}\right]^{\mathrm{T}} \\
& \boldsymbol{H}_{k+2}^{j l}=\left[\begin{array}{ll}
\boldsymbol{H}_{k+2}^{j, l} & \mathbf{0} \\
-\boldsymbol{H}_{k+2}^{l, j} & \mathbf{0} \\
\mathbf{0} & \boldsymbol{H}_{k+1}^{j, l} \\
\mathbf{0} & -\boldsymbol{H}_{k+1}^{l, j}
\end{array}\right]
\end{aligned}
$$

For simplicity of notation, we use $\left\{\left(a^{l}\right)^{\mathrm{T}}\right\}_{l \in \mathcal{A}}$ to denote stacking all vectors $a^{l}, l=1, \ldots,|\mathcal{A}|$ into a row vector with a fixed index order of elements in set $\mathcal{A}$, where $|\mathcal{A}|$ is the cardinality of the set $\mathcal{A}$.

The initial message $n_{j \rightarrow i}^{0}\left(\boldsymbol{X}_{k+2}^{j}\right)$ is $m_{\rightarrow k+2}\left(\boldsymbol{X}_{k+2}^{j}\right)$. Since Equation (18) is analogous to Equation (21), the belief $b^{p}\left(\boldsymbol{X}_{k+2}^{i}\right)$, which is approximately the conditional marginal pdf $f\left(\boldsymbol{X}_{k+2}^{i} \mid \boldsymbol{Z}_{1: k+2}\right)$, can be calculated in a similar way to the message $n_{j \rightarrow i}^{p}\left(\boldsymbol{X}_{k+2}^{j}\right)$. The overall algorithm is given in Algorithm 1.

## Algorithm 1 AS-BP algorithm.

Start with $\hat{\boldsymbol{x}}_{0 \mid 0}^{i}=\bar{x}_{0}^{i}, \boldsymbol{P}_{0 \mid 0}^{i}=\boldsymbol{P}_{0}^{i}$, and compute at each agent $i$ :
Step 1. Calculate the prediction message $m_{\rightarrow k}\left(\boldsymbol{X}_{k}^{i}\right)$ as in Equations (23)-(27).
Step 2. Calculate the belief $b^{p}\left(X_{k}^{i}\right)$ :
1: for $p^{\prime}=1$ to $p$ do
2: Calculate the message $n_{i \rightarrow j}^{p^{\prime}-1}\left(\boldsymbol{X}_{k}^{i}\right)$ as in Equations (29)-(31) and its initial value $n_{i \rightarrow j}^{0}\left(\boldsymbol{X}_{k}^{i}\right)$ is set to $m_{\rightarrow k}\left(X_{k}^{i}\right)$.
3: Send $n_{i \rightarrow j}^{p^{\prime}-1}\left(\boldsymbol{X}_{k}^{i}\right)$ and $z_{k}^{i, j}$ to its neighbor agent $j$.
4: Receive $n_{j \rightarrow i}^{p^{\prime}-1}\left(X_{k}^{j}\right)$ and $z_{k}^{j, i}, j \in \mathcal{N}_{k}^{i}$.
5: Calculate the belief $b^{p^{\prime}}\left(\boldsymbol{X}_{k}^{i}\right)$ as in Equations (29)-(31) but it is a little different, that is $l \in \mathcal{N}_{k}^{i}$. 6: end for

### 5.3. Computation and Communication Overhead

From Equations (18)-(21), it can be seen that the BP algorithm, for each agent $i$ in each iteration, needs to calculate the belief $b\left(x_{k}^{i}\right)$ and the outgoing message $n_{i \rightarrow j}^{p}\left(x_{k}^{i}\right)$ based on the
incoming messages $m_{j \rightarrow i}^{p}\left(x_{k}^{i}\right)$ from all neighboring agents $j \in \mathcal{A}_{i, k}$ and its own prediction message $m_{\rightarrow k}\left(\boldsymbol{x}_{k}^{i}\right)$. The computational complexity of the BP algorithm increases linearly with the scale of the network. Our proposed algorithm utilizes state augmentation to realize messages backward propagation, which capably retains the excellent characteristics of the BP algorithm. However, due to the use of state augmentation, the computational cost inevitably increases. Compared with the BP algorithm, the computational cost of the proposed algorithm increases linearly with the number of retrodiction steps. By using state augmentation, the computational time of AS-BP increases along with the retrodiction step compared with original BP. The computational complexity is generally $O\left(\left(r d_{z}\right)^{3}\right)$, where $d_{z}$ is the dimension of relative measurements and $r$ is the number of retrodiction steps, since matrix inverse is involved in Equations (30) and (31). This nonlinear increase of computation can be avoided by a sequential (or recursive) implementation of the update of the Kalman filter due to the uncorrelated assumption of relative measurement noises [32]. With such an implementation, the computational time of AS-BP increases linearly with the retrodiction step, since it is equivalent to say $r$ times of filtering of original BP are needed in the AS-BP. On the other hand, if the batch form of update in Equations (30) and (31) is directly used in the implementation of AS-BP. The computational time still shows nearly linear increase along with the retrodiction step $r$, when $r$ is relatively small. This is due to the fact that the nonlinear part of the matrix inverse is not dominating in the whole filtering procedure.

For the communication cost, since Gaussian BP is used in this paper, the data that each agent $i$ needs to transmit to its neighbor $j$ are only the first two moments of the outgoing message $n_{i \rightarrow j}^{p}\left(x_{k}^{i}\right)$ and the relative measurements between them. The communication cost of the proposed algorithm is increased by $\left(r^{2}-1\right) d^{2}+(r-1) d$ compared with the original BP algorithm, where $d$ is the dimension of the agent state. The BP algorithm requires peer-to-peer communication, which has high communication requirements. To solve this problem, the belief can be transmitted instead of messages [10,21]. In this way, the agent can perform broadcast communication, which greatly reduces the communication requirements. This is beyond the scope of this paper and thus is not discussed in detail here.

## 6. Illustrative Examples

Two scenarios of CL are simulated to verify the performance of our proposed AS-BP algorithm. Both scenarios use the same motion agents but different network topologies, including a chain and a full connected topology. The network contains $N=9$ agents and each agent moves according to a nearly constant velocity model in a two-dimensional plane. The dynamic model of each agent is formulated by Equation (1) with

$$
\begin{align*}
& \boldsymbol{F}_{k}^{i}=\operatorname{diag}(\boldsymbol{F}, \boldsymbol{F}), \boldsymbol{G}_{k}^{i}=\operatorname{diag}(\boldsymbol{G}, \boldsymbol{G}) \\
& \boldsymbol{F}=\left[\begin{array}{ll}
1 & T \\
0 & 1
\end{array}\right], \boldsymbol{G}=\left[\begin{array}{l}
T^{2} / 2 \\
T
\end{array}\right]  \tag{32}\\
& \boldsymbol{w}_{k}^{i} \sim \mathcal{N}(0, \boldsymbol{Q})
\end{align*}
$$

where the time interval $T=1 \mathrm{~s}$ and $Q=\operatorname{diag}\left(0.01 \mathrm{~m}^{2} / \mathrm{s}^{4}, 0.01 \mathrm{~m}^{2} / \mathrm{s}^{4}\right)$.
In the simulation, the initial state $\boldsymbol{x}_{0}^{i}$ is distributed as $\mathcal{N}\left(\boldsymbol{x}_{0}^{i} ; \bar{x}_{0}^{i}, p_{0}^{i}\right)$, where $\bar{x}_{0}^{i}$ is set as

$$
\begin{aligned}
& \bar{x}_{0}^{1}=[0 \mathrm{~m}, 20 \mathrm{~m} / \mathrm{s}, 400 \mathrm{~m}, 20 \mathrm{~m} / \mathrm{s}]^{\mathrm{T}}, \bar{x}_{0}^{2}=[100 \mathrm{~m}, 20 \mathrm{~m} / \mathrm{s}, 400 \mathrm{~m}, 20 \mathrm{~m} / \mathrm{s}]^{\mathrm{T}} \\
& \bar{x}_{0}^{3}=[200 \mathrm{~m}, 20 \mathrm{~m} / \mathrm{s}, 400 \mathrm{~m}, 20 \mathrm{~m} / \mathrm{s}]^{\mathrm{T}}, \bar{x}_{0}^{4}=[300 \mathrm{~m}, 20 \mathrm{~m} / \mathrm{s}, 400 \mathrm{~m}, 20 \mathrm{~m} / \mathrm{s}]^{\mathrm{T}} \\
& \bar{x}_{0}^{5}=[400 \mathrm{~m}, 20 \mathrm{~m} / \mathrm{s}, 400 \mathrm{~m}, 20 \mathrm{~m} / \mathrm{s}]^{\mathrm{T}}, \bar{x}_{0}^{6}=[400 \mathrm{~m}, 20 \mathrm{~m} / \mathrm{s}, 300 \mathrm{~m}, 20 \mathrm{~m} / \mathrm{s}]^{\mathrm{T}} \\
& \bar{x}_{0}^{7}=[400 \mathrm{~m}, 20 \mathrm{~m} / \mathrm{s}, 200 \mathrm{~m}, 20 \mathrm{~m} / \mathrm{s}]^{\mathrm{T}}, \bar{x}_{0}^{8}=[400 \mathrm{~m}, 20 \mathrm{~m} / \mathrm{s}, 100 \mathrm{~m}, 20 \mathrm{~m} / \mathrm{s}]^{\mathrm{T}} \\
& \bar{x}_{0}^{9}=[400 \mathrm{~m}, 20 \mathrm{~m} / \mathrm{s}, 0 \mathrm{~m}, 20 \mathrm{~m} / \mathrm{s}]^{\mathrm{T}}
\end{aligned}
$$

and the covariance $\boldsymbol{P}_{0}^{i}=\operatorname{diag}\left(0.002^{2} \mathrm{~m}^{2}, 0.002^{2} \mathrm{~m}^{2} / \mathrm{s}^{2}, 0.002^{2} \mathrm{~m}^{2}, 0.002^{2} \mathrm{~m}^{2} / \mathrm{s}^{2}\right)$. The internal measurements model and the relative measurement model are as in Equations (2) and (3) with $\boldsymbol{H}_{k}^{i, j}=\boldsymbol{H}_{k}^{i}=\left[\begin{array}{llll}1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0\end{array}\right], \boldsymbol{R}_{k}^{i}=\operatorname{diag}\left(0.25 \mathrm{~m}^{2}, 0.25 \mathrm{~m}^{2}\right)$ and $\boldsymbol{R}_{k}^{i, j}=\operatorname{diag}\left(4 \mathrm{~m}^{2}, 4 \mathrm{~m}^{2}\right)$, where $i=1,2, \ldots, N$ and $j \in \mathcal{N}_{i, k}$. We use the average root mean square error (ARMSE) over all agents to compare different algorithms

$$
\begin{equation*}
\operatorname{ARMSE}=\frac{1}{N} \sum_{i=1}^{N} \operatorname{RMSE}\left(x_{k}^{i}\right) \tag{33}
\end{equation*}
$$

The absolute position refers to the position in the fixed global coordinate system, and the relative position refers to a moving coordinate system taking the position of agent 1 as the origin. For the chain topology, the number of iterations is set to be 3 for both the AS-BP and the BP. For the fully connected scenario, it is set to be 5 . All simulations have performed a total of 5000 Monte Carlo runs. The simulation results are shown in Figures 3 and 4 .


Figure 3. Absolute and relative position RMSEs in chain topology. (a) Absolute position RMSE. (b) Relative position RMSE.


Figure 4. Absolute and relative position RMSEs in fully connected topology. (a) Absolute position RMSE. (b) Relative position RMSE.

In all simulations, the AS-BP algorithm and the BP algorithm show better absolute localization accuracy than DR. This reflects the advantage of CL in which the error accumulation of IMU can be effectively alleviated through cooperation. In the chain topology scenario, the AS-BP algorithm has better absolute localization accuracy and relative localization accuracy than the BP algorithm. As the number of retrodiction steps increases,
the localization accuracy of the AS-BP gradually improves. This is because the AS-BP performs messages backward propagation by using state augmentation, which effectively increases the available information of agents and thereby reduces the accumulation of errors caused by the approximation of beliefs. In the scenario of chain topology, as the steps of retrodiction increase, the number of loops in the factor graph approaches to zero and the performance of the proposed algorithm approaches to the one of the centralized fusion. In the fully connected topology scenario, the BP algorithm and the AS-BP algorithm have a relative localization accuracy similar to that of the centralized fusion. This is because the entire network has adequate information from relative measurements and can achieve better performance. However, since the amount of absolute position information has not increased, the absolute localization accuracy of the BP algorithm and the AS-BP algorithm are still lower than that of the centralized fusion. On the other hand, due to the use of state augmentation, the AS-BP algorithm has a higher absolute localization accuracy than the BP algorithm. However, note that, unlike in the chain topology, in the fully connected topology scenario, the use of state augmentation can only reduce the loops in the factor graph but cannot completely eliminate them. Therefore, in this case, the AS-BP algorithm can only improve the performance of the BP algorithm, but cannot achieve the centralized fusion. More loops in the fully connected scenario exist than in the chain topology scenario. Thus, accumulation of errors caused by the belief approximation increases more severely in the fully connected scenario than in the chain scenario, that is why the absolute localization accuracy of the BP algorithm and the AS-BP algorithm in the fully connected topology scenario is lower than that in the chain topology scenario.

The relative computation time of the AS-BP algorithm and the BP algorithm in Matlab are provided in Tables 1 and 2. It can be seen that the computational cost of the AS-BP algorithm increases almost linearly with the increase of the retrodiction steps.

Table 1. Relative computation time for the chain topology.

| BP | AS-BP (1-Step Retrodiction) | AS-BP (2-Step Retrodiction) | AS-BP (3-Step Retrodiction) |
| :---: | :---: | :---: | :---: |
| 1.0000 | 1.6697 | 2.2094 | 2.8575 |

Table 2. Relative computation time for the fully connected topology.

| BP | AS-BP (1-Step Retrodiction) | AS-BP (2-Step Retrodiction) | AS-BP (3-Step Retrodiction) |
| :---: | :---: | :---: | :---: |
| 1.0000 | 2.1122 | 3.7309 | 5.4305 |

## 7. Conclusions

In this paper, an augmented state BP algorithm for mobile agent networks has been proposed. Compared with the existing BP algorithms, AS-BP further considers the across time loops in the factor graph. By state augmentation, the messages in the factor graph can be backward propagated, which reduces the number of loops in the factor graph, increases the available information of the agent, and improves the localization accuracy of the agent. When the network topology has no loops, AS-BP can obtain the optimal estimation. Otherwise, AS-BP can only obtain approximate estimations. However, the large reduction of loops allows AS-BP to still have higher estimation accuracy than the original BP. AS-BP can be directly combined with nonlinear algorithms to deal with nonlinear measurement scenarios. Compared with the original BP, AS-BP has higher computational and communicational costs, so we suggest using limited steps of retrodiction. Experimental results demonstrate the performance of our algorithm. In addition, this paper has reformulated the CL problem in a more general form and gives its corresponding centralized fusion algorithm. Future work includes further reducing the computation and communication overhead of the algorithm.
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