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Abstract: The alignment of information between the image and the question is of great significance
in the visual question answering (VQA) task. Self-attention is commonly used to generate attention
weights between image and question. These attention weights can align two modalities. Through
the attention weight, the model can select the relevant area of the image to align with the question.
However, when using the self-attention mechanism, the attention weight between two objects
is only determined by the representation of these two objects. It ignores the influence of other
objects around these two objects. This contribution proposes a novel multi-hop attention alignment
method that enriches surrounding information when using self-attention to align two modalities.
Simultaneously, in order to utilize position information in alignment, we also propose a position
embedding mechanism. The position embedding mechanism extracts the position information of
each object and implements the position embedding mechanism to align the question word with the
correct position in the image. According to the experiment on the VQA2.0 dataset, our model achieves
validation accuracy of 65.77%, outperforming several state-of-the-art methods. The experimental
result shows that our proposed methods have better performance and effectiveness.

Keywords: multi-modal alignment; multi-hop attention; visual question answering; feature fusion

1. Introduction

With the development of computer vision and natural language processing, deep
learning models can deal with tasks that require understanding and reasoning about
information from images and texts, e.g., image captioning [1], visual question answering
(VQA) [2], and visual dialog [3,4]. Image captioning is a task that needs models to describe
a given image and output the image’s description with text. VQA is a multi-modal task
that requires a complex reasoning process. Given an image and a question related to the
image, the model needs to reason about the image–question pair and output the answer
closest to the real answer. As an important part of artificial intelligence, more and more
researchers have been paying attention to the VQA task in recent years.

More and more fields are considering the application of VQA at the moment. Intelli-
gent medical treatment is regarded as a field with great application potential for VQA. The
medical image understanding of AI and medical image-related question answering can
help doctors to make diagnoses. The related med-VQA datasets, such as VQA-RAD [5]
and PathVQA [6], have been proposed recently, improving the specificity of this challenge.
The authors of [7] propose a med-VQA deep learning approach exploiting a multi-modal
question-centric strategy. In [8], the authors turn the complex med-VQA problem into
multiple simpler problems through classification and a generative model. Assistance of
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blind and visually impaired individuals is also one of the objectives of several VQA appli-
cations. The related dataset [9] consists of 31,000 visual questions originating from blind
people who each took a picture using a mobile phone and recorded a spoken question
about it. Advertising is another field that considers the application of VQA. The application
of VQA in the advertising field can help advertising designers to find the most successful
ads. Ref. [10] proposes a theme recommender system for creative advertising strategists
based on the VQA task. Ref. [11] is a survey that exhaustively investigates the different
application fields of VQA.

We need to process various types of information in our daily lives, such as vision,
sound, and taste. Multi-modal machine learning aims at processing and understanding
multi-source modality information through machine learning. At present, the approaches
to the VQA task can be classified into three main categories as follows. The first category
uses a pure neural network (bilinear pooling [12], CNN, and so on) as the VQA structure
for feature extraction, multi-modal fusion, and answer reasoning. The second category
uses knowledge bases and databases as external information for answer reasoning [13,14].
The third category uses the neural-symbolic approach [15,16] to perform interpretable
computations. This paper is interested in the multi-modal alignment using purely neural
network approaches. The alignment of multi-modal information is responsible for finding
the corresponding relationship between sub-branches of different modal information from
the same instance.

The alignment of image and question in the VQA task is a challenging problem
that decides which area of the image is most relevant to the given question. Inspired
by human attention, the attention mechanism [17] is one of the most used methods in
multi-modal alignment. With the attention mechanism, the model can selectively utilize
given information. Many fruitful VQA models have utilized the attention mechanism,
e.g., Bottom-Up and Top-Down (BUTD) [18] use bottom-up attention to align question
information to each object feature. Dynamic Fusion with Intra and Inter-modality Attention
Flow (DFAF) [19] and Deep Modular Co-Attention Networks (MCAN) [20] consider intra-
attention within each modality and inter-attention across different modalities using the
scaled dot-product attention from Transformer. When dealing with multi-modal feature
fusion, many approaches simply use linear models to integrate the visual feature and textual
feature, which ignores the correlation between multi-modal features. In consideration of
the relationship between question words and image objects, Bilinear Attention Networks
(BAN) [21] utilize the bilinear method [22,23] to fuse question and image information. The
graph models [24,25] view the image as a graph network and build a connection between
objects. The authors in [26] discussed a co-attention network from the perspective of graph
neural networks.

However, when aligning two modalities with the self-attention mechanism, it only
pays attention to the information of the current two objects. The neglected information of
objects near these two objects can also influence the attention weight of the current two
objects. The attention weight calculated in this way cannot fully capture the complex rela-
tionship between objects. Furthermore, there are always questions involving the position
information of objects in the image. It is essential to capture the position information of
each object in the image to answer such kinds of questions.

In this paper, we propose to build a multi-hop attention network to fully capture
the information around two objects when calculating the attention weight between these
two objects. Before multi-modal fusion, each word is concatenated with its adjacent word
information, which makes full use of the information around a word when performing
self-attention. We also embed the position information of each object into a vector and
concatenate them with the feature of the objects. In this way, position information is taken
into consideration, which enables the model to align question information with the relevant
position of the image.
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2. Materials and Methods

This section introduces several commonly used attention mechanisms and our VQA
model in detail. The input question and image preprocessing are described after introducing
the attention mechanism. Then, we provide the implementation details of our multi-hop
attention layer. Last, we make full use of the position information of objects and build
a position embedding to generate an attention distribution that considers the position
information of objects in the image.

Figure 1 shows the main structure of our proposed model. The feature extractor
extracts bounding boxes and object features of the image. The bounding boxes are converted
into position embedding and concatenated to image features.

Figure 1. Overview of the proposed VQA model. ⊕ denotes concatenation operation and � denotes
matrix multiplication.

2.1. Classical Attention Mechanisms

The attention mechanism is widely used in many deep learning tasks, such as machine
translation, speech recognition, and image captioning. Most of these attention layers are
based on the encoder–decoder frame. In machine translation, the encoder encodes the
input sentence and the attention layer distributes attention weights before decoding the
sentence. Many VQA models can also be regarded as encoder–decoder models wherein the
encoder encodes question–image pairs and the decoder outputs the answer.

2.1.1. Dot Product Attention

Dot product attention calculates the correlation between entities to build their interac-
tion with each other. It converts the input into three new vectors, Key((K)), Query((Q)) and
Value((V )), by multiplying the input to three random initialized matrices. The correlation
between two entities is calculated by obtaining a dot product between Key and Query. The
softmax function is used to obtain the attention weight. The attention weight is multiplied
by the Value to build an attention distribution [17]:

V̂ = so f tmax(
KQT

1√
d

)V (1)

where V̂ is the updated value vector, 1√
d

is the scaling factor, d denotes the dimension of
Key, Query and Value.

2.1.2. Multi-Head Attention

To better capture information from input, multi-head attention uses n parallel dot
product layers to calculate their attention weights. Each head can pay attention to a different
part of the input. In these n parallel heads, each head has a Key Query dot product to
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calculate the attention weight. Finally, the calculated Values are concatenated together and
yield the final vector [17]:

att((K, Q), V) = att((K, Q), v1); . . . ; att((K, Q), vn) (2)

where att is the dot product to calculate the attention weight of each head. att; att . . .
represents the concatenation of n parallel heads.

2.1.3. Multi-Modal Factorized Bilinear Pooling

Many tasks need to receive input information from two or more channels and discuss
their relationship. The bilinear attention network was firstly designed to be implemented in
this kind of task. In VQA, question and image are two kinds of information inputted from
two channels. Classical bilinear pooling firstly uses a dot product to obtain an attention
map between question and image features. The attention map is then multiplied by the
two channels of question and image information [21]:

f (v, q) = vTWiq (3)

where v, q denote the image feature and question vector. Wi is a projection matrix. Although
bilinear pooling can find a connection between pairs of features in the multi-modal task,
it also produces an enormous number of parameters and gives rise to a sharp increase in
computational load. To reduce the rank of Wi, the low-rank bilinear model is proposed. In
the low-rank bilinear model, Wi is factorized as the multiplication of two low-rank matrices
UiV T

i , where Ui ∈ RN×d and Vi ∈ RM×d. In this way, the rank of Wi after replacement is
at most d ≤ min(N, M). For the scalar output ai [21],

ai = xTWiy ≈ xTUiV T
i y = 1T(UT

i x ◦ V T
i y) (4)

where 1 ∈ Rd is a vector of ones, and ◦ denotes the Hadamard product (element-wise
multiplication) of two features.

For a vector output f , a pooling matrix P is introduced [21]:

f = P(UTx ◦ V Ty) (5)

where P ∈ Rc×d, U ∈ RN×d and V ∈ RM×d. It allows U and V to be two-dimensional
tensors by introducing P for a vector output f ∈ Rc, significantly reducing the number
of parameters.

Attention also provides an efficient mechanism to reduce the input channel by selec-
tively utilizing given information. The attention weight β is defined by the output of the
softmax function as [21]:

β = so f tmax(P(UTx ◦ V Ty)) (6)

where P ∈ RG×d, U ∈ RN×d and V ∈ RM×d. G represents the multiple glimpses mecha-
nism. Finally, inputs x and y from two different channels can obtain the joint representation
for the classifier to obtain the final answer. As shown in Figure 2, the m-dimensional input
x and n-dimensional input y coming from two different channels are multiplied by two
low-rank matrices U and V separately. A Hadamard product is then used to combine the
two features before calculating the attention weight via the softmax function.
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Figure 2. Flowchart of multi-modal factorized bilinear pooling module.

2.1.4. Top-Down Attention for VQA

Top-down attention is a classical question-guided attention mechanism common to
many modern VQA models. In top-down attention, each feature vector vi is concatenated
with the question embedding q. They are then passed through a non-linear layer and a
linear layer to obtain a scalar attention weight αi [18]:

ai = w f (vi; q) (7)

α = so f tmax(a) (8)

v̂ =
K

∑
i=1

αivi (9)

where w is a learned parameter vector. The attention weights are passed through a softmax
function. The image features are then weighted by these attention weights and summed to
obtain a single vector v̂ representing the attended image.

2.2. Model Input Preprocessing

The original input for an instance is a textual question and an image. We use two
different networks to process information from the corresponding channels separately.
For efficiency, the parameters of these networks are pretrained and held fixed during the
training of the VQA model.

2.2.1. Question Word Embedding

For computational efficiency, the question length is fixed with a common length of
14 words, which makes the dimension of every question vector the same. The Global
Vectors for Word Representation (GloVe) [27] word embedding is used to embed question
words. The GloVe word embedding is pretrained on the Wikipedia corpus [28]. After
embedding, each word is transformed into a vector with a common dimension of 300.
To better learn the textual relationship of the question, the question vector after word
embedding passes through a Gated Recurrent Unit (GRU) [29].

2.2.2. Image Feature Extraction

One hundred objects are extracted from each image using an object detector, corre-
sponding to 100 object features. The number of objects extracted from the object detector
will influence the final answer result. Extracting more objects from an image will increase
the accuracy rate of the answer with the sacrifice of training speed. We use a pretrained
Faster R-CNN [30] framework as the object detector, which can produce object-level fea-
tures rather than a grid of features as produced by the traditional CNN [31,32]. After object
detection, the 100 most related objects in the image are converted into 2048-dimensional
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vectors. The bounding box is also extracted from the object detector as the positional
information of the object.

2.3. Multi-Hop Attention Layer

In the self-attention mechanism used in previous VQA models, the calculation of
attention weights depends solely on the information of the current two objects, which
ignores information around these two objects. Inspired by the Multi-hop Attention Graph
Neural Network (MAGNA) [33], in our model, we utilize a multi-hop attention layer to
make full use of the information around an object before calculating attention weights.

Our multi-hop layer rebuilds a word vector by concatenating the following n − 1
words to that word, which combines the information of n words to the same vector. In
this way, every word vector in a question is compensated with word information around
this word. The calculation of the attention weight between question words and image
objects is then able to be viewed as a conditional probability between the current word
and object, where the condition is surrounding word information. The last several words
in a sentence that does not have n− 1 words behind it will return to the beginning of the
sentence and concatenate the words at the beginning. Word vectors after concatenation are
passed through a non-linear layer with the ReLu [34] activation function. The concatenation
of the ith word is defined as:

Wi = f (wi; wi+1; . . . ; wi+n−1) (10)

where Wi is the ith word vector after concatenation and wi is the ith original word vector.
f denotes the non-linear layer.

The question vector after the multi-hop layer is defined as Qn, where n represents the
number of words concatenated to a vector. As mentioned above, we create several such
kinds of question vectors with different multi-hop lengths from 1 to n. In consideration of
the lower influence of words far away from the current words, these question vectors are
then multiplied with a decay factor of 1

d2 :

Qn =
1
d2 · (W1; W2; . . . ; Wk) (11)

where k is the number of words in a question (14 in our model). d is the multi-hop length
(number of words concatenated together in a question word).

The new question vector Qn obtained from the above layers is then used to calculate
the attention map by obtaining the dot product with image features:

Ln = (P ◦ V)TQn + b (12)

where P, b are parameter matrices for training and ◦ denotes the Hadamard product.
We perform the Hadamard product operation between image feature V and randomly
initialize parameter matrix P before the dot product. The bias matrix b is also randomly
initialized. Ln represents the attention map calculated by question vector Qn and image
feature V . We calculate n numbers of attention maps L1, . . . , Ln using question vectors
with different multi-hop length Q1, . . . , Qn. To integrate the joint representation from the
multiple attention maps, we use a variant of a residual network to sum over every attention
map. The integrated attention map is passed through a softmax function:

A = so f tmax(
n

∑
i=1

θiLi) (13)

where A is the final attention map output of the softmax function and θi is attention decay
factor. Attention from different attention maps L1, . . . , Ln is weighted differently by θi. In
our implementation, we set θ1 = 0.9 and others to be 0.1, which turns out the best result.
As shown in Figure 3, questions are firstly passed through a multi-hop layer and a non-
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linear layer, which concatenates word vectors together and encodes them to new word
vectors. The multi-hop layer concatenates different numbers of words from 1 to n, which
corresponds to left to right in Figure 3. The re-encoded word vectors are multiplied by
image features to obtain an attention distribution. The n numbers of attentions are added
together (we compared different combination methods such as addition, concatenation,
and multiplication, which indicates the add operation to be the best result) and passed
through a softmax function, which obtains the overall attention distribution.

Figure 3. The structure of our multi-hop attention layer. ⊕ denotes add operation and � denotes
matrix multiplication.

2.4. Position Embedding Mechanism

In some situations, to answer a given question, the model needs to reason about the
positional relationship between objects. As shown in Figure 4a, to answer the question
“What is above the train?”, the model needs to know the positional relationship between
the train and the building. In this section, we build the position embedding layer to encode
the position information of each object into a vector, which enables the model to align
question information to the most relevant image objects in respect to the position.

The multi-modal alignment from the perspective of the object’s position aims at choos-
ing the positionally relevant objects in the image. We extract the upper-left and bottom-right
coordinates of the bounding box as the position of objects. These coordinates are embedded
into a vector bn. To facilitate subsequent processing, we normalize these coordinates by
dividing them by the height and width of the image. The values of coordinates after
normalization are in the range of [0, 1]. The distance for an object to the center of image dn
is calculated to show the general location of the object. The area cn of an object’s bounding
box is also calculated to indicate the size relationship between objects. We concatenate this
position information into vectors and pass it through a non-linear layer to obtain a position
vector Pn. The position vector Pn is then concatenated to image features:

Pn = f (bn; dn; cn) (14)

V̂ = f (V ; Pn) (15)

where f is the non-linear layer and V̂ is the image features enriched by the position vector.
After the concatenation of the position vector, each object vector is composed of two

parts: the object feature and the position information of this object. Those objects with the
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most relevant feature and position information will be chosen to align with the question.
Figure 4b shows the generation process of the position embedding vector Pn.

(a) (b)

Figure 4. (a) An example of a question in relation to the positional relationship of objects. (b) Flowchart
of the position embedding Pn.

2.5. Multi-Modal Fusion and Classification

The attention map obtained in the above multi-hop layer is used to fuse question
vectors and image features in the fusion layer. In the implementation, we use a bilinear
attention network to fuse question and image:

h = V̂ TWq (16)

H = σ(h) (17)

where V̂ is the image features concatenated with position information and q is the original
question vector. W is the attention map obtained in the multi-hop layer. σ denotes a linear
layer and H is the result after the fusion layer.

We view VQA as a classification task that sends a fused feature of question and image
to a classifier and requires the classifier to output an answer for the given image feature
and question feature. Here, we adopt the commonly used classification method, which
selects 3129 answers that appear more than 8 times in the training set as the candidate
answers. Each question in the VQA2.0 dataset corresponds to one or several answers
with soft accuracy in [0, 1]. The classification layer in our VQA model is composed of a
non-linear layer and a linear layer. The final feature vector after multi-modal fusion is
passed through these two layers:

x = f (H) (18)

X = σ(x) (19)

where X is the output vocabulary of the answer. The output vocabulary is a 3129-dimensional
vector, which corresponds to 3129 candidate answers.

3. Results
3.1. The Dataset

We evaluate our model on the VQA2.0 dataset [35], which is the updated version of
the VQA dataset. It contains 204,721 COCO images, 1,105,904 questions, and 11,059,040
ground truth answers. The dataset is divided into training set, validation set, and test set.
Every image in the dataset corresponds to several questions and every question has 10 soft
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accuracy answers as annotations. Compared with the previous version, the VQA2.0 dataset
reduces the answer bias by collecting complementary pairs.

The Visual Genome dataset [36] was released to promote research on the high-level
semantic understanding of imagea. In this paper, it is used for data augmentation when
training the model. The dataset contains 108 K images densely annotated with scene graphs
containing objects, attributes, and relationships, as well as 1.7 M visual question answers.
Images in the dataset are divided into several regions and each region has a sentence of
natural language to describe the region.

We perform standard question text preprocessing and tokenization. Questions are held
fixed to a length of 14 words for computational efficiency. We view VQA as a classification
problem and candidate answers are selected from correct answers in the training set
that appear more than 8 times, which turn out to be an output vocabulary size of 3129.
Our VQA test server submissions are trained on the training and validation sets plus
additional questions and answers from Visual Genome. To evaluate answer quality, we
report accuracies using the standard VQA metric, which takes into account the occasional
disagreement between annotators for the ground truth answers.

3.2. Implementation Details

The dimension of the original question vector passed through an LSTM layer is 1280
and it becomes n× 1280 after it is passed through the multi-hop layer. The image features
extracted by Faster R-CNN are 100 vectors with the dimension of 2048, corresponding to
100 objects in the image. Before calculating the attention weight, they are all passed through
a non-linear layer, which transforms them into the same dimension of 3840 (3× 1280).
Every linear layer and non-linear layer is regularized by the dropout method [37,38] (the
probability p = 0.5, except for the fusion layer with 0.2). The position vector passed through
a non-linear layer has the dimension of 1280. The middle feature dimension in the fusion
layer is 2× 1280.

We use the Adamax optimizer to optimize our model. It is a variant of Adam [39].
The warm-up method is used when setting the learning rate. The learning rate is min
(0.5i× 10−3, 2× 10−3) at the first nine epochs, where i is the number of epochs. After nine
epochs, the learning rate is decayed by 1/4 with a decay step of 2. Due to the fact that there
might exist multiple correct answers for a question, we utilize the binary cross-entropy loss
(BCE) as the loss function:

L =
|A|

∑
i=1

(yi log h(xi) + (1− yi) log (1− h(xi))) (20)

where yi = min(number of people that provided answer ai
3 , 1), and h(x) is the sigmoid

function [40,41].
VQA has always been viewed as a maximum likelihood estimation problem. The

output of the classifier is a 3129-dimensional vector and the annotation is also a 3129-
dimensional vector, where 3129 represents the candidate answers that appear more than
eight times in the training set. The VQA evaluation metric considers inter-human variability,
defined as [42]:

Accuracy(ans) = min(humans that said ans/3, 1) (21)

We use one NVIDIA GeForce RTX3070 GPU for the experiment, which has 5888 CUDA
cores, 1.5 GHz GPU frequency, 256-bit memory interface width, G6 graphical memory,
8 GB graphical memory amount, and 16 GHz graphical memory frequency. The CPU name
is Intel i5 10,600 kf and the main memory amount is 32 GB. To save the memory of the GPU,
the batch size of our model is set to 64 and the epoch time is set to 20 times.
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3.3. Ablation Study

We conduct several ablation studies to verify the effectiveness of each module in our
network. Each experiment is repeated three times, training the same network with different
random seeds. Table 1 shows the accuracy of our model on the VQA v2 dataset when
utilizing different modules. When training each module, the setting of other modules is
held fixed. Multi-hop refers to the multi-hop layer and n is the multi-hop length (number
of words concatenated together in a question word). As shown in Table 1, the value of the
decay factor for the question vector can influence the resulting accuracy. We set different n
numbers from 1 to 4 to explore the accuracy of the model when using different multi-hop
lengths. When we set n = 2, the result is much better than using the original question vector
(n = 1). However, the accuracy drops when n > 2, which indicates that simply adding the
multi-hop length could not improve the model accuracy. Based on the multi-hop module,
we add a position embedding module to explore the effectiveness of position information.
The result in Table 1 shows that our model can achieve an obvious improvement after
adding position embedding.

Table 1. Ablation studies of the decay factor, multi-hop layer, and the position embedding. After
the model adds position embedding, we verify the model accuracy with the change in the position
embedding dimension.

Module Setting Accuracy

Decay factor
d = 1 65.23
d = 2 65.56
d = 3 65.42

Multi-hop

n = 1 64.96
n = 2 65.56
n = 3 65.33
n = 4 65.07

Multi-hop + position
Position dimension = 512 64.86
Position dimension = 1024 65.54
Position dimension = 1280 65.77

3.4. Comparison with Other Models

In this section, we compare our model with some other classical models to better show
the effectiveness of our model.

Table 2 shows the performance of our proposed model and state-of-the-art methods
trained on VQA. LV_NUS [43] offers a novel loss function for VQA that more closely reflects
a VQA model’s performance. Bottom-Up [18] is the winner of the VQA 2017 challenge,
and it first applies detected object features instead of grid features. It proposes a combined
bottom-up and top-down attention mechanism that enables attention to be calculated at
the level of objects. The Dense Co-Attention Network (DCN) [44] utilized a dense stack
of multiple layers of a co-attention mechanism that significantly outperforms previous
methods with ResNet features. MFB [45] develops a Multi-modal Factorized Bilinear
Pooling approach to fuse the visual features from images with the textual features from
questions and uses a co-attention learning architecture to jointly learn both image and
question attention. BAN [21] extends the idea of co-attention into bilinear attention, which
considers every pair of multi-modal channels, such as the pairs of question words and
image regions. It introduces a bilinear attention map to reduce the input channel of both
modalities. It applies a variant of residual learning and a multi-glimpses method to further
increase the model’s accuracy, with a sacrifice in terms of computational complexity.



Electronics 2022, 11, 1778 11 of 14

Table 2. Comparison of our model with several previous state-of-the-art models.

Model Batch Size Accuracy

LV_NUS [43] 64 60.4
MFB [45] 64 60.9
DCN [44] 64 62.94
Bottom-up [18] 64 63.36
BAN-1 [21] 64 65.01
Ours 64 65.77

Figure 5 shows the training loss and validation accuracy of each epoch. As shown in
the figure, our model tends to converge after the 12th epoch and the prediction accuracy
becomes stable. However, the training loss still drops after accuracy stops rising.

1 
 

  
    (a)       (b) 

 Figure 5. (a) The training loss of our model vs. epoch of Bottom-Up and Ban; (b) The validation
accuracy of our model vs. epoch of Bottom-Up and Ban.

Some results of our model are visualized in Figure 6, which were randomly selected
from the validation set. A is the annotation of every image question pair and P is the
prediction answer given by our model. The two examples in the first row give correct
answers, while the second row gives incorrect answers. To answer questions in the first
row, the model needs to locate the significant object in the image. These two examples show
the significance of our position embedding mechanism. When answering questions with
high-level reasoning as in the third example, or questions related to the color of objects as
in the fourth example, the model cannot perform well with regard to position information.



Electronics 2022, 11, 1778 12 of 14

Figure 6. Several examples of the reasoning results of our VQA model. Different colors of the
bounding boxes denote the different objects detected.

4. Conclusions

In this paper, we propose a multi-hop attention alignment method to provide more
information when aligning two modalities of image and question. Our approach enables
attention to be calculated in the context of information about surrounding objects. The
mapping of question words to image objects is highly enriched in the VQA task. To
consider position information, the position embedding mechanism is proposed. Applying
this approach to answer reasoning can enable the model to better understand objects’
position relationships. We believe that our proposed methods provides an idea for learning
relational concepts of visual reasoning.
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Abbreviations
The following abbreviations are used in this manuscript:

VQA Visual Question Answering
BUTD Bottom-Up and Top-Down
GRU Gated Recurrent Unit
BAN Bilinear Attention Networks
BGN Bilinear Graph Networks
GloVe Global Vectors for Word Representation
MAGNA Multi-hop Attention Graph Neural Network
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