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Abstract: Multiple sources localization (MSL) has received considerable attention in scenarios of com-
mercial, industrial, and defense areas. In this paper, a novel deep learning-based approach with
observations of received signal strength (RSS) is proposed for the localization of multiple co-channel
sources. The proposed method, named MSLocNet, formulates the MSL problem as a Bernoulli heatmap
regression problem, solved by a fully convolutional network (FCN). The proposed MSLocNet enables
simultaneous localization of variable numbers of sources, and exhibits better localization performance.
Simulations, under complex environments with shadow fading, are conducted to validate the improved
localization accuracy of the proposed method over other benchmark schemes. Moreover, experiments
are carried out in a real environment to verify the feasibility of the proposed method.

Keywords: multiple sources localization; received signal strength; deep learning; shadow fading;
wireless sensor network (WSN)

1. Introduction

The localization of non-collaborative radiation sources is a major area of interest within
the applications of cognitive radio networks, spectrum monitoring, and wireless sensor
network (WSN) [1]. Non-collaborative localization systems can be classified as active or
passive. Active localization technologies require reconnaissance equipment that emits electro-
magnetic signals, which is able to perform high-speed positioning in all weather conditions.
However, the active localization system is easily recognized through its emission and sub-
jected to targeted electronic interference. On the contrary, the passive localization system
does not radiate signals and has been extensively applied in the global positioning system
and WSN, due to its good concealment and strong anti-interference ability [2].

The passive localization technique copes with the measurements of electromagnetic
signals such as time of arrival (TOA) [3], direction of arrival (DOA) [4,5], time difference of
arrival (TDOA) [6], and received signal strength (RSS) [7,8]. The above measurements are
obtained from sensors deployed over the region of interest (ROI). Among these measure-
ments, RSS is easily obtained by commodity devices, which has aroused increasing attention.
While TOA and TDOA require precise timing synchronization between sensors, and DOA
must be obtained by an antenna array. Moreover, the angle and time-based algorithms are
usually conditioned on free-space scenarios and are susceptible to severe multipath effects.
Consequently, many researchers have studied RSS-based localization from different perspec-
tives over the past decade, resulting in a large number of localization methods [7–11].

In early literature, the RSS-based algorithms are devoted to solving the single source lo-
calization (SSL) problem. For instance, the trilateration algorithm proposed in [9] is simple but
suboptimal, and its accuracy is also limited. While the maximum likelihood estimation (MLE)
based approaches [10,11] are more accurate, but suffer from a high computational complexity
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to exhaustively search for the globally optimal solution. Therefore, convex relaxations [12]
and semidefinite programming [13] have been proposed to relax the MLE problem.

Recently, multiple sources localization (MSL) has gained more attention. MSL, more
specifically, refers to multiple co-channel sources localization, where the RSS received by a
sensor would be the superposition of multiple sources. This makes the MSL more challenging
since the total received RSS needs to be divided into individual RSS received from different
sources [14]. The method proposed in [15] also considers a multiple sources scenario, but
it is not suitable for the co-channel case, since the RSS from each source is required by the
sensor. Furthermore, the sparse Bayesian learning-based approaches have been proposed
in [7,8] for the multiple co-channel sources localization problem. However, only the additive
white Gaussian noise (AWGN) channel in the free space setting is considered in most of the
above existing works.

Additionally, the localization of multiple co-channel sources also faces difficulties
under log-normal shadow fading conditions. The signal and noise cannot be separated in
the logarithmic domain, since the RSS value of each sensor is the sum of the probability of
log-normal random variables. Furthermore, the moment generating function of log-normal
random variables is not defined [16], the probability density function of the log-normal sum
distributions cannot be precisely expressed [17]. Hence, classical estimation algorithms
such as MLE and Bayesian estimation are not applicable [14].

In [18], a weighted least squares (WLS) method based on the unscented transformation
is proposed to estimate the source position under shadow fading. However, for the MSL
scenario, the WLS approach also assumes that the sensor can separate the RSS received
from each source. The simultaneous power-based localization of the transmitters (SPLOT)
method proposed in [19] first identified the existence region of each source, which corre-
sponds to the local maximum of RSS measurements; then the SSL method is used in each
local maximum region. However, SPLOT may exhibit many local maximums under com-
plex radio propagation conditions (i.e., shadows), resulting in limited localization accuracy.
A convolutional neural network (CNN) with fully connected layers, named DeepTxFinder,
has been presented in [20] to regress coordinates directly. Nevertheless, the DeepTxFinder
always suffers from overfitting due to lots of connections in the fully connected layers, thus
hampering the generalization ability of the network. Moreover, due to the limitation of
the fully connected layers, separate networks are required by different source numbers,
leading to structural complexity and limiting the number of sources to be localized.

Deep-learning is a data-driven solver. During the construction of the training dataset
and learning process, it is possible to consider the critical information of localization, such
as the geographical environment and the propagation model. Motivated by the above
observations, in this work, a deep-learning method based on Bernoulli heatmap regression
is proposed, which adopts RSS measurements to estimate the locations of multiple co-
channel sources under the log-normal shadow fading environment. Notably, Bernoulli
heatmap regression has a wide range of applications in human pose estimation [21,22] and
instance-aware human parsing [23], etc. In the above fields, the keypoint coordinates of
human joints (e.g., left shoulder, right elbow) can be obtained by the predicted heatmap.
Inspired by the task of human joint keypoint localization, the heatmap-based method
named MSLocNet is proposed, which formulates the MSL problem as a Bernoulli heatmap
regression problem, solved by a fully convolutional network (FCN). Significantly, the
structure of the proposed MSLocNet is simplified with only one network to localize variable
numbers of sources. Simulations under the complex environment with different shadow
fading effects are carried out to demonstrate the superiority of the proposed method
compared to other benchmark algorithms. Furthermore, a preliminary experiment is also
conducted in a real environment to verify the feasibility of the proposed method.

This paper is organized as follows. Section 2 introduces the mathematical model for
the multiple co-channel sources localization problem. In Section 3, the proposed method
is introduced in detail. Section 4 reveals the results of the experiments. At last, Section 5
summarizes the whole paper.



Electronics 2022, 11, 1551 3 of 12

Notations: In this paper, boldface lowercase letters such as a, b denote vectors, and
boldface uppercase letters such as A, B denote matrices. A ∈ Rn×m denotes a n×m real
matrix. K denotes a set of positive intergers. A(i, j) is the (i, j)-th entry of matrix A. (·)T

denotes the transpose operator. The ‖·‖2 denotes the l2 norm of a vector, and |·| denotes
taking the absolute value.

2. Problem Formulation

Consider a two-dimensional rectangular area of length L and width W, which consists
of M ∈ K radiation sources with unknown coordinates, and N ∈ K passive sensors with
known coordinates. Let tm = (xm, ym)

T and sn = (µn, νn)
T be the locations of the m-th radia-

tion source and the n-th passive sensor, where m = 1, · · · , M and n = 1, · · · , N. The radiation
sources and passive sensors are randomly distributed in the ROI, as shown in Figure 1.

Figure 1. The scenario of multiple sources localization.

Numerous studies have shown that the shadow fading channel is widely used to
establish a radio propagation model in wireless communication applications such as cellular
communication, surface communication, and broadcast reception [24,25]. For the multiple
co-channel sources scenario, assuming the log-normal shadowing path model, the RSS
measurement received by the n-th sensor is a linear superposition of multiple signals from
sources, as shown in Equation (1) [14].

ps
n =

M

∑
m=1

pt
mg0d−γ

mn 10
εmn
10 , n = 1, · · · , N (1)

where pt
m is the transmitted power of the m-th source; g0 is the reference path-loss;

dmn = ‖tm − sn‖2 =
√
(xm − µn)2 + (ym − νn)2 is the Euclidean distance between the m-th

source and the n-th sensor; γ is the path-loss exponent (PLE) with value between 2 and 6;
εmn represents the log-normal shadowing effects, which is modeled as zero-mean Gaussian
random variables with variance σ2, i.e., εmn ∼ N (0, σ2).

The RSS measurements collected from all sensors are N dimensional vector,
ps = [ps

1, . . . , ps
N ]

T . Each ps
n defined in Equation (1), is the RSS measurement received

at the n-th sensor. The vector ps is converted into a two-dimensional sensing matrix
S ∈ RL×W , where the entry S(l, w) denotes the RSS measurement received by the sen-
sor observed at location (l, w). The sensing matrix S is normalized to [0, 1] by Min-Max
normalization. The normalized sensing matrix S̃ is defined as

S̃ =
S−min(S)

max(S)−min(S)
(2)
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3. Proposed Algorithm

In this work, a deep learning method based on a fully convolutional network is
proposed for multiple co-channel sources localization under shadow fading. The details of
the proposed method are presented below.

3.1. The Offline Training Phase

The proposed MSLocNet relies on Bernoulli heatmap-based supervised learning,
which predicts whether each point in the heatmap is equal to 1. If it is equal to 1, the source
is located at that point, otherwise, it is equal to 0. In this way, the MSL problem can be
reformulated as a Bernoulli heatmap regression problem. The overall architecture of the
proposed method is shown in Figure 2. During the training phase, MSLocNet is trained
to learn a non-linear mapping function, denoted as f (·), from the sensing matrix S̃ to the
Bernoulli heatmap, as shown in Equation (3)

Ĥ = f (S̃; Θ) (3)

where Θ is the trainable network parameters; the normalized sensing matrix S̃ ∈ RL×W is
the input of the network; Ĥ ∈ RL×W denotes the predicted heatmap which is the output of
the network.

Figure 2. Overview architecture for MSLocNet.

In more detail, the proposed MSLocNet method let H(x, y) = 1 if the source is located
at that point, and 0 otherwise. However, training a network to produce the highly localized
activations (ideal delta functions) directly on a fine resolution spatial point is hard [21], as
depicted in Figure 3a (for simplicity, an area of size 14 m × 14 m is illustrated). Hence, as
depicted in Figure 3b, we assume a Bernoulli distribution in a region of radius R centered
on the ground-truth coordinates of each source, tm = (xm, ym), m = 1, · · · , M. Notice that
using a low-resolution heatmap to represent coordinates may cause a quantization error, as
shown in Figure 3c. Bernoulli heatmap is artificially generated by setting the points to 1 in
a circle of radius R centered on the ground-truth location of each source. Namely, the target
heatmap, represented as H ∈ RL×W , is considered to be a 2D discrete Bernoulli distribution
of radius R centered on each ground-truth location tm. The value on an arbitrary discrete
heatmap point (x, y) follows as

H(x, y) =

1,
√
(x− xm)2 + (y− ym)

2 ≤ R

0, otherwise
(4)

where (xm, ym) is the ground-truth location of each source; R is the radius of the circle. If R
is too small, the heatmap becomes sparse (mostly zero). R = 4 is used in our simulation.
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Figure 3. (a) Heatmap with ideal delta functions; (b) heatmap with a region of radius R without
quantization error; (c) heatmap with a region of radius R with quantization error.

To train the network, we conduct supervised learning by comparing the predicted
heatmap Ĥ with the target heatmap H. The loss function is the mean square error (MSE),
which optimizes the pixel-wise similarity between the predicted heatmap and the target
heatmap. Formally, the loss function is defined as

Loss =
1
K ∑

(x,y)
(Ĥ(x, y)−H(x, y))2 (5)

where K = L×W is the total number of pixels (x, y) in the heatmap.

3.2. The Online Deployment Phase

During the online phase, as depicted in Figure 2, the well-trained MSLocNet accepts
the newly collected sensing matrix S̃ as the input of the network, and outputs the predicted
heatmap Ĥ. Then, the center of each Bernoulli region is estimated as the location of the source.

3.3. The Structure of the MSLocNet

The ResNet [26] is changed into an FCN by removing the fully connected layers
and is used for the backbone network. In general, the network structure of the proposed
MSLocNet contains two major parts: the down-sampling part and the up-sampling part, as
shown in Figure 4a. The first part is the down-sampling part, which takes the sensing matrix
S̃ as input. The down-sampling part extracts features related to the localization task and
outputs the down-sampled feature map. The second part is the up-sampling part, which
up-samples the feature map, making the output heatmap have the same size as the input
to avoid quantization errors. High-level feature maps have sufficient feature information,
and low-level feature maps preserve the spatial location information of the input data.
Therefore, the skip connection is added to fuse different level feature maps, which is an
effective way to improve network performance. In our MSLocNet, the basic module is the
convolution module, which consists of a convolutional layer, a batch normalization (BN)
layer [27], and a rectified linear unit (ReLU) of activation, as shown in Figure 4b. In all
convolution modules, we set the kernel size to 3, stride to 1, and padding to 1, keeping the
size of the input and output of this layer the same.
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Figure 4. (a) MSLocNet structure; (b) convolution module; (c) ResBlock structure; (d) Upsampling
layer structure (we observe that a five-layer model produces good results and tried adding more
layers, but it did not lead to significant improvement).

The down-sampling part consists of five parts, namely conv-1, layer-1, layer-2, layer-3,
and layer-4. The conv-1 is a convolution module as shown in Figure 4b, and the number
of convolution kernels is set to 6. Layer-1∼Layer-4 are residual layers, and each residual
layer is composed of two ResBlocks and one max-pooling layer. The detailed structure of
ResBlock is shown in Figure 4c. The ResBlock introduces a shortcut directly connecting the
input to the output, which solved the difficulty of deep network training [26]. The number
of convolution kernels of layer-1, layer-2, layer-3, and layer-4 are set to 6, 12, 20, and 40,
respectively. The max-pooling layer is used after the second residual block in each residual
layer (layer-1 ∼ layer-4) with a kernel size of 2 and a stride of 1. The output feature maps of
the conv-1, layer-1, layer-2, layer-3, and layer-4 in the down-sampling part are represented
by Dk

Ck×Lk×Lk , k ∈ {0, 1, 2, 3, 4}. Ck denotes the number of channels of the feature map,
which is equal to the number of convolution kernels used in the k-th layer. Lk × Lk is the
size of the feature map.

The up-sampling part includes four up-sampling layers and one convolution module
(i.e., conv-2). Each up-sampling layer fuses the high-level feature map and the low-level
feature map through a skip connection, as shown in Figure 4d. In detail, the high-level
feature map represents the output of the previous layer, and the low-level feature map
represents the corresponding output in the down-sampling part. For example, in the “Up-
sampling Layer-1”, the high-level feature map D4

C4×L4×L4 is passed through a convolution
layer with a kernel size of 3× 3 (namely, Conv 3× 3), and then is up-sampled by using
the bilinear interpolation. The low-level feature map D3

C3×L3×L3 is passed through a
convolution layer with a kernel size of 1× 1. Finally, the element-wise multiplication is
performed to obtain the up-sampled output feature map Up1

C3×L3×L3
(in Figure 4d, the

symbol
⊗

means element-wise multiplication). The output of the current up-sampling
layer is directly input to the next up-sampling layer.

3.4. Complexity Analysis

In this section, the complexity of the proposed method is investigated and compared
with other methods in terms of floating-point operations (FLOPs). In a convolutional neural
network, the complexity is O(∑D

l=1 F2
l K2

l Cl−1Cl), where D is the number of layers, Fl is
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the size of the output feature map, Kl is the size of the convolution kernel (in our case,
the size of the convolution kernel is 3), Cl−1 is the number of convolution kernels at the
previous layer, and Cl is the number of convolution kernels at the current layer (Fl = (Xl −
Kl + 2× padding)/stride + 1, where Xl is the length of feature matrix). Hence, the FLOPs
of the proposed method and DeepTxFinder [20] are 470.15 million and 1331.82 million,
respectively. The complexity of WLS [18] is O(L1(Nk2 + L2k3)), where L1 and L2 is the
number of iterations to estimate PLE and locations, respectively; and k = l2 + 1.

4. Numerical Results

In this section, simulations under log-normal shadow fading are carried out to illustrate the
superiority of the proposed method compared with other schemes. In addition, an experiment
is performed in a real environment to verify the feasibility of the proposed method. For the
performance metric, the Root Mean Square Error (RMSE) is used, which is defined as

RMSE =

√√√√ 1
M

M

∑
m=1

∥∥tm − t̂m
∥∥2

2 (6)

where tm and t̂m denotes the ground-truth and estimated locations for sources, respectively.

4.1. Simulation under Shadow Fading

A two-dimensional square region with the size of 320 m × 320 m for the simulations
is considered. We deploy varying numbers of sources in the area, and the number of
sources is 1∼3. The path loss model in Equation (1) is used, where the PLE is set to 3.5, and
the transmitted power is randomly drawn between [1w, 2w]. We generate 5000 samples
for each pair of {σ, M}, where σ(dB) ∈ {1, 2, 3, 4, 5, 6} denotes the shadowing standard
deviation, and M ∈ {1, 2, 3} denotes the number of radiation sources. A total of 60% of the
dataset is used for training and 40% for testing. Moreover, the localization performance of
the proposed MSLocNet is evaluated under different sensor densities. For simplicity, the
ROI is divided into grid cells, e.g., 1 m × 1 m. The sensors are randomly deployed in the
center of these grid cells. If the sensors are deployed at finer coordinates, a denser grid will
be required. In addition, the sensor density is calculated by dividing the number of sensors
placed in the ROI by the total number of grid cells.

During the training process, the MSE loss function is used to calculate the error
between the network output and the target. The proposed network is implemented by
using the Pytorch framework and trained on a machine equipped with Nvidia Quadro RTX
4000 GPU and AMD R5-3600 CPU. The Root Mean Square Prop Optimization Algorithm
(RMSProp) [28] is used to optimize the network. The batch size is set to 20 and we stop the
whole training process after 100 epochs. The learning rate is set to 0.001.

To demonstrate the effectiveness of the proposed MSLocNet, the performance of the pro-
posed MSLocNet is compared with three baselines: (i) the WLS method proposed in [18], is an
alternating estimation procedure to alternatively estimate the location and the PLE; the initial
estimate of γ, γ̂0, is chosen as γ̂0 = 4.5 (ii) the SPLOT method in [19], the threshold value for
finding the local maximums is set to 0.6; the radius r of the confined area centered on the
found local maximums are set to 4 and 6, respectively, (iii) the DeepTxFinder method in [20]
is trained for 100 epochs; the learning rate is set to 0.001; and the RMSprop optimizer is used.
To be fair, the results of SPLOT and WLS are averaged over 1000 independent runs under the
same parameter settings; another deep-learning-based method, DeepTxFinder, uses the same
dataset as the proposed method.

4.1.1. Impacts of Shadow Fading Strength

In this simulation, the impacts of shadowing standard deviation σ on localization
performance are investigated when the sensor density α = 0.4%. The RMSE for different
shadowing standard deviation σ is presented in Figure 5, where σ varies from 1 dB to
6 dB. As can be seen from Figure 5, the RMSE of all algorithms decreases (the localization
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accuracy increases) with the decrease in the strength of shadow fading. Furthermore, the
proposed MSLocNet is superior to other schemes, which can work well even in the case
of strong shadow fading. The RMSE of the proposed MSLocNet can be less than 4 m
when the shadow standard deviation σ is at 6 dB which is much lower than SPLOT (r = 4),
DeepTxFinder, and WLS. In addition, the localization error of the WLS method is lower
than the SPLOT (r = 4) method and the DeepTxFinder method for small σ, but experiences
degradation as σ increases beyond 4 dB. Compared with DeepTxFinder, another deep-
learning approach, the localization performance of the proposed method is much better,
which can be attributed to the fact that the Bernoulli heatmap learning method does
not directly regress coordinates and discards the fully connected layers, and the spatial
generalization performance is better.

Figure 5. The RMSE for different σ.

The examples of the predicted heatmap when the sensor density α = 0.4% and
shadowing standard deviation σ = 4 dB are shown in Figure 6, where the number of the
radiation sources is 1, 2, and 3, respectively. Figure 6 shows MSLocNet can successfully
localize variable numbers of sources simultaneously. The positions of the sources to be
localized, correspond to the center of each Bernoulli region in the predicted heatmap.

(a) (b) (c)

Figure 6. The examples of the predicted heatmap: (a) the number of radiation sources is 1; (b) the
number of radiation sources is 2; (c) the number of radiation sources is 3.

4.1.2. Effects of the Number of Sensors

In this section, the influence of sensor density α on localization performance is evaluated.
The RMSE for different α when σ = 4 dB are presented in Figure 7. It is observed that
the RMSE of all algorithms decreases as the number of sensors increases, and can converge
to accepted localization error in the order of a few meters with 0.25∼1% sensor density.
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For a very low sensor density of 0.028%, all algorithms perform badly (in comparison with
higher sensor densities), which is reasonable since less information is obtained, leading to
greater uncertainty in the estimates. Although at low sensor density (α < 0.0625%), there
is no significant difference in performance between the proposed method and the other
methods. When the sensor density is 0.028%, the RMSE of the SPLOT (r = 6) method is
slightly lower than our proposed MSLocNet. However, as the sensor density increases,
the localization performance of the proposed method is significantly improved. Except at
the lowest sensor density (i.e., 0.028%), the proposed method exhibits the best localization
performance compared to other methods, which means the proposed MSLocNet requires
fewer sensors at the same RMSE level.

Figure 7. The RMSE for different α.

4.2. Real Experiment

To further verify the feasibility of the proposed method, a real experiment is carried out.
The real experiment site with a size of 9 m × 9 m is shown in Figure 8. The experimental
area is divided into 1 m × 1 m grid cells, and we collected the RSS in different grid cells.
A total of 12 groups of data are collected, each with a source placed at a different location.
An Agilent signal generator is used as the radiation source to transmit a single tone signal
with a transmission frequency of 500 MHz and transmission power of 15 dBm. In our
experiment, the radiation signal is collected by HackRF One, a software-defined radio
(SDR) platform. The signal is downconverted and then sampled at a frequency of 8MSPS.
The RSS is calculated by performing a Fast Fourier Transform (FFT) operation on the I/Q
signals collected over a certain duration, where the duration time is set to 2 s. Both the
transmitting and receiving antennas are omnidirectional antennas with a gain of 1 dBi.
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Figure 8. The site of real experiment.

Figure 9 shows the RMSE under the different number of sensors (by calculating the
mean RMSE of 12 groups of data) when compared with the SPLOT method (the radius
r of the confined area is set to 2) and the DeepTxFinder method. Similar to Section 4.1.2,
the localization performance of all algorithms also increases as the number of sensors
increases. Compared with the SPLOT (r = 2) method and DeepTxFinder method, the
proposed MSLocNet exhibits better localization performance. In addition, the SPLOT
(r = 2) method performs better than the DeepTxFinder method. Due to the large amount
of parameters in the fully connected layers of DeepTxFinder, it is prone to overfitting,
which makes its generalization performance poor. When the number of the sensor is 16,
the RMSE of all algorithms is large than 1 m. However, as the number of sensors increases,
the proposed MSLocNet outperforms the other schemes by a large margin. The RMSE
of the proposed MSLocNet can reach less than 1 m when the number of sensors is more
than 24, which preliminarily verifies the feasibility of the proposed method in the actual
environment. Although, the log-normal shadow fading propagation model in Equation (1)
can provide an approximation of the decay of electromagnetic energy. However, in a
real-time electromagnetic environment, the measurements may not perfectly match the
propagation model, which may lead to an increase in RMSE values over those obtained
from simulated data. In addition, for practical use, more data from the real environment
can be collected to retrain or fine-tune the network for better performance.

Figure 9. The RMSE (m) for real data.
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5. Conclusions

In this paper, the RSS-based multiple co-channel sources localization problem utiliz-
ing deep learning technology is investigated. The proposed method named MSLocNet
formulates the MSL problem as a Bernoulli heatmap learning problem, which is to learn
a non-linear mapping function from the input sensing data to a heatmap. The Bernoulli
heatmap problem is solved by constructing a fully convolutional network. The proposed
method can simultaneously localize variable numbers of sources using only one network.
Simulation results under different shadow fading strengths illustrate that the proposed
MSLocNet is superior to other benchmark schemes. Furthermore, a preliminary experiment
in a real environment is performed to verify the feasibility of the proposed method. In the
future, more rigorous analyses and comprehensive experiments will be conducted for
practical application. Moreover, we plan to extend our approach to different propagation
models and develop techniques to reduce training costs and optimize sensor deployment.
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Abbreviations
The following abbreviations are used in this manuscript:

MSL Multiple sources localization
RSS Received signal strength
FCN Fully convolutional network
WSN Wireless sensor network
TOA Time of arrival
DOA Direction of arrival
TDOA Time difference of arrival
ROI Region of interest
SSL Single source localization
MLE Maximum likelihood estimation
WLS Weighted least squares
SPLOT Simultaneous power-based localization of transmitters
CNN Convolution neural network
PLE Path-loss exponent
MSE Mean square error
RMSE Root mean square error
BN Batch normalization
ReLU Rectified linear unit
FLOPs Floating-point operations
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