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Abstract

:

Many distributed systems that perform indoor positioning are often based on ultrasound signals and time domain measurements exchanged between low-cost ultrasound transceivers. Synchronization between transmitters and receivers is usually needed. In this paper, the use of BLE technology to achieve time synchronization by wirelessly triggered ultrasound transceivers is analyzed. Building on a previous work, the proposed solution uses BLE technology as communication infrastructure and achieves a level of synchronization compatible with Time of Flight (ToF)-based distance estimations and positioning. The proposed solution was validated experimentally. First, a measurement campaign of the time-synchronization delay for the adopted embedded platforms was carried out. Then, ToF-based distance estimations and positioning were performed. The results show that an accurate and low-cost ToF-based positioning system is achievable, using ultrasound transmissions and triggered by BLE RF transmissions.
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1. Introduction


State-of-the-art facilities and services closely related to Internet of Things (IoT) applications and indoor environments, such as remote control, sport and fitness monitors, and occupancy monitoring in commercial buildings, require knowing the precise location of objects or people [1,2,3,4]. In recent years, many indoor positioning techniques have been proposed in the literature, and different technologies have appeared on the market [5,6]. The most prominent technologies include transmission of ultrasound [7,8,9,10,11], magnetic fields [12,13,14], infrared (IR) and radio frequency (RF) signals, Wi-Fi, Zigbee, radio frequency identification (RFID), Bluetooth, and Bluetooth Low Energy (BLE) packets [15,16,17,18,19,20,21,22,23,24,25,26,27,28]. Typically, the positioning techniques are based on the measurement of physical parameters such as the received signal strength (RSS), angle of arrival (AOA), Time of Flight (ToF), and Time Difference of Arrival (TDoA). Those measured values can be used to estimate the position using appropriate algorithms including fingerprinting, multilateration, and triangulation [29,30,31]. Moreover, indoor positioning techniques based on ultrasound transmissions and ToF measurements are considered an advantageous solution, because they provide high localization accuracy and do not require any fingerprinting.



Various families of ultrasound sensors are available. The most remarkable are piezoelectric and MEMS devices. Piezoelectric technology leads to low-cost and reversible devices, capable of acting both as transmitters and as receivers [32], but they are usually narrowband and highly directive systems. On the other hand, ultrasonic MEMS are characterized by omnidirectional response, small form factors and high bandwidth [33]. However, while MEMS technology is easily used to realize ultrasound sensors, MEMS transmitters are less mentioned in the literature [34].



Indoor positioning techniques based on ultrasound transmissions and ToF measurements typically require time synchronization to achieve a unique and reliable time reference for the system. Most ultrasound systems based on wirelessly triggered ToF measurements use WiFi to interconnect the involved nodes, due to the high data rate and low latency [35]. However, WiFi is not a power-aware protocol, making this technology suboptimal for wireless sensor networks with many battery-powered nodes. The usage of low-power wireless RF protocols, such as BLE, is a potentially effective solution for time synchronization and indoor localization purposes because of its low-power architecture, low cost and availability in many consumer electronics. Moreover, starting from year 2017, BLE supports mesh networking, permitting the deployment and addressing of a large number of low-cost nodes. This may reduce the average distance between the mobile node and the anchors and enable use of sensor fusion techniques that achieve increased accuracy and range by combining the information acquired by several noisy measurements. Thus, in recent research activities, different approaches to synchronizing the time in low-power wireless sensor networks have been studied [36,37,38,39,40,41,42,43,44,45,46,47,48,49,50,51]. It is worth noting that BLE systems are low-power, but most of the available BLE positioning solutions are based on RSS measurements. As an example, in [28], BLE beacons continuously transmit signals at fixed intervals that can be received by other BLE-enabled devices. The measurements from the beacons are stored and transmitted to a central device to determine the users’ or objects’ positions using an RSS-based lateration algorithm. BLE beacons provide meter-level localization accuracy; that is because the accuracy and stability of the RF signals’ propagation is limited by the complex and non-stationary indoor environments [28].



In this work, the characterization and control of a low-power, low-cost and fully wireless ToF-based positioning system is described, triggered using BLE transmissions. The main aim of this paper is to prove that, for ultrasound-based positioning purposes, BLE-based wireless triggering introduces a negligible additional ToF measurement uncertainty with respect to wired solutions. At first, an analysis of the BLE radio protocol [52] is carried out to develop a wirelessly distributed time reference. With the aim to characterize and assess the proposed approach, an experimental setup was implemented using embedded platforms and ultrasound transducers, performing distance and position estimations. The proposed solution was experimentally validated and targets improved performance with respect to previous activity [11], focusing on low power, low cost, and high portability of the system.



The rest of this paper is organized as follows. In Section 2, the Bluetooth Low Energy technology is briefly introduced. In Section 3, the setup and estimation procedures are described. The experimental results are discussed in Section 4. Conclusions are drawn in Section 5.




2. A Bluetooth Low Energy Overview


Bluetooth Low Energy is a standard designed by the Bluetooth Special Interest Group (Bluetooth SIG) for wireless personal area networks. It was designed with the aim of supporting Internet of Things (IoT) applications by using low-cost and low-power devices [10,52]. BLE is characterized by significantly reduced power consumption and cost, while taking into account Bluetooth requirements including the communication range operating in the 2.4 GHz unlicensed industrial, scientific, and medical (ISM) band, the procedures, the profiles and the services as defined by Bluetooth Core Specification 5.0. With respect to the previous Bluetooth protocols, BLE also adds low-latency wake up from sleep modes, making it more suitable for the realization of wireless sensor networks. Thus, there are different methods of operation, including the discovery procedure and the connection procedure [10,52]. The BLE stack contains the Generic Access Profile (GAP) that defines the following roles: the broadcaster role (a device that broadcasts advertising packets); the observer role (a device that receives advertising packets); the peripheral role (a device that establishes a physical link with other BLE-enabled devices); the central role (a device that requires the physical connection) [10,52]. Meanwhile, the Generic Attribute Profile (GATT) defines data transfer procedures and formats over a BLE connection. All standard BLE profiles are therefore based on GATT. GATT also provides a generic service framework using the attribute protocol (ATT) layer [52]. In particular, the Client GATT profile is the device that sends data transfer requests to the GATT server. Therefore, the client device receives and save data transmitted by the server device. The server device is the device with GATT Server profile functionality, which sends information to the client devices. Moreover, the BLE stack supports both GAP and GATT roles simultaneously [52]. The GATT transactions are closely related to the used GAP profiles. The GATT client (such as a mobile phone, tablet), configured as central device, starts transactions and sends requests to the GATT Server, configured as peripheral. Notice that a peripheral can establish only one connection at a time, but a central device can establish a connection to multiple peripherals [52]. Different services and characteristics were defined by the Bluetooth SIG designers and can be found in [53].



In this work, the employed BLE devices are the PSoC® 6 BLE Prototyping Kit (CY8CPROTO-063-BLE) [54]. Those BLE embedded platforms enable design and debug functions using the PSoC Creator™ Integrated Design Environment (IDE) or ModusToolbox [55]. Moreover, the PSoC Creator IDE includes analog and digital blocks and a BLE Peripheral Driver Library (PDL) component. It also includes an analog-to-digital converter (ADC) module, low-power comparators, standard communication, and timing peripherals up to 36 GPIOs, LEDs, crystal oscillators, antenna, a push button, and current measuring jumpers. The BLE PDL contains a configuration dialog that allows users to design specific applications with BLE connectivity. Moreover, the BLE PDL integrates a Bluetooth Core Specification v5.0 compliant protocol stack together with API libraries. to enable user applications to access the underlying hardware via the stack [54,55].




3. Setup and Operation


The considered setup, as shown in Figure 1, consists of a master node that triggers both the transmission and acquisition, a mobile node working as transmitter, and a set of anchor nodes that receive the signal emitted by the mobile node. The considered setup, as introduced in Section 2, was developed using the PSoC® 6 BLE Prototyping Kits equipped with a BLE radio interface [54]. Except for the master node, whose main function is to trigger the measurements by enabling all other nodes, all BLE nodes feature an ultrasound transceiver [32].



The considered setup makes use of the GAP profile, where the master node takes the role of broadcaster, while both the mobile node and a set of additional fixed position nodes used as anchors act as observers. The mobile node and the anchors also include the GAP peripheral role [53]. The master node periodically sends advertising events at regular intervals to the observer nodes with the aim to trigger both the transmission and acquisition. The observers continuously scan and process the master node advertising packets. Therefore, the mobile node transmits a sequence of ultrasound chirp pulses, and the anchors acquire the received signals and locally measure ToF by applying cross-correlation techniques as in [10,11] and convert them into distance estimations through the known speed of sound. Thus, the collected data are transmitted to a BLE-capable device hosting a dedicated app. When in range of the anchors, this device concentrates the range measurements and forwards them to a PC that finally runs a positioning algorithm to locate the mobile node.



3.1. Wireless Triggering Using BLE


Time synchronization is considered a key factor in wireless sensor networks, especially for indoor positioning applications such as target tracking, which requires that the sensor nodes be time-synchronized with each other to locate moving objects or people. In particular, ToF measurements require accurate time synchronization between all the involved nodes and a reference time source node, ensuring a common time scale.



Over the past few years, various time-synchronization techniques for WSN that have been investigated apply packet synchronization techniques to trigger the network or to synchronize the clocks’ nodes [37,38,39,40,41,42,43,44,45,46]. Among the different available time-synchronization schemes, the one-way message exchange, the two-way message exchange, and the receiver–receiver synchronization appear to be the most widely used [39,46]. The one-way message exchange is a synchronization technique in which the master node broadcasts a unique message containing a time stamp to all the involved nodes for each session. Conversely, in the two-way message exchange, the master node periodically sends time-synchronization requests to the slave nodes, often employed in the sender–receiver approach. Finally, in the receiver–receiver synchronization approach, the nodes exchange broadcast timing information messages with each other [45].



One of the most popular synchronization methods developed for WSNs is Reference Broadcast Synchronization (RBS) [47,48]. The RBS consists of a master node that periodically transmits reference packets to all other network nodes. Thus, each receiver node measures the time of arrival of the reference packets according to its own local time. Finally, the nodes exchange the obtained reference time of arrival with each other to estimate the offset and skew. Moreover, the timing-sync protocol for sensor networks (TPSN) is based on the use of a classical approach that synchronizes two nodes instead of a set of receivers [49]. The protocol is basically divided into two steps: the discovery and the synchronization. In the discovery step, each node is assigned a layer starting from level 0. Note that the node of level 0 is named the root node. In the second step, the synchronization procedure takes place, so a node of level i synchronizes with a node of level i−1 and the procedure is iterated until all network nodes are synchronized to the root node. Meanwhile, the flooding time synchronization protocol (FTSP), proposed in [50], synchronizes transmitter and receiver or multiple receivers by using a single radio message. The FTSP can be considered the de-facto standard for time synchronization in WSN, since a much lower synchronization error is achieved with respect to the other mentioned synchronization methods [50]. Therefore, many proposed algorithms are based on its time synchronization scheme [47].



Nowadays, Internet of Things (IoT) applications are increasingly characterized by very restrictive requirements in terms of energy consumption limits, computational complexity, scalability, and synchronization accuracy. Consequently, we are faced with the expansion of a new generation of networks, usually characterized by small-sized sensors and actuators equipped with wireless connectivity and low-power and low-cost hardware [48].



In this regard, BLE is one of the available industrial oriented radio protocols that was widely discussed in recent years. As an example, in [51], the CheepSync mechanism, built on the existing Bluetooth v4.0 standard, is presented. The system consists of two main components: the beacon component and the control component. The beacon transmits a single advertisement packet to the control component. It is shown that CheepSync is capable of a time-synchronization average accuracy as low as 10 μs. Meanwhile, in [47], the BlueSync synchronization protocol, developed by using commercial platforms equipped with BLE, is proposed. It is shown that a time-synchronization error with a mean of about 320 ns within a time interval of 60 s can be achieved, using a frequency-drift estimation and compensation algorithm [47].



Note that a practical deployment can be characterized by the presence and closeness of various nodes deployed within a heterogeneous environment, making WSNs more sensitive to network congestion. The packet loss phenomenon can occur, thus affecting the whole time-synchronization process. Thus, when a practical implementation is considered, for instance, a microcontroller-based implementation, a considerable time-synchronization delay may occur [10]. The time-synchronization delay caused by the packet transmission process can therefore strongly affect the accuracy and precision of the time synchronization and can cause much larger errors than the required synchronization precision allows.



Moreover, the indoor propagation of RF signals can be affected by different factors, such as multipath phenomena, fast fading, strong human body absorption, non-line-of-sight (NLOS) propagation conditions, and clock frequency skew swinging; thus, the synchronization error will increase severely [37,38,39,40,41,42,43,44,45,46]. In addition, WSNs are typically characterized by size and cost constraints that limit resources such as power, memory space computational power and communications bandwidth.



In this regard, a simple, portable, and scalable time-synchronization approach based on a BLE protocol for a small size WSN is proposed in this work and an experimental evaluation was carried out. Note that the performed analysis and the implemented solution are based on the recently released BLE 5.0. The proposed approach can achieve microsecond-level synchronization, using existing hardware, services, and library routines [54,55], limiting the impact on battery life. Furthermore, in this work, time synchronization is obtained assuming that the master node periodically sends advertising packets to all observer nodes. Thus, it is assumed that the master node acts as broadcaster. According to the Bluetooth 5.0 core specification [54], the broadcaster role after device initialization transmits advertising events in sequence using one or more simultaneously of the three different advertising channels (named channel 37, channel 38 and channel 39). The time interval between two events is controlled by the advertising interval parameters spanning the interval from 20 ms to 10.240 ms in multiples of 0.625 ms. In the considered implementation, the advertising type is configured as non-connectable advertising packets, all advertising channels are considered, and the advertising interval is set to 2000 ms. On the other hand, the anchors that act as observers are configured to initiate the scan procedure for a period of 2000 ms and to process only the advertising packets received from the devices added in their whitelist, shared by the involved nodes. Moreover, the anchors are configured to act as peripheral. The peripheral starts advertising using connectable advertising packets and was initially configured to transmit data every 10 s to a connected central device, which is responsible for starting connections.



Thus, the synchronization procedure starts when the master node starts sending continuously advertising packets to all involved nodes. Moreover, a configurable digital output component available on the master node, hereinafter referred to as master trigger signal, is driven from the logic state low-to-high any time a packet is sent. In the same way, each involved node, acting as observer, changes its own digital output from the logic state low-to-high every time a packet is received. Thus, time synchronization is achieved with an error amounting to the offset between the rising edge of the master trigger signal and the rising edge of the digital output of the observer.




3.2. The Positioning Method: Principle and Operation


The positioning method, which was developed in a previous work [10], performs ToF measurements by transmitting ultrasound signals, given by


   s  ( t )  =  s 0   (   T C  〈  t   T C    〉  )  ,     s 0   ( t )  =  {       A 0  s i n  (  2 π  (   f 0  +    f 1  −  f 0    2  T C    t  )  t  )  ,                             0 ≤ t ≤  T C        0 ,                                                                                                                   e l s e w h e r e           



(1)




where    s 0   ( t )    describes a single linear chirp pulse; moreover, the lowest frequency and the highest frequency are respectively denoted by    f 0    and    f 1   , the chirp pulse duration is denoted by    T C   , and the transmitted signal amplitude is denoted by    A 0   . Note that   〈 · 〉   represents the fractional part operator [10,11].



The estimation method acts as follows. The mobile node begins transmitting the pulse train; meanwhile, the anchors acquire the transmitted signals. Each anchor runs a peak search algorithm on the cross-correlation sequence between the acquired signal and a stored template of the transmitted ultrasound sequence.



The peak position corresponds to the time delay between the template and the acquired signal. If since the mobile node and the anchors are synchronized with each other, the time delay estimates the ToF. Then, the measured ToF is used to estimate the corresponding distance using the known speed of sound,  v , leading to the system of equations given by


    d i  = v  t i  ,   i = 1 , … , N ,     d i  =      (  x −  x i   )   2  +    (  y −  y i   )   2    ,   



(2)




where    t i      is the ToF measured by the i-th anchor and    d i    is the distance between the mobile node and the i-th anchor. Moreover, the coordinates of the i-th anchor are denoted by (xi, yi), while the coordinates of the mobile node are denoted by (x,y). Thus, the node position (x,y) can be estimated using a hyperbolic multilateration algorithm as in [10,11].





4. Results


The proposed solution was experimentally evaluated by performing measurements in a real operational environment. At first, an analysis of the developed time-synchronization approach was carried out. Then, ToF-based distance estimations and positioning were performed. In the following subsection, the obtained results are shown and discussed.



4.1. Time-Synchronization Analysis


To characterize the described delay, a measurement campaign was carried out. In particular, the time-synchronization delay between the beginning of the transmission of the mobile node and the beginning of the acquisition of each involved anchor was measured using a Teledyne LeCroy HDO9404 [56] oscilloscope with 4 channels. The delay between the rising edge of these signals was repeatedly measured, simultaneously collecting a record of 800 measurements for each of the mobile-anchor couplets. Figure 2 shows the time-synchronization delay waveforms between each considered couple of nodes. The presence of outliers (an outlier can be defined as a measurement result, the value of which diverges significantly from all other obtained results) can be observed, probably caused by loss of advertising packets, which leads to loss of time synchronization. Since no more than three outliers were observed out of 800 measurements, the synchronization was deemed reliable. Moreover, the low frequency of occurrence of outliers permits.



Table 1 shows the mean and the standard deviation of the time-synchronization delay before and after outlier removal. A delay with a mean of an order of magnitude of 10−6 s, and in one case 10−7 s, in the presence of outliers, was observed. Meanwhile, a delay with a mean of an order of magnitude ranging from 10−6 s to 10−8 s, in the absence of outliers, was observed. Moreover, a standard deviation of an order of magnitude of 10−5 s, in the presence of outliers, and a standard deviation of an order of magnitude of 10−6 s, in the absence of outliers, was observed. By considering the known equation of the propagation speed of sound and the ToF expected to be measured in an indoor environment, it can be deduced that the observed time-synchronization delays are a marginal source of error for both ToF measurements and distance estimations. To investigate the distribution of the synchronization error, the quantiles of a normal distribution with same mean and variance of the observed data were plotted against the quantiles of the observed data, leading to the normal probability plot shown in Figure 3. Note that a quasi-normal distribution in all 3 considered datasets was observed, the main difference being a discretization of the observed delays.




4.2. Distance Estimation


The positioning accuracy was evaluated with respect to the described phenomena, such as time-synchronization delay, multipath phenomenon, and maximum range of the system, by performing a measurement campaign in a real indoor environment.



As shown in Figure 4, the mobile node, mounted on a wooden pole, was consecutively placed in various positions simulating a portable scenario covering the operational area of about 2 m2. Meanwhile, the anchors were deployed in fixed positions, also mounted on wooden poles. Moreover, the measurement campaign was carried out using a mobile phone, due to the availability of a dedicated application, named CySmart, supplied with the PSoC® 6 BLE Prototyping Kit [54]. Thus, the CySmart application collects distance measurements during the connection state with each of the anchors. The application shows on the smartphone screen the distance value any time a measurement is available.



When a measurement campaign is planned, after supplying power to the mobile node and to the anchors, the estimation procedure is enabled by turning on the broadcaster. The transmitted signal is the periodic sequence of linear chirp pulses with unitary peak amplitude (1), spanning the [37.8–42.3] kHz interval in 5 ms, according to the specifications of the used Murata MA40S4R sensor [32]. Thus, the train pulse is generated using the pulse width modulator (PWM) components that are provided by the Component Catalog and Schematic Editor of the employed platforms, together with the MULTIPLEXER component and the digital output pins. As shown in Figure 5, where a screenshot of the top-level schematic file of the considered project is reported, to obtain a linear frequency change from 37.8 kHz to 42.3 kHz, 8 different PWM blocks were used, whose outputs were selected sequentially via the MULTIPLEXER component.



On the other hand, it is assumed that the receivers perform the acquisition of the transmitted signal and carry out distance estimations. The incoming signal is acquired by the PSoC on-board analog-to-digital converter (ADC) with a resolution of 12 bits and a sampling rate of fS = 100 ksample/s, corresponding to a sampling period tS = 1/fS = 10 μs. Thus, a record of M = 2000 samples is collected in about tacq = M·tS = 20 ms. The receivers estimate the ToF by calculating the cross-correlation between a locally stored template of the transmitted signal and the acquired records. Then, the envelope of the cross-correlation is obtained by using a Hilbert filter, and the index of the correlation peak is accurately extracted by feeding the three highest samples closest to the peak to a quadratic interpolation algorithm, applied to the correlation envelope [10,11]. The obtained interpolated value, which is a sample index corresponding to the time shift between the transmitted signal and a stored and normalized replica of the transmitted signal, is first multiplied by the sampling period and then converted into range estimations by using knowledge of the speed of sound in air. Then, the estimated ranges are sent to a connected central device every 10 s.



Data are shown and collected as text files to be able to process them and, finally, to estimate the position by using a simple least squares algorithm [10,11].



To validate the realized setup, a measurement campaign of the distance between each anchor and the mobile node was carried out. At first, anchor 1 (see Figure 1) was placed in a fixed position, and the mobile node instead was placed at 7 different positions. Figure 6 plots the mean and standard deviation of the estimated distance error before and after outlier removal for the considered couple of nodes (mobile node–anchor 1) against the true considered distance. For each testing position, 18 ToF and position measurements were obtained. Moreover, Table 2 shows the mean and standard deviation of the estimated distance error before and after outlier removal for the considered couple of nodes. Note that, after outlier removal, an accuracy on the order of a few centimeters is achievable. Moreover, in Figure 7, the mean and standard deviation after outlier removal of each considered couple of nodes are plotted. It is possible to observe also in this case that an accuracy on the order of a few centimeters is achievable.




4.3. Positioning


To gain further insight on the positioning performance, the measurements campaign was repeated considering three active anchors at the same time in a typical indoor environment featuring irregular geometry (e.g., walls, furniture), and operating in LOS condition. Since the activity is focused on the effects of wireless triggering, usage of multiple anchors is motivated by the need for assessing the capability of performing nearly simultaneous ToF measurements from multiple anchor nodes. Consequently, a simple setup was selected, with the minimum number of anchors required to perform planar positioning and without optimizing the anchors’ positions [11]. The anchors’ positions are shown in Figure 8 as blue dots. In particular, anchor 1 was placed in (0.0) mm, the anchor 2 was placed in (290.0) mm and the anchor 3 was placed in (585.0) mm. To define a ground truth, the mobile node positions were preliminarily obtained by manually measuring with a tape measure the distance between the mobile node and each anchor and then by applying the least squares algorithm to the measured distances. Note that even if a maximum distance of 2 m between each anchor and the mobile node was considered, the considered ultrasound transducers were used to achieve a range of about 4 m in the previous activity [57]. Figure 8 also shows the mobile node reference positions (red dots) and the position estimation results denoted with a cloud of asterisks of different colors for each considered reference position. It is possible to observe a deviation from the true value by a few centimeters in most measurements and in all cases below 10 centimeters. Moreover, note that when the distance from the anchors increases, the cloud of asterisks expands, and consequently, the accuracy of the position estimations decreases. The positioning accuracy may be improved by placing anchors so as to encompass the operational area from different directions [11], and by taking into account the directivity of the ultrasound transducers [58].



Figure 9 shows a boxplot of the positioning error that displays the distribution of the obtained results. Note that the positioning error was defined as the Euclidean distance between each considered reference position and the corresponding estimated position. It can be observed that the proposed approach has better accuracy when the mobile node is closer to the anchors. To gain additional insight on the achievable performance, the setup was modified, exploring the achievable measurement rate and profiling the main activities required by the ToF measurement. Initial tests showed that to achieve stable performance, the scan time tW needed to be set to values larger than 2 s. The programmed measurement period tM, originally set to 10 s when programming the anchor nodes as peripherals, was gradually reduced, showing that for values larger than the programmed scan window duration tW, the measurement was completed correctly, while for tM < tW the measurement procedure became unstable.



Hence, the adopted system permits a maximum measurement rate of almost 30 measurements per minute. This behavior was further investigated by observing that when tM > tW, the anchor nodes may collect ToF measurements belonging to different scan windows. On the other hand, tW is lower bounded by


tToF = tacq + tProc,



(3)




which is the summation of the data acquisition time tacq, equaling 20 ms for a record of 2000 samples collected with a rate of 100 ksample/s, with the processing time tProc, given by


   t  P r o c   ≅  t  x c o r r   +  t  H i l b e r t   +  t  m a x , s e a r c h   ,  



(4)




where txcorr is the time required to evaluate the correlation sequence, tHilbert is the time required to compute the Hilbert transform of the correlation sequence, and tmax,search is the time required to perform the maximum search. Note that, provided that the data processing is completed immediately after the data acquisition, (3) describes the minimum time required to complete a ToF measurement. By measuring each processing time contribution with a digital oscilloscope we obtained txcorr ≅ 2.12 s, tHilbert ≅ 16 ms, and tmax,search ≅ 500 μs. In order to provide a more comprehensive description of the observed behavior, Figure 10 shows a timing diagram where all the time contributions required to perform ToF measurements are depicted. These results seemingly prove the assumption that the bottleneck limiting the measurement rate is actually the processing time tproc, and show that tproc is dominated by txcorr.



Thus, the ToF measurement rate may be improved by replacing the PSoC nodes with more powerful processors or by using more efficient algorithms. In particular, since the cross-correlation is currently computed using a time domain algorithm, replacing it with a fast Fourier transform based algorithm may reduce the computational complexity from O(M2) = 4 × 106 to O(M⋅log2(M)) ≅ 2.19 × 104, reducing txcorr by two orders of magnitude and reducing tproc to a few tens of milliseconds.



The processing time of the positioning algorithm was also profiled. This algorithm is a nonlinear fitting realized by a Matlab script, running on a PC equipped with an Intel I7 3.6 GHz CPU, 8 GB RAM, and a Windows 10 Operating System. The algorithm was profiled by estimating the completion time using the Matlab tic and toc functions over N = 110 position measurements, obtaining a mean time of 12 ms and a standard deviation of 0.58 ms. These results suggest that the positioning algorithm has a low computational cost and may be moved to a smartphone, eventually replacing the nonlinear fitting with a best linear unbiased estimator or with a Kalman filter to perform sensor fusion with inertial measurements.





5. Conclusions


In this work, a distributed positioning system based on ToF measurements and ultrasound signals with centimeter-level accuracy and compatible with commercial hardware platforms was developed. Time synchronization between transmitters and receivers is achieved using the BLE technology. The proposed synchronization scheme is based on a simple packet synchronization technique, without the use of compensation or adjustment algorithms, and was validated experimentally using Bluetooth v5.0 transceivers.



It was shown that a level of synchronization compatible with Time of Flight (ToF)-based positioning can be achieved, with an error of a few microseconds. Position estimations were performed as well, and the experimental results showed good accuracy in indoor environments when LOS conditions were available. The proposed system is low-cost, since the components of the five nodes in the proposed system can be obtained for less than EUR 200. Coupled with the BLE 5.0 addressing scheme, this makes the proposed solution scalable for a wide range of applications.



The results show that an accurate and low-cost positioning system can be developed on the basis of ToF measurements on ultrasound transmissions triggered by BLE RF transmissions. Moreover, the results suggest that the proposed system can be considered an interesting and competitive solution for WSN and IoT applications. Future developments of the described activity will include the improvement of the measurement rate, the extension of the proposed solution to 3D scenarios, and the use of MEMS ultrasound sensors.
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Figure 1. Block diagram of the considered setup. 
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Figure 2. (a–c) show the time-synchronization delay waveforms between each considered couple of nodes. 
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Figure 3. (a–c) show the normal probability plot of the time-synchronization delay waveforms (outliers removed) between each considered couple of nodes. 
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Figure 4. Picture of the experimental setup. 
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Figure 5. Configuration of the transmitter node, as shown in the TopDesign view of the Cypress PSoC Creator IDE. 
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Figure 6. Mean (left) and standard deviation (right) of the estimated distance error for the couple of nodes (mobile node–anchor 1). 
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Figure 7. Distance error mean (left) and standard deviation (right) for each considered couple of nodes after outlier removal. 
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Figure 8. The considered experimental setup and position estimation results. 
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Figure 9. The boxplot of the positioning error. 
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Figure 10. Timing diagram profiling the main activities required by the ToF measurement. 
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Table 1. Mean and standard deviation of the measured time-synchronization delays for each considered couple of nodes.
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Considered Couples of Nodes

	
Time-Synchronization Delay Mean [s]

	
Time-Synchronization Delay Standard Deviation [s]




	

	
Outliers

	
No-Outliers

	
Outliers

	
No-Outliers






	
mobile node-anchor 1

	
1.2864 × 10−6

	
4.0495 × 10−8

	
2.7896 × 10−5

	
1.6908 × 10−6




	
mobile node-anchor 2

	
1.5992 × 10−6

	
2.3773 × 10−6

	
3.8217 × 10−5

	
1.7745 × 10−6




	
mobile node-anchor 3

	
3.0095 × 10−7

	
9.5101 × 10−7

	
3.9568 × 10−5

	
1.7647 × 10−6
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Table 2. Mean and standard deviation of the estimated distance error for the couple of nodes (mobile node–anchor 1).






Table 2. Mean and standard deviation of the estimated distance error for the couple of nodes (mobile node–anchor 1).





	
Considered True Distances

[mm]

	
Distance Error Mean

[mm]

	
Distance Error Standard Deviation

[mm]




	

	
Outliers

	
No-Outliers

	
Outliers

	
No-Outliers






	
200

	
24

	
24

	
8

	
8




	
500

	
28

	
17

	
45

	
9




	
800

	
39

	
14

	
66

	
7




	
1100

	
45

	
11

	
103

	
8




	
1400

	
21

	
21

	
5

	
5




	
1700

	
87

	
9

	
169

	
4




	
2000

	
268

	
18

	
899

	
8
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