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Abstract: The performance of the underwater optical wireless communication (UOWC) system
is highly affected by seawater´s inherent optical properties and the solar radiation from sunlight,
especially for a shallow environment. The multipath effect and degradations in signal-to-noise
ratio (SNR) due to absorption, scattering, and ambient noises can significantly limit the viable
communication range, which poses key challenges to its large-scale commercial applications. To
this end, this paper proposes a unified model for underwater channel characterization and system
performance analysis in the presence of solar noises utilizing a photon tracing algorithm. Besides, we
developed a generic simulation platform with configurable parameters and self-defined scenarios via
MATLAB. Based on this platform, a comprehensive investigation of underwater channel impairments
was conducted including temporal and spatial dispersion, illumination distribution pattern, and
statistical attenuation with various oceanic types. The impact of ambient noise at different operation
depths on the bit error rate (BER) performance of the shallow UOWC system was evaluated under
typical specifications. Simulation results revealed that the multipath dispersion is tied closely to
the multiple scattering phenomenon. The delay spread and ambient noise effect can be mitigated
by considering a narrow field of view (FOV) and it also enables the system to exhibit optimal
performance on combining with a wide aperture.

Keywords: underwater optical wireless communication; photon tracing; solar irradiance; channel
modeling; performance analysis; simulation platform

1. Introduction

Underwater optical wireless communication (UOWC) has attracted considerable in-
terest from both academia and industry as an effective solution to satisfy the rapidly
increasing demands of underwater high-data-rate transmission. Compared with the con-
ventional widely-used acoustic communication counterparts, UOWC systems have higher
bandwidth, lower latency, and better security. These tremendous inherent merits enable it
to be a promising alternative or complementary for various underwater applications such
as imaging, real-time video transmission, and high-throughput sensor networks for natural
oceanic resource exploration [1–3]. Besides, the future 6G coverage is anticipated to be ex-
panded to remote areas, water surface, underwater, and satellite scenarios, which form an
air-space-ground-sea integrated communication network. Thus, it is also regarded as one of
the key potential technologies in the 6G underwater high-capacity wireless communication
scenarios due to its large frequency spectrum bandwidth resources [4,5].

A hybrid acoustic/optical communication scheme is expected to play a significant role
and take advantage of both technologies in the future underwater wireless sensor communi-
cation network (UWSN) and Internet of Underwater Things (IoUT). Figure 1 illustrates the
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basic architecture of a typical UWSN, which is composed of sensor nodes, solar-powered
communication buoys, autonomous underwater vehicles (AUV), and underwater remotely
operated vehicles (ROV). The optical base station (OBS) with seabed fixed or anchored
sensors is capable of obtaining ocean monitoring data and communicating with ROVs,
AUVs, or divers via optical/acoustic links. Then the ROVs or AUVs deliver the transmitted
data to submarines, communication buoys, ships or other devices [6]. Above the sea level,
the information exchange is accomplished through radio frequency (RF) or free space
optical (FSO) communication links between ships and the onshore data stations. Despite
all the aforementioned advantages, UOWC links suffer from severe channel impairments
due to the seawater inherent optical properties (IOP), namely absorption and scattering
effect. The absorption effect refers to an irreversible process in which water molecules and
particles absorb photons and convert them into thermal or chemical potential energy. The
scattering process alters photon propagation directions and causes time-varying multipath
effects, i.e., spatial and temporal dispersion [7]. In addition, multiple scattering also leads
to energy loss due to the reduction of arrived photons at the receiver plane, especially in
poor water quality environment.
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Figure 1. Architecture of an underwater wireless communication sensor network.

Many research efforts have been carried out for underwater channel characterization
and performance analysis in order to cope with these issues. Previous related works have
been mainly based on analytical, experimental measurement and numerical simulation ap-
proaches. Several researchers in [8–10] utilized the analytical method to solve the classical
radiative transfer equation (RTE), which characterizes the light field passing through the
scattering medium. However, this method involves a large number of assumptions and
approximations to simplify the derivation process and results, and it is extremely difficult
to derive accurate analytical solutions. Authors in [11,12] adopted Beer-Lambert’s law to
model the line-of-sight (LOS) underwater optical wireless channels due to its simplicity.
However, this way can only express spatial path attenuation rather than temporal dis-
persion. In terms of experimental channel measurement, researchers in [13] established
an experimental testbed to study the LD-UOWC channel characteristics by measuring
the intensity of the light transmitted through different types of water. To overcome these
limitations, the Monte Carlo numerical simulation method was developed to solve RTE
and model the underwater channel; several works were reported in [14–19]. In [14], a
Monte Carlo (MC) based approach was proposed to investigate the light attenuation and
time-domain broadening effects in different types of seawater channels, the impact of the
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water quality, communication distance, and receiver aperture were also analyzed. In [15,16],
authors used the MC method and single-parameter chlorophyll concentration model to
study the LED-UOWC scattering channel, the IOP, and path loss in different waters and
different ranges were evaluated under various conditions. Authors in [17] adopted a double
gamma function to fit the numerical simulation results of channel impulse response and
investigated the fitting performance in coastal and harbor water. Using the Monte Carlo
statistical method, authors in [18] simulated and analyzed the laser spot-expansion and
time-domain broadening characteristics of the UOWC link. The most recent work was
presented in [19], here they proposed a novel UOWC channel modeling method based
on the mixture of two Gamma functions, the results were validated through Monte-Carlo
simulations and exhibited reasonable agreement. The aforementioned works on UOWC
channel modeling are summarized in Table 1. However, most works have selected to
neglect solar radiation or just give a fixed value in shallow waters. There is also a lack of an
efficient and intuitional model to take this effect into account. Besides, no existing works
have presented a scalable simulation platform specially designed for UOWC, combining
channel modeling and estimation. The design considerations of a practical shallow UOWC
transceiver face several trade-offs between system specifications. While a larger aperture
and wide FOV can capture more optical signals, they also bring more ambient light noises
and thus it is hard to determine the optimal combinations.

Table 1. Summary of UOWC (underwater optical wireless communication) channel modeling approaches of previous works.

Modeling Approach Advantages Shortcomings Main Characteristics Solar
Irradiance References

Beer–Lambert’s law Simple and efficient Inaccurate, unable to analyze
the delay spread effect Path loss (PL) N [11,12]

Experimental modeling Real measured
validation data

High cost, difficult to deduce the
impact of transceiver configurations PL, h(t) N [13]

Analytical RTE Analytical results Very difficult derivation PL N [8–10]

Numerical RTE Easy Programming Low efficiency in case of error PL, h(t), tDS N [14,18]

Chlorophyl Monte-Carlo Accurate in simulation
environment Less efficient for errors PL, h(t), H(f), N [15,16]

MC-Curve Fitting Accurate results Time consuming H(0), h(t), tDS N [17,19]

To overcome such limitations, we established a scalable photon tracing-based simula-
tion platform to characterize the underwater optical channel and investigate the UOWC
system performance with strong solar irradiance. A more efficient and intuitional method
is proposed to quantify the amount of solar noise level at the certain depths and its impact
on the system performance is evaluated. The detailed algorithm procedure and framework
of this platform are presented, which is convenient for users to define the transceiver
specifications and environmental conditions without required previous experiences in
the UOWC channel model or MATLAB programming. Utilizing this platform, we give a
detailed study of the channel features in terms of time and spatial dispersion, and path loss.
The temporal expansion and spatial attenuation with different system configurations (FOV,
aperture) and oceanic types are quantified based on the channel impulse response and the
statistical results derived from photon tracing simulation. The light illumination distri-
bution pattern over the receiver plane is displayed to study the tracking and alignment
difficulty for different optical sources (LED or LD). Different noise sources are analyzed
and the ambient noise intensity is estimated based on the sea level downwelling solar
irradiance. Eventually, the corresponding BER performance is presented to explore the
effect of various FOV and apertures at different operation depths.
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2. Principle
2.1. UOWC System Model

The schematic diagram of the typical UOWC system model is presented in Figure 2.
At the transmitter side (Tx), the input binary bits are first modulated to drive the optical
source via a driver circuit for emitting visible light signals. At the receiver side (Rx), after
passing through the underwater channel, the optical signal is captured by a photodetector
(PD), converted to photocurrent and amplified by a trans-impedance amplifier (TIA) to
voltage values. Finally, the data is retrieved after analog-digital conversion (ADC) and the
data detection process.
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Obviously, the system performance is highly affected by two aspects, (i) spatial and
temporal dispersion caused by the underwater medium multipath scattering phenomenon,
(ii) electrical noises resulting from sunlight and hardware components such as PD and TIA
(Figure 2). Moreover, in the shallow underwater environment, the water quality tends to
be more turbid and ambient light is much stronger, which can exacerbate these problems.
Typical attenuation coefficients for different oceanic types are summarized in Table 2. The
attenuation coefficient c describes the amount of energy loss of light propagating through
the water medium and is defined as the sum of absorption a and scattering coefficients b.
These coefficients are associated with the concentration of dissolved particles, planktonic
matter, detritus, and change with different water types. The characteristics of the four major
water types are as follows:

• Pure sea water—absorption effect is the major limiting factor. The light propagation
trajectory is nearly a straight line due to the low scattering coefficient.

• Clear ocean water—Concentration of dissolved particles is higher than that in pure
sea water, leading to an emerging scattering effect.

• Coastal water—Concentration of suspended matter and detritus becomes much higher
in that it affects both absorption and scattering.

• Turbid harbor water—Concentration of planktonic matter, dissolved particles and
mineral components is highest among the four water types, which can cause severe
light scattering effect and attenuation.

Table 2. Typical attenuation coefficients for different water types.

Water Type a (m−1) b (m−1) c (m−1)

Pure sea 0.0405 0.0025 0.043
Clear ocean 0.114 0.037 0.151

Coastal 0.179 0.219 0.398
Turbid harbor 0.366 1.824 2.190

2.2. Photon Tracing Algorithm

We utilize a statistical Monte Carlo photon tracing algorithm (PTA) for underwater
optical channel characterization and further performance analysis. The principle of this
approach is to assume the light source as a collection of photons and obtain the final
statistical results by tracking each propagation path from Tx to Rx through the seawater
medium [20,21].
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First, a large number of photons are randomly generated at the optical source, each
with assigned attributes including initial location, transmitting direction, time and weight.
The initial location can be deemed as (x, y, z) = (0, 0, 0) in Cartesian coordinates, the weight
of each photon is set to unity with W0 = 1, and the propagation starting time is t = 0. The
emitting direction is described by polar angle θ and azimuth angle φ. Considering the
fact that the intensity of most optical sources is azimuthally symmetric, φ is assumed to
be uniformly distributed in the interval [0, 2π]. The polar angle is determined based on
the spatial intensity distribution pattern of the light source. For LED-based diffuse links,
the radiant intensity distribution is modeled as a generalized Lambertian profile [22], and
expressed as:

R(θ) =
m + 1

2π
cosm(θ) (1)

where m indicates the order of Lambertian emission and is related to the semi-angle at
half-power, θ1/2, as m1 = −In2/In(cosθ1/2). Then by normalizing radiation pattern R(θ)

with 2π
∫ π/2

0 R(θ) sin(θ)dθ = 1 and equating 2π
∫ θLED

0
0 R(θ) sin(θ)dθ = R1. The polar and

azimuth angle can be given as follows:{
θLED

0 = arccos
(

m+1
√
R1
)

φLED
0 = 2πR2

(2)

in which R1 and R2 are random variables (RV) uniformly distributed in [0, 1]. Likewise,
laser-based collimated link can be considered as a Gaussian beam profile and its starting
directions of photons can be given by:{

θLD
0 = θdiv/2 ×

√
−ln(R3)

φLD
0 = 2πR4

(3)

where θdiv/2 denotes the laser half divergence angle and is related to the beam waist, R3 and
R4 are also uniformly distributed RVs in the interval [0, 1]. Thus, the major difference between
the LED and laser based UOWC channels is the initial emitting directions, the LED link is
more diffusive whereas the laser beam is collimated. Afterwards, the starting orientations of
photons can be described as cosine directions (cx, cy, cz) = (sinθ0cosφ0, sinθ0sinφ0, cosφ0).

While traveling through the underwater medium, the photons will interact with the
particulate matter and water molecules, resulting in deviation from the original path and
weight reduction (Figure 3). The propagation distance between two interaction events
is defined as step size ∆s with its probability distribution function (PDF) based on the
Beer Law: p(∆s) = c(λ)e−c(λ)∆s, then ∆s can be simplified and randomly chosen as
∆s = −InR5/c(λ), in which R5 represents another RV, c(λ) is the water attenuation
coefficient. As shown in Figure 3, the weight of photon after each interaction is used to
update as Wn+1 = Wnαn+1

0 , where α0 = b(λ)/c(λ) [23]. The new direction is described
by the scattering polar angle θs, which can be derived using the Henyey Greenstein
scattering phase functions (HG-SPF), ξ(θs, φs) [24]. Similarly as mentioned above, by
equating 2π

∫ θs
0 ξ(θs, φs) sin(θ)dθ to an RV, the new direction is determined as: θs = arccos

(
1 + s2 −

[
1−s2

1−s+2sR6

]2
/2s
)

φs = 2πR7

(4)

where s represents the asymmetric parameter related to the water quality, R6 and R7
are two RVs in [0, 1]. Then the new photon coordinates are continuously updated and
the tracking of a photon is terminated when its weight drops below a given threshold
(Eth = 10−6) or it reaches the receiver plane. That is to say, the photon falls within the
receiver aperture and its polar angle is less than half of the field of view (FOV). After
repeating the aforementioned tracing process, the corresponding attributes of captured
photons are recorded for channel impulse response (CIR) plot and further analysis.



Electronics 2021, 10, 632 6 of 16

Electronics 2021, 10, 632 6 of 16 
 

 

scattering phase functions (HG-SPF), 𝜉(𝜃𝑠, 𝜙𝑠) [24]. Similarly as mentioned above, by 

equating 2𝜋 ∫ 𝜉(𝜃𝑠, 𝜙𝑠)
𝜃𝑠
0

sin(𝜃) 𝑑𝜃 to an RV, the new direction is determined as: 

 {𝜃𝑠 = arccos (1 + 𝑠
2 − [

1 − 𝑠2

1 − 𝑠 + 2𝑠ℝ6
]

2

/2𝑠)

𝜙𝑠 = 2𝜋ℝ7

 (4) 

where 𝑠 represents the asymmetric parameter related to the water quality, ℝ6 and ℝ7 

are two RVs in [0, 1]. Then the new photon coordinates are continuously updated and the 

tracking of a photon is terminated when its weight drops below a given threshold (𝐸𝑡ℎ =

10−6) or it reaches the receiver plane. That is to say, the photon falls within the receiver 

aperture and its polar angle is less than half of the field of view (FOV). After repeating the 

aforementioned tracing process, the corresponding attributes of captured photons are 

recorded for channel impulse response (CIR) plot and further analysis. 

x

y

z

x 

x 

x 













y 

y 

y 

z 

z 

z 

0 1W 

1 0 0W W 

2

2 0 0W W 

 

Figure 3. Multiple scattering path of each photon. 

2.3. Noise Modeling 

The UOWC system noises can be categorized into two parts, electrical noise and solar 

noise arising from the Rx components and ambient sunlight respectively. The electrical 

noise sources mainly consist of photocurrent shot noise, dark current noise, and thermal 

noise [25,26].  

The shot noise is caused by random incident photons and the generated current 

flowing through the device, which is generally modeled as a Poisson distribution random 

process. Nevertheless, when the received optical signal power maintains a high level, that 

is to say, there is a significant increase in the incident photons, the Poisson distribution-

based shot noise can be approximated to a Gaussian distribution model. Thus, its variance 

is expressed as: 

𝜎𝑠𝑛
2 = 2𝑒𝐵𝑀𝐹(𝑀)(𝐼𝑜𝑠 + 𝐼𝑠𝑟) (5) 

where 𝑒  denotes the electron charge, 𝐵  is the bandwidth, 𝑀  represents the 

multiplication factor, 𝐹(𝑀) is the excess noise figure related to 𝑀 and the excess noise 

index, 𝐼𝑜𝑠 and 𝐼𝑠𝑟 indicate the photocurrent generated at Rx from the optical signal and 

solar radiation, respectively. Similarly, the dark noise variance is given by: 

{
𝜎𝑑𝑛
2 = 2𝑒𝐵𝑀2𝐹(𝑀)𝐼𝑑𝑏 + 2𝑒𝐵𝐼𝑑𝑠

𝐼𝑑𝑎𝑟𝑘 = 𝐼𝑑𝑠 +𝑀𝐼𝑑𝑏
 (6) 

where 𝐼𝑑𝑎𝑟𝑘  is the total dark current, 𝐼𝑑𝑏  and 𝐼𝑑𝑠  represent the dark bulk and surface 

leakage currents, respectively. For a PIN-Rx, the multiplication factor 𝑀𝑃𝐼𝑁  and noise 

Figure 3. Multiple scattering path of each photon.

2.3. Noise Modeling

The UOWC system noises can be categorized into two parts, electrical noise and solar
noise arising from the Rx components and ambient sunlight respectively. The electrical
noise sources mainly consist of photocurrent shot noise, dark current noise, and thermal
noise [25,26].

The shot noise is caused by random incident photons and the generated current
flowing through the device, which is generally modeled as a Poisson distribution random
process. Nevertheless, when the received optical signal power maintains a high level, that is
to say, there is a significant increase in the incident photons, the Poisson distribution-based
shot noise can be approximated to a Gaussian distribution model. Thus, its variance is
expressed as:

σ2
sn = 2eBMF(M)(Ios + Isr) (5)

where e denotes the electron charge, B is the bandwidth, M represents the multiplication
factor, F(M) is the excess noise figure related to M and the excess noise index, Ios and
Isr indicate the photocurrent generated at Rx from the optical signal and solar radiation,
respectively. Similarly, the dark noise variance is given by:{

σ2
dn = 2eBM2F(M)Idb + 2eBIds

Idark = Ids + MIdb
(6)

where Idark is the total dark current, Idb and Ids represent the dark bulk and surface leakage
currents, respectively. For a PIN-Rx, the multiplication factor MPIN and noise figure are
always equal to one. In terms of an APD-Rx, these two factors are dependent on the reverse
voltage, we commonly have 10 < MAPD < 200, F(M)APD = ϑMAPD(1− ϑ)(2− 1/MAPD),
in which ϑ is the holes/electrons ionization rate. The thermal noise mainly arises from
the trans-impedance RL and can be classically modeled as a zero-mean Gaussian random
process given by:

σ2
tn = 4KTB/RL (7)

in which K and T denote the Boltzmann constant and the temperature in Kelvin, separately.
To evaluate the ambient light noise impact, we should first quantify the solar radiation

level at a certain depth below the sea surface. In ocean optics, the ambient light becomes
cumulatively diffusive and attenuates approximately exponentially with the depth after
permeating into the seawater [27]. The downwelling plane irradiance is assumed as follows
using the K function:
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Ed(z, λ) = Ed(0, λ)exp
[
−
∫ z

0
Kd
(
z′, λ

)
dz′
]

(8)

where Ed(0, λ) denotes the sea surface direct irradiance in W ·m−2 · nm−1, Kd(z, λ) is the
diffuse attenuation coefficient in m−1, λ is the wavelength in nm. Although Kd(z, λ) is
always related to depth and the wavelength, it is pretty complicated to derive the precise
value at each level of depth and the accurate theoretical modeling of Kd(z, λ) is out of the
scope of this work. In addition, Kd(z, λ) is independent of depth under several typical con-
ditions such as in homogeneous water or far enough above the bottom in optically shallow
water where the incident lighting mainly comes from the sun and sky [28]. Thus, for the
convenience of estimation, the Kd(z, λ) is assumed to be a constant at a certain depth range
and Equation (8) can be simplified as Ed(z, λ) = Ed(0, λ)exp[−Kd(λ)z]. The experimental
measurement of Kd(λ) and Ed(0, λ) has been conducted in several works [28–30]. The exact
value of Ed(0, λ) exhibits a huge difference under different climate conditions (i.e., clear
or hazy) and the sun locations (i.e., zenith and azimuth angle). To present a worst-case
analysis, we consider the clear weather and sun at its zenith based on the measured data
in [24,28]. Then the photocurrent Isr generated at the Rx plane can be qualified as:

Isr = ηQEe
∫ 530

450
Ed(0, λ)D f exp[−Kd(λ)z]Ar[1− cos(ϕ)]ηBF(λ)dλ/υh (9)

where ηQE and ηBF(λ) denote the quantum efficiency and band-pass filter transmittance,
respectively. Ar is the active detection area, h is Planck’s constant, D f represents the di-
rection dependence factor, υ is the optical frequency. Then the SNR at Rx can be given as:

γ =

(
ηQEeMPT

∫ ∞

0
hPTA(t, d)dt/υh

)2
/σ2

n (10)

in which σ2
n = σ2

sn + σ2
dn + σ2

tn represents the total noise variances.

2.4. Graphical User Interface Design

In order to facilitate system design and numerical analysis, we developed a simulation
platform of PTA-UOWC channel estimation with configurable parameters using MATLAB.
The graphical user interface (GUI) of this app is presented in Figure 4, which is mainly
composed of channel modeling, numerical results illustration, and performance indicators
output. The upper left part of this GUI is divided into 3 major panels where users can
freely set proper transceiver parameters and environment cases. It is to be noted that we
use some slider components to guarantee the reasonable range of some input parameters
such as gain, quantum efficiency, and dark current. Besides, in the zone of underwater
channel configuration, several weather condition options are provided to differentiate the
sea surface solar irradiance level based on the data reproduced from experimental results.
After parameter initialization, users should select the visualization option and click the
“Simulate” button to obtain the channel estimation results plotted in the right part of the
GUI. Additionally, the channel estimation results and system performance indicators are
displayed in the status panel including RMS delay spread, PTA and BL path loss and BER.
The simulation figures and statistical results can be saved by clicking the “Save” button.

The Beer–Lambert law overestimates the link attenuation due to the implicit assump-
tion that all the scattered photons are considered to be lost, while a quite large number of
scattered photons are still very likely to get back to the Rx. However, it is only inaccurate in
waters with high scattering coefficients such as coastal and turbid harbor waters. In pure
sea and clear ocean water, the scattering effect is not obvious and the light travels almost in
a straight line, thus the attenuation results derived from the BL law and the PTA simulation
are very close. Besides, considering its simplicity and efficiency, it can be used to do rapid
qualitative analysis to see the impact of changing one system parameter on the system
performance. Although the value is not accurate, we can observe the trend [31]. Thus,
our simulation platform also provides such a function for fast evaluation. Overall, this
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simulation platform offers a concise and efficient approach for users to obtain an intuitive
understanding of the UOWC link performance. It is much more convenient to construct
input specifications, define different scenarios, and process the output data. Besides, users
are not required to have expertise in UOWC models or programming skills and need not
worry about an illogical input since we have controlled several variables within reasonable
bounds. This user-friendly GUI incorporates the underwater channel characterization with
the solar irradiance model and different modulation schemes, which enable the designer to
make preliminary judgments and choose appropriate hardware components
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3. Results and Discussions

In this section, we present the numerical simulation results for various scenarios based
on the established simulation platform. It is worth mentioning that the characteristics of the
optical channel in seawater are affected by many factors, mainly the seawater environment
and the transceiver configurations and thus there exist many combination cases. To be
more representative and not too complicated, we provide the simulation results under
some typical configurations and our analysis focuses on spatial attenuation and temporal
dispersion together with system BER performance with solar noises. Besides, although we
mainly studied the LED-based diffusive cases, some laser-based results are also presented
for comparison and improved analysis. Several important parameters for simulation are
summarized in Table 3.

Table 3. UOWC system configuration.

Parameter Symbol Value

LED semi-angle at half power θ1/2 (15◦, 20◦)
Laser divergence angle θdiv/2 (0.75, 1) mrad

Link range d 1–35 m
Water refractive index n 1.33

Total number of transmitted photons NT 108

Aperture diameter Ad 5, 11, 20 cm
Depth D 10, 25, 100 m

Weight threshold Eth 10−6
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3.1. Temporal Dispersion

To evaluate the time dispersive properties of the UOWC channel, we should first
derive the CIR after performing the PTA simulation. Since the statistical results such as the
weight and corresponding arrival time of each detected photon have been recorded, we can
calculate the summation of the weights within a specific time slot (i.e., 0.2 ns), normalize it
by the total emitting photons weights and then plot the CIR curve. Thus, for the jth time
slot, this process is described as [32]:

ρj =
1

NTW0
∑

i
Wi

∫ jTr

(j−1)Tr
δ(t− Ti)dt (11)

where Wi is the weight of the ith detected photon corresponding to the arrival time Ti, Tr is
the time resolution, NT represents the total number of transmitted photons, and the latter

integral is expressed as
∫ jTr
(j−1)Tr

δ(t− Ti)dt =
{

1 f or Ti ∈ [(j− 1)Tr, jTr]
0 f or Ti /∈ [(j− 1)Tr, jTr]

.

Afterwards, the temporal dispersion effect can be quantified by computing the root
mean square (RMS) delay spread tDS given by:{

tDS =
√∫ ∞
−∞(t− t0)

2h2(t)dt/
∫ ∞
−∞ h2(t)dt

t0 =
∫ ∞
−∞ th2(t)dt/

∫ ∞
−∞ h2(t)dt

(12)

in which t0 is the mean excess delay spread.
Figure 5 depicts the CIR for four different water types with different system configu-

rations (i.e., FOV). The curve smoothness is associated with the given time resolution Tr
and the total number of simulated photons NT . We consider the Rx with an aperture of
50 cm and Tx with a divergence angle of 15◦. It can be clearly observed that the intensity
drops significantly from the peak in 100 m pure sea water and there is almost no “trailing”
phenomenon on the curve. The trajectory of photons is nearly a straight line to the Rx. As
the water turbidity increases, the delay spread tends to be more severe with the fact that
the 9 m link in harbor water exhibits a worse channel quality than the longer 29 m coastal
link or even the 50 m clear ocean link. This is because a more turbid water medium with
larger c(λ) leads to a greater number of scattering events, where ∆s is smaller and En+1
drops below the threshold faster. Therefore, the time delay of arrival photons increases
resulting in serious temporal dispersion. At the same time, it can be intuitively found
that the delay spread tends to be larger with the increase of FOV. This result is also easy
to explain considering the fact that Rx with wider FOV is more likely to capture those
photons which have deviated from the optical axis after multiple scattering events. To be
more persuasive, the RMS delay spread tDS is also calculated using (12) to characterize the
channel dispersion. We obtain tDS = (0.74 ns, 1.16 ns, 2.73 ns) and (1.21 ns, 1.44 ns, 2.76 ns)
corresponding to FOV = (15◦, 35◦, 180◦) for coastal and harbor water, respectively. It is easy
to see that the tDS rises with the increase of FOV and water turbidity, which verifies the
aforementioned analysis. Additionally, since the channel dispersion can bring inter-symbol
interference (ISI) and limit the system performance, we can also estimate the maximum
transmitted data rate through the optical wireless channel without the requirement of
equalization by using Rb ≤ 1/10tDS.

Furthermore, our simulation platform provides another option for CIR plots to make
the results more intuitive, namely histogram displays. In this way, the time difference
between the first and last arrival photons is divided into 100 bins, then the histogram
of intensity versus time (Figure 6) can be easily obtained by calculating the normalized
weights within each bin similarly as elaborated before. Here we give the LD-based numeri-
cal results in order to make a comparison between the diffusive and collimated links in
Figure 6. It can be found that the LD-based channel shows less channel dispersion effect
than the LED-based link due to its collimation and much smaller divergent angle.
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3.2. Spatial Illumination Pattern

In this section, we investigate the spatial distribution of illumination at a square
receiver plane with an area of 3 × 3 m2 to better describe the channel spatial dispersion
characteristic. The whole area is divided into 50 × 50 pixels, with each occupying the area
of 6 × 6 cm2. Then we compute the normalized intensity of the strike photons within each
pixel over a specific time slot after performing PTA. As Figure 7a–c shows, for LED-based
links, the received intensity tends to spread uniformly from the center to its periphery and
become weaker with the increase of water turbidity. For laser-based paths, the energy is
concentrated on the center spot, and there is almost no such beam spread in coastal water
(Figure 7d). However, in the case of turbid harbor water, the received light intensity always
exhibits significant spatial spread whether LED or laser (Figure 7e,f). Although spatial
dispersion phenomenon can aggravate the energy loss and time-domain broadening effect,
a divergent link also reduces the tracking and alignment difficulties, making it feasible to
cover more mobile users.
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3.3. Statistical Attenuation

As we mentioned before, the Beer–Lambert law overestimates the link attenuation
because it abandons all the scattered photons that have possibilities to return to the aperture,
especially in the coastal and turbid harbor waters. Thus, we investigated the deviation
of the BL path loss by exploiting the numerical simulation. After the simulation, the

link attenuation is determined by PL(dB) = lg
(

Nr
∑

i=1
Wi/NTW0

)
, where Nr represents the

number of received photons. Figure 8 shows the comparison of the path loss obtained by
BL computation (dashed line) and PTA simulation (solid line). We can verify that the BL
results are much larger and there is a growing gap with the increase of water turbidity
and distance. The more turbid water and longer communication range implies more
interactions with particles and scattering times such that a bigger difference is observed.

Figure 9 depicts the BL-based three-dimensional spatial distribution of optical power
on a 3 × 3 m2 receiver plane after 10 m transmission under different water conditions. It
may seem a little strange that the received power is so much lower in turbid harbor water
than that in other water types, but the fact that its corresponding attenuation coefficient is
2.1 m−1, whereas the value is 0.398 m−1 in coastal ocean needs to be considered. Therefore,
according to PL(dB/m) = 10lg(e−c) ≈ −4.343c, a big difference of path loss in a 10 m
channel is reasonable and consistent with the data in Figure 10.

Figure 10 illustrates the statistical results of path loss versus communication distance
derived from the proposed PTA numerical simulation with different Rx apertures in coastal
and turbid harbor waters. The total attenuation consists of the geometry loss and seawater
optical loss. As the aperture rises from 1 cm to 20 cm, a decrease of the link attenuation
can be witnessed. This is because the larger Rx area means a greater probability to capture
scattered photons in such poor quality water medium.



Electronics 2021, 10, 632 12 of 16

Electronics 2021, 10, 632 12 of 16 
 

 

 

Figure 8. Path loss derived by the BL-analytical method and PTA simulation. 

Figure 9 depicts the BL-based three-dimensional spatial distribution of optical power 

on a 3 × 3 m2 receiver plane after 10 m transmission under different water conditions. It 

may seem a little strange that the received power is so much lower in turbid harbor water 

than that in other water types, but the fact that its corresponding attenuation coefficient is 

2.1 m−1, whereas the value is 0.398 m−1 in coastal ocean needs to be considered. Therefore, 

according to 𝑃𝐿(𝑑𝐵/𝑚) = 10 lg(𝑒−𝑐) ≈ −4.343𝑐, a big difference of path loss in a 10 m 

channel is reasonable and consistent with the data in Figure 10. 

 

Figure 9. Spatial distribution of optical power in the received plane. 

Figure 8. Path loss derived by the BL-analytical method and PTA simulation.

Electronics 2021, 10, 632 12 of 16 
 

 

 

Figure 8. Path loss derived by the BL-analytical method and PTA simulation. 

Figure 9 depicts the BL-based three-dimensional spatial distribution of optical power 

on a 3 × 3 m2 receiver plane after 10 m transmission under different water conditions. It 

may seem a little strange that the received power is so much lower in turbid harbor water 

than that in other water types, but the fact that its corresponding attenuation coefficient is 

2.1 m−1, whereas the value is 0.398 m−1 in coastal ocean needs to be considered. Therefore, 

according to 𝑃𝐿(𝑑𝐵/𝑚) = 10 lg(𝑒−𝑐) ≈ −4.343𝑐, a big difference of path loss in a 10 m 

channel is reasonable and consistent with the data in Figure 10. 

 

Figure 9. Spatial distribution of optical power in the received plane. Figure 9. Spatial distribution of optical power in the received plane.

Electronics 2021, 10, 632 13 of 16 
 

 

Figure 10 illustrates the statistical results of path loss versus communication distance 

derived from the proposed PTA numerical simulation with different Rx apertures in 

coastal and turbid harbor waters. The total attenuation consists of the geometry loss and 

seawater optical loss. As the aperture rises from 1 cm to 20 cm, a decrease of the link 

attenuation can be witnessed. This is because the larger Rx area means a greater 

probability to capture scattered photons in such poor quality water medium.  

  

(a) (b) 

Figure 10. Path loss for different ranges with different apertures (a) coastal water, (b) turbid 

harbor water. 

3.4. BER Performance  

After obtaining the statistical channel path loss, we can evaluate the BER 

performance combined with the Rx configuration and solar radiation level. We considered 

the case of on-off keying modulation (OOK) due to its simplicity and widespread usage 

in the real-time UOWC system. The transceivers are assumed to be perfectly aligned. 

Figures 11 and 12 show the BER performance versus communication range under various 

system specifications (FOV, aperture diameter). In order to quantify the ambient light 

noises impact, we place the transceiver at different depths. By using the proposed model 

mentioned before, the dowelling solar irradiance values at these operation depths are 

0.0062, 0.0019, and 4.65 × 10−6 W/(m2•sr•nm), the lines of the same color represent cases at 

the same depths, with black, blue, and gray corresponding to 10 m, 25  m and 100 m, 

respectively. 

It is apparent in Figures 11 and 12 that increasing the aperture diameters from 5 cm 

to 20 cm can certainly improve the system performance at the same depth and this 

enhancement becomes a little more obvious in deeper water. The reason is, that while a 

larger aperture can detect more optical signals from Tx, it also receives stronger solar 

radiation in the shallow underwater environment. In the deep sea, however, the 

downwelling irradiance from sunlight becomes quite weak such that the raising of an 

aperture can deliver more performance improvement. It is worth mentioning that we 

assumed the attenuation coefficient remains the same at different depths for the worst-

case analysis, whereas the water turbidity level drops with the increase of depths in reality. 

Thus, the reliable communication range in deep sea may be longer than the simulation 

results. Besides, the BER performance seems to be more sensitive to the depth with larger 

FOV using the same Rx aperture. If we consider the target BER of 10−4 and the aperture 

diameter of 11 cm, the viable communication range is extended from 8 m to 18 m with the 

water depth varying from 10 m to 100 m when FOV = 180°. Nevertheless, for the case of 

FOV = 15°, the distance increases from 19 m to 20.5 m. Likewise, considering that a narrow 

FOV has already restricted most of the sunlight in shallow water, it is reasonable that the 

increase of working depth has little impact on the performance improvement.  

Figure 10. Path loss for different ranges with different apertures (a) coastal water, (b) turbid harbor water.



Electronics 2021, 10, 632 13 of 16

3.4. BER Performance

After obtaining the statistical channel path loss, we can evaluate the BER performance
combined with the Rx configuration and solar radiation level. We considered the case of on-
off keying modulation (OOK) due to its simplicity and widespread usage in the real-time
UOWC system. The transceivers are assumed to be perfectly aligned. Figures 11 and 12
show the BER performance versus communication range under various system specifica-
tions (FOV, aperture diameter). In order to quantify the ambient light noises impact, we
place the transceiver at different depths. By using the proposed model mentioned before,
the dowelling solar irradiance values at these operation depths are 0.0062, 0.0019, and
4.65 × 10−6 W/(m2·sr·nm), the lines of the same color represent cases at the same depths,
with black, blue, and gray corresponding to 10 m, 25 m and 100 m, respectively.
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It is apparent in Figures 11 and 12 that increasing the aperture diameters from 5 cm
to 20 cm can certainly improve the system performance at the same depth and this en-
hancement becomes a little more obvious in deeper water. The reason is, that while a larger
aperture can detect more optical signals from Tx, it also receives stronger solar radiation
in the shallow underwater environment. In the deep sea, however, the downwelling irra-
diance from sunlight becomes quite weak such that the raising of an aperture can deliver
more performance improvement. It is worth mentioning that we assumed the attenuation
coefficient remains the same at different depths for the worst-case analysis, whereas the
water turbidity level drops with the increase of depths in reality. Thus, the reliable com-
munication range in deep sea may be longer than the simulation results. Besides, the BER
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performance seems to be more sensitive to the depth with larger FOV using the same Rx
aperture. If we consider the target BER of 10−4 and the aperture diameter of 11 cm, the
viable communication range is extended from 8 m to 18 m with the water depth varying
from 10 m to 100 m when FOV = 180◦. Nevertheless, for the case of FOV = 15◦, the distance
increases from 19 m to 20.5 m. Likewise, considering that a narrow FOV has already
restricted most of the sunlight in shallow water, it is reasonable that the increase of working
depth has little impact on the performance improvement.

3.5. Design Considerations

Based on the above simulation results and analysis, we provide the overall design
considerations for the UOWC system.

• Tx considerations: The optical source determines the optical output power and light
divergence. The choice of LED or laser is scenario-specific and depends on the degree
of alignment difficulty, if the tracking and pointing equipment is available for just
point-to-point link, the collimation property and large power of laser (Figure 6) can
help mitigate the temporal dispersion to achieve longer range and higher data rate.
If the alignment is hard or more Rx users need to be covered, LED is a good choice.
However, in turbid waters, illumination patterns of LED and laser both show signifi-
cant spatial spread at the Rx plane (Figure 7), thus, the LED no longer has the merit of
easy alignment and laser should be used under such a condition.

• Rx considerations: Although more optical signals can be received by using larger
aperture size and wider FOV, they also result in more solar noises captured at the Rx
in the shallow UOWC environment. Based on the simulation results of BER perfor-
mance (Figures 11 and 12), we suggest employing a large aperture combined with a
narrow FOV angle to guarantee enough optical power at the Rx plane (Figure 10) and
mitigate the SNR degradation. In addition, the optical filter in front of the detector
is also important in determining the Rx’s sensitivity to solar irradiance radiation.
An optical filter with narrow bandwidth can reduce the system FOV and suppress
ambient noises.

4. Conclusions

In conclusion, a comprehensive simulation platform was established combining chan-
nel modeling with performance evaluation under solar irradiance based on the photon
tracing algorithm. The user-friendly GUI facilitates both the system configuration and vi-
sualizing simulation results. We also analyzed the trade-off between different codependent
factors such as FOV and apertures. Simulation results indicate that both diffusive and
collimated links in harbor water exhibit serious spatial spread and the temporal dispersion
becomes more severe with the increase of FOV, water turbidity, divergence angle, and
link range, thus limiting the reliable maximum transmission data rate. Furthermore, a
narrow FOV and wide aperture size can mitigate the SNR degradation resulting from
ambient noises and statistical attenuation, and optimal BER performance is observed. This
study offers valuable insights into the practical UOWC system design for different oceanic
scenarios with strong ambient noises and is also beneficial for developers to select proper
hardware devices and estimate reliable link performance. In further work, we will extend
the capabilities of the simulation platform to take the turbulence effect into account.
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