
electronics

Article

Research on Real-Time Infrared Image Fault Detection of
Substation High-Voltage Lead Connectors Based on Improved
YOLOv3 Network

Qiwei Xu *, Hong Huang, Chuan Zhou and Xuefeng Zhang

����������
�������

Citation: Xu, Q.; Huang, H.;

Zhou, C.; Zhang, X. Research on

Real-Time Infrared Image Fault

Detection of Substation High-Voltage

Lead Connectors Based on Improved

YOLOv3 Network. Electronics 2021,

10, 544. https://doi.org/10.3390/

electronics10050544

Academic Editors: Thomas Strasser

and Filip Pröstl Andrén

Received: 13 January 2021

Accepted: 25 January 2021

Published: 25 February 2021

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2021 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

State Key Laboratory of Power Transmission Equipment & System Security and New Technology,
Chongqing University, Chongqing 400044, China; hh@cqu.edu.cn (H.H.); czhou@cqu.edu.cn (C.Z.);
201834131037@cqu.edu.cn (X.Z.)
* Correspondence: xuqw@cqu.edu.cn (Q.X.); Tel.: +86-185-2327-8964

Abstract: Currently, infrared fault diagnosis mainly relies on manual inspection and low detection
efficiency. This paper proposes an improved YOLOv3 network for detecting the working state of
substation high-voltage lead connectors. Firstly, dilated convolution is introduced into the YOLOv3
backbone network to process low-resolution element layers, so as to enhance the network’s extraction
of image features, promote function propagation and reuse, and improve the network’s recognition
performance of small targets. Then the fault detection model of the infrared image of the high voltage
lead connector is created and the optimal infrared image test data set is obtained through multi-scale
training. Finally, the performance of the improved network model is tested on the data set. The test
results show that the improved YOLOv3 network model has an average detection accuracy of 84.26%
for infrared image faults of high-voltage lead connectors, which is 4.58% higher than the original
YOLOv3 network model. The improved YOLOv3 network model has an average detection time of
0.308 s for infrared image faults of high-voltage lead connectors, which can be used for real-time
detection in substations.

Keywords: fault diagnosis; deep learning; real-time detection; YOLOv3; dilated convolution

1. Introduction

In order to find out faults in substations in time and eliminate the danger effectively,
it is necessary to carry out a patrol inspection on substation equipment regularly or ir-
regularly [1]. At present, the main inspection methods of equipment include manual
inspection, robot inspection and unmanned aerial vehicle inspection. In the transformer
substation, the main use is artificial inspection, and it has low efficiency. Robot inspection
and unmanned aerial vehicle inspection are mainly used to take photos of equipment and
generate a large number of data pictures. Workers should locate damaged or hidden safety
equipment from these pictures, and quickly troubleshoot the equipment to ensure the
normal operation of the substation. However, at present, this work is mainly completed
manually, which is not only time-consuming and laborious, inefficient, but also inaccurate.

Infrared detection technology is widely used for thermal fault diagnosis of substa-
tion equipment due to its high precision and operation without power [2]. With the
development of artificial intelligence technology in recent years, intelligent assessment of
substation equipment faults based on patrol image data has become possible. For example,
the target detection algorithm that extracts target characteristics by means of deep convo-
lutional neural networks (CNN) can be used to intelligently identify and label substation
fault devices [3–5]. At present, the widely used deep-learning target detection algorithms
can be divided into two categories: the first class is region-based target detection algo-
rithm, representing algorithms such as R-CNN [6], Faster R-CNN [7], Mask R-CNN [8] etc.
These algorithms have high detection accuracy but slow detection speed. The other is
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regression-based target detection algorithms, also known as one-stage algorithms, such as
you only look once, (YOLO) [9–11], single shot mulyibox detector(SSD) [12] and etc.
They are characterized by end-to-end detection and high detection speed. Some researchers
have successfully applied deep learning to infrared image fault recognition of electrical
equipment. B. Wang et al. [13] used Mask R-CNN to automatically extract multiple insula-
tors from the infrared image, but the recognition accuracy was not high enough, and the
calculation speed could not perform real-time detection. C. Wei et al. [14] proposed a
thermal fault diagnosis model of substation equipment based on ResNet and improved
Bayesian optimization. Although identification accuracy was achieved, the size of the
data set still had a great impact on the final identification accuracy. L. Xiao et al. [15]
proposed an insulator detection method combining infrared image segmentation and artifi-
cial neural network fault diagnosis based on infrared image analysis and artificial neural
network fault diagnosis, which can identify fault types and fault locations of fault insula-
tors. He SY et al. [16] proposed a transmission line fault detection and diagnosis method
based on infrared images. They used image processing and pattern recognition methods to
process infrared images. J. Yin et al. [17] proposed an edge detection operator based on a
double parity morphological gradient, so as to accurately segment and locate porcelain
insulator strings in infrared images before thermal information is extracted to identify and
diagnose insulator degradation. Zhao Z et al. [18] proposed a binary classification method
combining a convolutional neural network and a support vector machine (SVM) to detect
insulators in infrared images of power systems. It can be seen that the infrared image fault
diagnosis method based on the convolutional neural network achieves excellent results
and has the ability of automatic fault identification. Diagnosis no longer relies on manual
identification, and has higher accuracy and efficiency compared with manual identification.

As ever more algorithms are applied to intelligent analysis of substation image data,
such as substation equipment damage and substation equipment excessive temperature
detection analysis, the real-time problem of fault diagnosis is becoming increasingly
prominent. The YOLO network does not require the region proposal network (RPN),
but performs regression directly to detect objects in the image, providing faster detection.
YOLOv3 not only has high detection accuracy and speed, but also performs well in de-
tecting small targets. Tian Y et al. [19] proposed an improved YOLOv3 network based
on DenseNet. This network is used for apple detection and has good detection perfor-
mance. Zhang X et al. [20] proposed an improved YOLOv3 network based on skipping
connections and spatial pyramid pooling, which is used for helmet detection and has
high detection accuracy. However, the YOLOv3 model has not been applied to substation
high voltage lead joint detection. This paper proposes a real-time target detection model
based on the improved YOLOv3 deep learning algorithm. This model can detect the faulty
high-voltage lead connectors in real time from the patrol video data of the substation,
help the maintenance department to carry out the evaluation of substation equipment and
quickly determine the location, so as to provide auxiliary decision-making information for
carrying out emergency repair.

The paper is organized as follows. Section 2 describes the real-time target detection
model based on the improved YOLOv3, including the deep neural network structure for
image feature extraction and target prediction; Section 3 improves the performance of the
network by improving the YOLOv3 network model; Section 4 demonstrates the improve-
ment of the performance of the network through experiments; Section 5 summarizes the
performance of the whole testing system and presents the conclusions of this study.

2. YOLOv3 Network Structure Analysis
2.1. Introduction to YOLOv3 Algorithm

YOLOv3 (Redmon and Farhadi, 2018) networks evolved from YOLO (Redmon et al.,
2016) and YOLOv2 (Redmon and Farhadi, 2017) networks. Compared to the faster R-CNN
network, the YOLO network turns the detection problem into a regression problem. It does
not require a proposed region; it generates the bounding box coordinates and probabilities
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for each class directly by regression. Compared with faster R-CNN, this greatly improves
the detection speed.

While YOLO offers faster speeds than Faster R-CNN, it comes with a large detection
error. To solve this problem, YOLOv2 introduced the idea of an “anchor box” in Faster
R-CNN, and used k-means clustering method to generate an appropriate prior bounding
box. As a result, the number of anchor boxes required to achieve the same crossover on the
intersection over union (IoU) is reduced. YOLOv2 improves the network structure and
replaces the full connection layer in the YOLO output layer with the convolutional layer.
YOLOv2 also introduces batch normalization, high-resolution classifiers, dimensional
clustering, direct location prediction, fine-grained features, multi-scale training, and other
methods that greatly improve detection accuracy compared with YOLO.

YOLOv3 is an improved version of YOLOv2. It uses multi-scale prediction to detect
the final target, and its network structure is more complex than YOLOv2. YOLOv3 predicts
bounding boxes with different scales, and multi-scale prediction makes YOLOv3 more
effective than YOLOv2 in detecting small targets.

2.2. YOLOv3 Algorithm Principle

The network structure of YOLO replaces the RPN network in the RCNN network
by adopting the predefined candidate areas. The detection process of YOLOv3 is shown
in Figure 1. The YOLOv3 algorithm divides the original input image into S × S grids,
and predicts B bounding boxes in each grid to detect class C targets. It outputs the
bounding boxes of each type of target and calculates the confidence of each bounding box,
respectively. The confidence is determined jointly by the probability of detection target
contained in each grid and the accuracy of the output bounding box, where the accuracy
of output bounding box is defined as the IoU between prediction bounding box and real
bounding box, and the formula is:

confidence = Pr(object) ∗ IoUtruth
perd (1)

where confidence is the confidence of the bounding box; Pr (object) is the center point of
the object to be detected in the grid, if there is, it is 1, otherwise, it is 0; IoUtruth

perd is the
intersection ratio between the reference and the predicted bounding box.
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The class confidence of each grid prediction is:

C = Pr(classi

∣∣∣object) ∗ Pr(object) ∗ IoUtruth
pred = Pr(classi) ∗ IoUtruth

pred (2)

where i is the number of detection class, i = 1, 2, ... , i.

2.3. Calculation of the Loss Function

The loss function is used to describe the difference between the predicted value and
the real value of the model. The loss function of the YOLOv3 algorithm mainly includes
the prediction error of bounding box coordinates, confidence error of bounding box and
classification prediction error. The YOLOv3 loss function is defined as:

Loss = Losscoord + Lossiou + Losscls (3)

The prediction error of bounding box coordinates is defined as:

Errorcoord = λcoord

S2

∑
i=0

B

∑
j=0

1obj
ij [(xi − x̂i)

2 + (yi − ŷi)
2] + λcoord

S2

∑
i=0

B

∑
j=0

1obj
ij [(wi − ŵi)

2 + (hi − ĥi)
2
] (4)

where λcoord is the weight of the coordinate prediction error; s2 is the number of input
image grids; B is the number of bounding boxes per grid; xi is the abscissa of the center
of the bounding box in the ith grid; yi is the ordinate of the center of the bounding box
in the ith grid; wi is the width of the bounding box in the ith grid; hi is the height of the
bounding box in the ith grid; Iobj

ij represents whether the jth bounding box of the ith grid is

responsible for this object, if it is, the value of Iobj
ij is 1, otherwise it is 0.

The IoU error is defined as:

Lossiou =
S2

∑
i=0

B

∑
j=0

Iobj
ij (Ci − Ĉi)

2
+ λnoobj

S2

∑
i=0

B

∑
j=0

Inoobj
ij (Ci − Ĉi)

2 (5)

where λnoobj is the IoU weight error; C is the total number of classes; Iobj
ij represents whether

the jth bounding box of the ith grid is responsible for this object, and if it is, the value of
Iobj
ij is 1, otherwise it is 0; Inoobj

ij represents whether the jth bounding box of the ith grid is

not responsible for this object, and if it is, the value of Inoobj
ij is 1, otherwise it is 0.

The classification error is defined as:

Losscls =
S2

∑
i=0

B

∑
j=1

Iobj
ij ∑

c∈classes
(pi(c)− p̂i(c))

2 (6)

where c is the class to which the target is detected, pi(c) refers to the real probability of
the object belonging to class c in ith grid, and p̂i(c) is the predicted value; Iobj

ij represents
whether the jth bounding box of the ith grid is responsible for this object, if it is, the value
of Iobj

ij is 1, otherwise it is 0.

3. Research into Improving YOLOv3
3.1. YOLOv3 Algorithm Network Structure

The YOLOv3 algorithm proposes a new feature extraction network Darknet-53 on the
basis of Darknet-19 and ResNet network structure. The feature extraction network consists
of 52 convolutional layers and 1 full connection layer. Convolution is carried out by using
3 × 3 and 1 × 1 size convolution kernel alternately. At the same time, YOLOv3 adopts
the multi-scale detection mechanism to detect the feature map of 13 × 13, 26 × 26 and
52 × 52 at three scales, which enhances the ability to extract small targets. Compared with
Darknet-19, ResNet-101 and ResNet-152, the Darknet-53 network has obvious advantages
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in top-1 accuracy, top-5 accuracy and floating-point operations per second. Its network
structure is shown in Figure 2.
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3.2. Dilated Convolution Network

Dilated convolution expands the receptive field of the convolution kernel by changing
the internal spaces of the convolution kernel [21]. For the detection of small targets,
the usual processing method is to enlarge the feature map, and make it easier to be detected
by enlarging the small targets in the image. However, there are also problems with simple
image amplification. The most obvious problem is image distortion, which to a certain
extent will lose the characteristics of the target and reduce the final detection accuracy.
In order to solve the problem that small targets are not easy to detect, we use empty
convolution to fill the feature map. Compared with the simple enlarged feature map,
the cavity convolution can increase the visual field of convolution while keeping the
parameter size of convolution kernel unchanged. In addition, before the void convolution,
bilinear interpolation can be used to carry out up-sampling of the feature map and then
the void convolution, so as to extract more global features while improving the pixel of the
feature map.

Dilation rate is the main parameter of void convolution, which refers to the expansion
rate of the convolutional layer and determines the number of pixels between each pixel
in the feature map. However, for dilation rate, it is generally required that its size should
not be a multiple greater than 1, such as [4,6,8]. In this way, the populated feature map
is not an effective three-layer convolution. For dilation rate, the requirements meet the
following formula:

Mi = max[Mi+1 − 2ri, Mi+1 − 2(Mi+1 − ri), ri] (7)

where Mi is the maximum dilation rate of the ith layer; ri is the dilation rate of the ith layer.
Figure 3 shows the dilated convolution kernel with three different intervals. Rate rep-

resents the interval of the dilated inside the convolution kernel. Figure 3a is the dilated
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convolution of 3 × 3, rate = 1, and the receptive field range of the convolution kernel is
3 × 3. Figure 3b is the dilated convolution of 3 × 3, rate = 2, and the receptive field of the
convolution kernel increases to 7 × 7. Figure 3c is the dilated convolution of 3 × 3, rate = 3,
and the receptive field of the convolution kernel increases to 15 × 15, which ensures that
the convolutional network can extract the feature information in a larger field of vision.
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3.3. Network YOLOv3 Based on Dilated Convolution

The YOLOv3 algorithm uses Darknet-53 feature extraction network, which improves
the feature extraction ability by deepening the network layers compared with the Darknet-
19 network. However, it is difficult to detect small targets and mutual occlusion in the
high-voltage lead connectors of the infrared image in the substation, and it is difficult to
extract features from the infrared image. In order to obtain the deep learning network
more suitable for the fault target of substation high-voltage lead connectors, the risk of
missing and wrong detection under complex background can be reduced. In this paper,
improvements are made of YOLOv3 backbone network Darknet-53:

1. In order to deal with high-resolution images better, the input image is adjusted to
512 × 512 pixels, which is used to replace the original figure 256 × 256 pixels. In the
resolution transmission layer, feature extraction and fusion can be better, which is
conducive to the extraction of small-scale targets.

2. The YOLOv3 backbones darknet-53 architecture was used as the basic network struc-
ture. The improved network structure added Dilated Convolution network on the
original transmission layer with low resolution. The YOLOv3 network includes
107 layers, consisting of 75 convolutional layers, 23 residual layers, 4 feature layers,
2 upsampling layers, and 3 yolo layers. On this basis, 6 layers of the convolutional
layer and 18 layers of dilated convolutional layer are added to the deep network to
enhance feature propagation and promote feature reuse and fusion. The improved
YOLOv3 algorithm includes 131 layers, consisting of 81 convolutional layers, 23 resid-
ual layers, 18 dilated convolutional layers, 4 feature layers, 2 upsampling layers and
3 yolo layers. The network structure diagram is shown in Figure 4.

3. In the improved network, the 32 × 32 pixels and 16 × 16 pixels’ down sampling layer
are replaced by the dilated convolution structure. The dilated convolution residual
block structure [22] is shown in Figure 5. The dilated convolution with the size of
3 × 3 and rate = 2 is used for feature extraction with double channels, thus increasing
the receptive field and feature expression capacity of the backbone network as a
whole. The introduction of a void convolution residual block has the advantages of
fewer network parameters and lower computational complexity of the residual unit.
The structure uses 1 × 1 convolution to realize cross-channel feature fusion and better
information integration. During training, when image features are transferred to a
lower resolution layer, features of all previous feature layers will be received by the
latter layer in dilated convolution, thus reducing feature loss. In this way, features
can be reused, function utilization increased, and function usage improved between
low-resolution convolutional layers.
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Figure 5. Residual structure of dilated convolution.

Firstly, the image is scaled into a unified form with a length and width of 512 for the
whole network. Secondly, the feature extraction is performed by improving the YOLOv3
network, and the convolution kernels of 3× 3 and 1× 1 are alternately used for convolution
operation. In order to improve the extraction of small target features and reduce feature
loss, on the basis of the original network YOLOv3, a dilated convolution network is added
to the low-resolution original transmission layer and a dilated convolution residual block
is used to replace the network 32 × 32 pixel and 16 × 16 pixel downsampling layer. Finally,
this paper puts forward the hollow YOLOv3 of the convolution algorithm to predict the
three different scales of bounding box: 64 × 64, 32 × 32 and 16 × 16 to classify the target
class, providing substation high-voltage lead connectors fault recognition.

3.4. Real-Time Detection Method of Infrared Image in Substation

A substation real-time infrared image detection method based on YOLOv3 network
structure, add dilated convolutional network to the low resolution original transport layer
and use dilated convolution residual block structure to replace the network 32 × 32 pixels
and 16 × 16 pixels down sampling layer. The extraction of the low-resolution feature layer
is improved, which is more conducive to detecting the fault of the substation high-voltage



Electronics 2021, 10, 544 8 of 15

lead connectors. The structure flow diagram of the test is shown in Figure 6. The specific
steps are as follows:

1. Image preprocessing is carried out for the data of substation high-voltage lead con-
nectors in the training set, and the unified image after processing is taken as the input
of the whole training network. Image preprocessing is carried out for the data of
substation high-voltage lead connectors in the training set, and the unified image
after processing is taken as the input of the whole training network.

2. The processed image is fed into the improved Darknet-53 backbone network for
infrared image feature extraction of the high-voltage lead connectors.

3. The output of the 101th layer is extracted as the first feature, and a convolution and
an up-sampling are performed for this feature.

4. The output of the 107th layer and the output of the 73th layer are spliced to obtain the
second feature, and a convolution and an up-sampling are performed for this feature.

5. The output of the 117th layer and the output of the 37th layer are spliced to obtain the
third feature.

6. The three features are sent to the yolo layer for training. Weight model is generated.
7. The image of the test set is input into the same network, and the weight model

obtained by training is invoked to detect the fault of substation high-voltage lead
connectors, and the detection result is output.
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4. Experimental Results and Analysis
4.1. Operation State Partition of High-Voltage Lead Connectors and Creating Dataset

The fault of the high voltage lead connector is usually caused by excessive current
caused by overload or bad contact. For the current heat-generating equipment, the guide-
lines classify the state of the equipment according to the relative temperature difference
method [23]. The formula of the relative temperature difference method is as follows:

τ = ((T1 − T2)/(T1 − T0))× 100% (8)
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where T1 is the temperature of the hot spot; T2 is the temperature at the corresponding
point of normal; T0 is the temperature of the ambient temperature reference body; τ is the
relative temperature difference.

According to the relative temperature difference, the operation state of the joint is
divided into three states: normal, general defect and serious defect. Figure 7 shows the
infrared images of the high-voltage lead connectors under three operating conditions.
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In the problem of target detection, the selection of the training data set and the
production of original image label are two crucial steps. The accuracy of original image
label directly affects the training effect and test accuracy. At present, in the substation patrol
inspection, there is no publicly available data set suitable for deep learning training. In this
paper, a data set of substation high-voltage lead connectors based on infrared images was
created. This time, 3000 infrared images of the high-voltage lead connectors of the power
station with general defects and serious defects were collected, and 300 images were used
for testing. Firstly, the images in the database were sorted out in accordance with VOC2007
data set format. Secondly, the images in the training set were labeled one by one with
labelling tool, and the corresponding target box position information file in eXtensible
Markup Language (XML) format was generated. During labeling, the high-voltage lead
connector with general defects and serious defects is labeled as 1 and 2 respectively. Finally,
python program was written to normalize the location information of target box in XML
format and convert it into Text (TXT) format, which is used as the label of substation
high-voltage lead connectors data set.

4.2. Experimental Environment Configuration and Model Training Results

The Darknet framework was used to modify the algorithm model based on hollow
convolution YOLOv3 used in this study. The experiment used an Intel-CPU-I7 (6700 K)
processor, a GTX1080 Ti GPU (Graphics Processing Unit) and a 32 G memory strip. The ex-
periment was carried out under Ubuntu16.00 operating system. In order to save the time
of the experiment and improve the performance of the network, the GPU was called by
CUDA8.0 and cuDNN6.0 for acceleration. Network initialization parameters are shown in
Table 1.

Table 1. Initialization parameters of D-YOLOv3 network.

Size of Input Image Batch Momentum Initial Learning Rate Training Steps

512 × 512 32 0.9 0.001 50,000

The batch size for this article is set to 32 to take into account the memory limitations
of your computer’s video card. To better analyze the training process, 50,000 training
steps were used. The momentum, initial learning rate, weight attenuation regularization
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and other parameters are all the original parameters in the YOLOv3 model. After the
training parameters were defined and the model was trained. When the training iteration
reached 30,000 times and 40,000 times, the learning efficiency of the network was reduced
to 0.001 and 0.0001, respectively, which is conducive to the convergence of the loss function.
The convergence curve of loss value in the improved network training process is shown in
Figure 8, and the change curve of the average alternating ratio is shown in Figure 9.
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During the training, the dynamic process of training can be intuitively observed by
drawing Loss curves. Figure 8 is the average loss (Avg Loss) curve corresponding to
the training process of the YOLOv3 model based on cavity convolution. The abscissa
represents the number of training iterations, and the ordinate represents the loss value
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in the training process. It can be seen from the figure that the loss function value at the
beginning of training is about 1.6. As the number of training iterations increases, the loss
value gradually decreases and the trend becomes stable. When the iteration reaches 50,000,
the loss value drops to about 0.2, which can achieve a better training effect.

As can be seen from Figure 9, the average IoU at the beginning of the training was be-
low 0.4. With the increase of the number of training iterations, the average (IoU) gradually
increased, indicating that the detection accuracy of the model was constantly improving.
After 10,000 iterations, it could be maintained at around 90%.

4.3. Performance Evaluation and Comparison

In this paper, a series of experiments are carried out with the trained YOLOv3 model
based on cavity convolution, and the performance of the algorithm is verified by testing
images. The test set is used to test the trained model, and the test indexes mainly included
precision, recall, mean average precision (mAP), loss and IoU. The average minimum
reliability is used to evaluate the classification performance of the multi-class target recog-
nition algorithm. And the omission rate is used to test the performance of the algorithm to
identify the target frame. The indicators are evaluated using the following formulas:

Precision =
TP

TP + FP
(9)

Recall =
TP

TP + FN
(10)

where TP is a positive; FP is false positive; FN is false negative.

mAP =
∑ AP

NC
(11)

AP =
∑ Precision

N
(12)

where NC indicates the target type; N indicates the number of pictures.

Loss =∑ NM
NB

(13)

where NB represents the total number of targets in the picture; NM represents the number
of undetected targets.

IoU =
Soverlap

Sunion
(14)

where Soverlap is the intersection area of the predicted bounding box and the real bounding
box; Sunion is the union area of the two bounding boxes.

In order to verify the performance of the model proposed in this paper, the proposed
model is compared with YOLOv3 and VGG16-based Faster R-CNN network, aiming to
illustrate the superiority of the YOLOv3 model proposed in this paper based on empty
convolution. The indicators of YOLOv3, Faster R-CNN and D-YOLOv3 models are shown
in Table 2.

Table 2. Test comparison for three models.

Model YOLOv3 Faster R-CNN D-YOLOv3

Precision 78.36% 83.64% 83.40%
Recall 82.53% 87.68% 85.94%
mAP 79.68% 85.72% 84.26%
Loss 18.71% 14.56% 16.27%
IoU 86.94% 87.42% 90.67%

Average time(s) 0.296 2.42 0.308
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The comparison of indicators of each network model in Table 2 shows that the D-
YOLOv3 network model is superior to the YOLOv3 network model in terms of precision,
recall, mean average precision, average minimum confidence, loss and IoU detection
performance. Faster R-CNN can achieve the detection performance. In terms of average
detection time, the average detection time of D-Yolov3 network model is 0.308 s, which
is close to 0.296 s of the YOLOv3 network model and much shorter than the 2.42 s of the
Faster R-CNN model, indicating that this model can provide real-time detection of infrared
images of substation high-voltage lead connectors.

The precision-recall(P-R) curves of YOLOv3, Faster R-CNN and D-YOLOv3 models
are shown in Figure 10. By analyzing and comparing the P-R curve of each model, it can be
found that the ordinate accuracy in the figure represents the accuracy rate of segmentation
of high-voltage lead connectors, while the abscissa recall rate represents the ability of
network model to segment all high-voltage lead connectors in the image. Ideally, the P-R
curve is a straight line with an accuracy of always 1. The accuracy of the model with good
performance should be kept at a high value while the recall rate continues to increase,
while the model with poor performance needs to sacrifice a lot of accuracy value in order
to improve the recall rate. In terms of detection performance, D-YOLOv3 model proposed
in this paper has better performance than YOLOv3 and Faster R-CNN model.
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4.4. Comparison of Test Results

Figure 11 and Table 3 show the detection results of the three network models.

Table 3. The detection results of three network models.

Image Defect Classification Confidence

a1 1, 2 81%, 89%
a2 2 85%
b1 1, 1, 2 84%, 64%, 94%
b2 1, 2 71%, 90%
c1 1, 1, 2 83%, 65%, 92%
c2 1, 2 70%, 91%

Based on the comparison of detection result data in Figure 11 and Table 3, in terms of
accuracy and confidence, the D-YOLOv3 model proposed and the Faster R-CNN model ob-
tained similar detection results, which were significantly higher than the original YOLOv3
model. Combined with the average detection time data in Table 2, D-Yolov3 model had a
good real-time performance. By combining the two results, we can confirm the superiority
of the D-Yolov3 network model proposed in this paper.
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5. Conclusions

This paper presents an improved YOLOv3 algorithm for high-voltage lead connectors
detection. Firstly, dilated convolution network structure is introduced into the Darknet-
53 backbone network for feature extraction. Secondly, the residual structure of dilated
convolution is used to extract the features with double channels, thus increasing the recep-
tive field and feature expression capacity of the backbone network. Finally, the improved
YOLOv3 network is used to realize high-voltage lead connectors detection. The conclusions
can be summarized as follows:

(1) An infrared image detection method for high-voltage lead connectors fault based
on the deep learning YOLOv3 algorithm is proposed. Combining the deep learning
method with substation high-voltage lead connectors fault, end-to-end detection of
the substation high-voltage lead connector is realized.

(2) Aiming at the problem of high missed detection rate in the detection of high-voltage
lead connectors, an improved YOLOv3 network is proposed. By enhancing feature
propagation, promoting feature reuse and improving network performance, the low-
resolution feature layer in the YOLOv3 model is optimized, and the experience of the
backbone network is increased. Compared with the original YOLOv3 network mAP
value increased by 4.58%, but only increased by 0.02 s test time, and therefore still
achieves good real-time performance.

(3) Compared with the network structure of Faster R-CNN, the mAP value of the im-
proved network is lower than 1.46% of the Faster R-CNN, but the detection time is
shortened by 2.112 s. It can realize real-time detection of infrared image faults in the
high-voltage lead connector of the substation.
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