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Abstract

:

In recent years, cross-platform co-simulation has become an important development direction of the real-time simulation of power systems. Model segmentation is at the core of the realization of cross-platform joint simulation and parallel real-time simulation of these systems. In essence, it is based on the deep application of a system-decoupling algorithm. In order to solve problems that a single interface cannot, it considers the data interaction of large- and small-step systems at the same time This paper proposes an improved joint-simulation strategy based on the model-segmentation method for the cross-platform joint-simulation technology of a large-scale, flexible direct-power grid sent by the wind farms of RT-lab and Hypersim. Firstly, by studying several common interface algorithms in the current project, the adaptability of different interface algorithms is analyzed. Secondly, the problem of high-frequency oscillation caused by the inductance-decoupling algorithm is improved, and an improved segmentation-model algorithm is proposed. Finally, according to the adaptability, each interface algorithm is applied to the wind-power-based, flexible direct-transmission, dual-platform simulation model that was built for this study. The simulation results verify the feasibility of the improved interface in system decoupling and platform interfacing, and indicate the significantly improved accuracy and stability of the system.
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1. Introduction


At present, real-time simulation plays an important role in the experimental research, planning and design, operation scheduling, equipment research and development, control and protection, etc., of power systems [1,2,3,4]. Among them, electromagnetic transient real-time simulation is one of the technical means that is often used to study the dynamic characteristics of power systems, but the calculation step of the electromagnetic transient simulation is small (μs); when the number of system nodes or converter stations that are studied is large, the amount of calculation will greatly increase and the memory and processing overhead will be large, which often leads to processor overload or memory overflow, resulting in calculation failure. In recent years, with the development of the AC/DC power-grid interconnection, the distributed energy-grid connection and the flexible DC transmission, the simulation scale of power systems continues to expand. The impact of the new large-scale energy-grid connection on the power grid is the focus of current power-simulation research. At present, almost all of the focus is on simulating the AC/DC power grid and the new energy under a single simulation platform [5]. This causes two problems: one is the limitation of the simulation scale, and the other is that a single simulation platform has difficulty simultaneously considering the complexity of large-scale AC/DC power grids and the power electronic characteristics of the new energy equipment.



With the development of the large-scale power system, the control strategy and internal structure of the whole grid are more complex than before. Hence, the requirements for the real-time system simulation of the power system are more and more complex. It roughly develops from the following two directions. One of them is the requirement for simulation accuracy at the millisecond level to microsecond level, and even the nanosecond level has been used in some industries such as aerospace. The improvement of the accuracy introduces significant challenges to the hardware performance (such as the CPU) of the simulation platform. In order to avoid these problems, the research on a multi-machine co-simulation platform with a distributed parallel-simulation performance has become another promising development direction [6]. Both of the above development methods need to rely on hardware-in-loop (HIL) technology. Hardware-in-loop simulation can be used to verify the effectiveness of the power-system-control strategy and the correctness of the protection device action, which is beneficial to the R&D of the product. However, all HIL-based research must be based on real-time simulation. The complexity of the model calculation determines the speed of the simulation. To achieve real-time simulation, the simulation hardware should complete all of the calculation tasks within one step. Given the hardware, whether real-time simulation can be achieved is almost always determined by the modeling technology [7].



It is difficult for a single simulation platform to simultaneously consider the modeling of large-scale and complex AC/DC grids and the high-precision simulation of power electronic devices. As a result, multi-platform co-simulation and synchronous communication strategy between platforms have become important research aspects in the development of the real-time simulation of large-scale power systems. In order to solve this problem, there have been studies aimed at the co-simulation method, including one that proposed two methods for the dynamic co-simulation of CoTDS using parallel and series computations of the transmission system and distribution systems, and the results are a step forward in determining the appropriate integration-time step and the co-simulation computation method for numerical convergence [8]. Another study introduced a tightly-coupled (TC) protocol that used the serial method (SM) for solution exchange between the T&D systems [9]. This approach was shown to be computationally efficient compared to the parallel method (PM) of exchanging T&D system solutions. The above methods studied the communication interaction from the perspective of the interface selection. However, the requirements for the system hardware are still strict. Hence, a new co-simulation method is proposed, known as the model-segmentation algorithm, and is becoming one of the more effective methods for solving the real-time-simulation problem of large power grids.



The model-segmentation algorithm is based on the idea of division into space groups. A larger system is divided into several subsystems, and a state-space system is divided into two or more state-space groups. Each state-space group has its own state space. Matrix calculation greatly shortens the calculation time. In addition, the split-core parallel computing based on the segmentation model can greatly reduce the computational burden on a processor and increase the simulation scale. This algorithm becomes an effective way to perform large-scale real-time simulation.



There are some studies on the model-segmentation algorithm in academic and industrial fields. One study described an improved decoupled algorithm in the parallel real-time simulation of large-scale wind power systems and modular multi-level converters based on the RT-lab platform that has a high simulation accuracy, but the CPU utility cannot control in a suitable range [10,11]. Another study uses a model-partition method to perform parallel calculations on AC/DC power systems, which also greatly accelerates the calculation speed [12,13]. On the basis of the stability characteristics of the ideal transformer, one study proposed a model-segmentation interface-conversion algorithm, which makes the segmentation interface universal in the distribution network [14]. However, the above methods indicate that a single interface algorithm cannot simultaneously consider the data interactions of large- and small-step systems, the stability of the interface algorithm under different circuit topologies, and the universality of the compensation algorithm. In summary, this paper proposes a dual-platform simulation architecture of RT-lab and Hypersim based on multi-interface algorithms. The system is decoupled and reduced at the platform interface and inside the systems on both sides, through appropriate interface algorithms, in order to achieve real-time simulation.



The specific contributions of this work are detailed below.



	
Comparison of the interface algorithm: different methods of system coupling are compared for their accuracy in modeling the integrated power system for real-time-simulation studies of different integration scenarios.



	
Improvement of short-line (inductance) decoupling method: we introduce an improved short-line decoupling method for the co-platform system segmentation. This approach is shown to be computationally efficient compared to the existing short-line decoupling method of power system solutions that was used in our previous work.



	
Co-simulation platform structure: a co-simulation platform is built for simulation testing by using the model-segmentation algorithm with the improved decoupling method. It is validated that the proposed co-simulation platform structure is suitable for bulk power systems and has high accuracy, and that the improved interface algorithm has a lower occupancy of resources than before.







2. Interface Algorithm


The decoupling principle of co-simulation is to use the waveguide-delay characteristics of the transmission line. Figure 1 shows the Bergeron equivalent circuit diagram of the transmission line. A transmission line can be split into two independent current-injection two-port networks. This model is called the Distributed Parameters Line (DPL). When performing simulation modeling, decoupling the inductance L of the system or line can be equivalent to the circuit in the Figure 1, where Ts is the simulation step size, L is the equivalent front reactance value, and K and R are the equivalent inductances, etc. The value is obtained after the effect.



There are four widely used interface algorithms for engineering applications: transmission-line-decoupling algorithms, ideal-transformer-model algorithms, short-line (inductance)-decoupling algorithms, and the space-state method [15,16]. This section analyzes and derives the above four interface algorithms.



2.1. Transmission-Line-Decoupling Algorithms


The principle of transmission-line decoupling is based on the inherent delay of electromagnetic waves in a line transmission to achieve natural decoupling. When the transmission delay t of the wave on the line is greater than the simulation step or the delay of the dual platform, the tasks at both ends of the line can be divided into two systems for calculation [12].



For a transmission line, after neglecting its loss, the wave equation of an electromagnetic wave can be obtained as:


    −   ∂ u   ∂ x   = L   ∂ i   ∂ t       −   ∂ i   ∂ x   = L   ∂ u   ∂ t      



(1)







The above formula has a d’Alembert solution


   {      i =  f 1  ( x − v t ) +  f 2  ( x + v t )       u =  Z C   f 1  ( x − v t ) +  Z C   f 2  ( x + v t )        



(2)




where f1(x − vt) and f2(x + vt) are functions of and x − vt and x + vt, respectively, which represent the inductance and capacitance of the traveling wave propagating in the positive direction and the reverse direction of km at speed v, and l and C are unit length. The traveling wave transmission speed v = 1/√LC, ZC = √L/C is wave impedance.



Formula (3) can be obtained from the Formula (2)


   {    u +  Z C  i = 2  Z C   f 1  ( x − v t )     u −  Z C  i = 2  Z C   f 2  ( x − v t )      



(3)




while x − vt and x + vt are constant, the value of u + ZCi or u − ZCi is constant. Let the time of the traveling wave from the k-end to the m-end be τ = l/v.



Formula (4) is the expression of the time relationship between voltage and current at both ends of k and m:


  u  (  k , t − π  )  +  Z C   i  k m    (  k , t − π  )  = u  (  m , t  )  +  Z C   i  k m    (  m , t  )   



(4)




and,


   i  m k   ( m , t ) =  1   Z C    u ( m , t ) +  I  k h i s    



(5)






   I  k h i s   = −  i  k m   ( k , t − τ ) −  1   Z C    u ( k , t − τ )  



(6)







Similarly,


   i  k m   ( k , t ) =  1   Z C    u ( k , t ) +  I  m h i s    



(7)






   I  m h i s   = −  i  m k   ( k , t − τ ) −  1   Z C    u ( m , t − τ )  



(8)







Figure 1 shows that the equivalent model of a lossless single-phase distributed parameter line is obtained.



When the long-transmission-line-decoupling method is used for model-segmentation calculation, each simulation step only needs to transmit the node voltage on each side of the transmission line, the communication volume is small, the model segmentation is processed by using the characteristics of the line, and there is no numerical instability problem. However, it can only be carried out on long-distance distributed parameter lines, and the actual system is sometimes difficult to meet the requirements, so this segmentation method has poor flexibility [13].




2.2. Short-Line (Inductance) Decoupling Algorithms


The transmission line decoupling algorithms has high requirements for the line length and ignores the resistance. This decoupling method is more applicable in the transmission network, because in the transmission network, the line length is generally long, which can reach more than hundreds of kilometers, and the voltage-level is high. The line resistance is far less than the inductance, which is not an order of magnitude, the existence of resistance can be ignored.



However, in the type of short distance line (such as distribution network), the voltage-level usually in a low range, the resistance and inductance are in the same order of magnitude, and the existence of resistance cannot be ignored. Moreover, the lines in this type of network are generally short, and the line length cannot meet the minimum requirements of distributed parameter lines. According to the transmission principle of a distributed parameter line, the minimum decoupling distributed-parameter-line length is 15 km [14]. The simulation results may not converge while using transmission-line-decoupling algorithms. Hence, the method of decoupling the short line is proposed.



The principle of inductance decoupling is to solve the transient network equation of inductance by using the trapezoidal integral law. Figure 2 shows the equivalent mathematical model of inductance.



For the terminal voltage uk, um, the voltage inductance L is shown in Equation (9)


   u L  = L   d  i  k m   ( t )   d t   =  u k  −  u m   



(9)







It is obtained from the state known at the current time in Formula (9)


   i  k m   ( t ) =  i  k m   ( t − Δ t ) +  1 L     ∫  t − Δ t  t    u k  −  u m      



(10)







Formulas (11) and (12) can be obtained by using the trapezoidal-integration algorithm for Formula (10)


   i  k m   ( t ) =   Δ t   2 L    {    (  u k  −  u m  )  t  +   (  u k  −  u m  )   t − Δ t    }  +  i  k m    



(11)






   i  k m   ( t ) =  1   R 1      (  u k  −  u m  )  t  +  I  k m   ( t − Δ t )  



(12)




where


   I  k m   ( t − Δ t ) =  1   R 1      (  u k  −  u m  )   t − Δ t   +  i  k m   ( t − Δ t )  



(13)




where R1 = 2L/∆t.



In order to connect the simulation models running on different platforms, an inductance L needs to be divided into two equal parts and to be run in two different models. The equivalent simulation diagram of the decoupled inductance is shown in Figure 3.




2.3. Ideal-Transformer-Model Algorithms (ITM)


Based on the substitution theorem in the circuit principle, the ideal-transformer-model algorithm uses the controlled voltage source and controlled current source as the signal-receiving device to receive the voltage or current signal on the opposite side of the interface, in order to achieve the model segmentation of a large-scale system, as well as to achieve the decoupling and order reduction of a large-scale state-space system. According to different interface types, the ideal-transformer-model method is divided into voltage-type ITM and current-type ITM interfaces, as shown in Figure 4.



E1(t) and E2(t) are the Thevenin equivalent voltages of system I and system II, respectively, and Z1 and Z2 represent the Thevenin equivalent impedance of system I and system II, respectively. In the voltage-type ITM, the interface voltage U1 of system I is transmitted to the control terminal of the system-II-controlled voltage source after a time delay of one step, and the interface current I2 of system II is directly transmitted to the control terminal of the system-I-controlled current source; for the current-type ITM, the interface voltage U2 of system II is directly transmitted to the control terminal of the system-I-controlled voltage source, and the interface current I1 of system I is transmitted to the control terminal of the system-II-controlled current source after a step delay.



In summary, the characteristics of the ITM method make the structure simple and easy to implement. However, the simulation error caused by interface delay will accumulate in each simulation step, which will affect the accuracy of simulation [17].



To solve the interface-delay problem, one study proposed using the smoothing-prediction-interpolation method and the advance prediction link to compensate for the delay of the serial and parallel computing interfaces, respectively [15].




2.4. State-Space-Node Method (SSN)


The state-space-node method (SSN) is a method of analysis and synthesis of a control system based on the description of state variables in modern control theory. State variables are a group of variables that can fully describe the motion of the system. If the external input of the system is known, the motion state of the system at each time in the future can be completely determined by the current value of this group of variables [18,19,20].



The spatial-state equation for any given group can be expressed as Formula (14)


     x ˙  =  A k  x +  B k  u      y ˙  =  C k  x +  D k  u    



(14)




where x and u are column vectors representing the state variables and input variables of the group. The state variables mainly refer to the current flowing through the inductor and the voltage at both ends of the capacitor. The input variables generally refer to voltage or current, which are the largest combination of unrelated variables in the circuit. The column vector y represents the output.    A k  ,    B k  ,    C k  ,    D k    represent the state matrix corresponding to the k-th sequence of switches and nonlinear devices.



Formula (15) is obtained as the discrete form of Formula (14)


   x  t + Δ   t =   A ˜  k   x t  +   B ˜  k   u  t + Δ t    



(15)




where the time step ∆t,       A k   ˜  ,      B k   ˜    is the matrix generated in the discretization process of the trapezoidal-integral method. Combining the two equations, the spatial-state equation can be refined into Formulas (16) and (17)


   x  t + Δ   t =   A ˜  k   x t  +   B ˜  k   u  t + Δ t   +  [        B ˜    k i          B ˜    k n         ]   [       u   i  t + Δ     t           u   n  t + Δ     t         ]   



(16)






   [       y   i  t + Δ t            y   n  t + Δ t          ]  =  [       C   k i           C   k n         ]   x  t + Δ     t  +  [       D   k  i i          D   k  i n            D   k  n i          D   k  n n          ]   [       u   i  t + Δ t            u   n  t + Δ t          ]   



(17)




where subscript i represents internal source injection and the following table n represents the external node injection. Simultaneous equations can be obtained as Equation (18)


     y   n  t + Δ t     =  C   k n    (   A ˜  k   x t  +   B ˜  k   u t  +   B ˜    k i     u   i  t + Δ t     ) +  D   k  n i      u   i  t + Δ t         + (  C   k n     B   k n    +  D   k  n n     )  u   n  t + Δ t        



(18)







The above formula can be equivalent to


   y   n  t + Δ t     =  y   k  h i s     +  W   k n     u   n  t + Δ t      



(19)




where    y   k  h i s       represents the known variable    W   k n      of the system, as shown in Formula (20)


   W   k n    =  C   k n      B ˜    k n    +  D   k  n n      



(20)







Two different explanations can be made from Formula (20). When    y n    represents the current injected into the group,     u n    is the node voltage, then    y  h i s     represents the historical injection current, and    W   k n      is the corresponding admittance matrix. This is the Norton equivalent, which is called the voltage-source SSN group. When    y n    represents the voltage and    u n    represents the current injected into the node, then    y  h i s     stands for historical voltage    V   k  h i s       and    W   k n      is the corresponding impedance matrix, through the Thevenin equivalent, which is called the current-mode SSN group. Generally, Formula (20) can be equivalent to


   [       V I      n  t + Δ t            I V      i  t + Δ t          ]  +  [       V   k  h i s            I   k  h i s          ]  +  [       W  I I        W  I V          W  V I        W  V V        ]   [       I I      n  t + Δ t            V V      n  t + Δ t          ]   



(21)







Superscript V and I represent the relationship between voltage mode and current mode. These equations represent a hybrid group. It can be transformed into a node expression by reorganizing the current vector to the left of the equation and the voltage vector to the right of the equation


   [       I I      n  t + Δ t            I V      i  t + Δ t          ]  +  Γ   k n     [       V   k  h i s            I   k  h i s          ]  +  Y   k n     [       V I      n  t + Δ t            V V      n  t + Δ t          ]   



(22)







   Y   k n      represents the node admittance matrix, which can be obtained in any form. Yn is the global admittance matrix composed of    Y   k n     .


   I   N  t + Δ t     =  Y N   V   N  t + Δ t      



(23)







IN represents the known node injection current and VN represents the node voltage at the position. If all of the switching states in the system do not change with nonlinear devices and simulation steps, then YN remains unchanged.



When using the state-space-node (SSN) method for model-segmentation calculation, the main advantage is that there is no numerical instability problem; it also has good network flexibility and network segmentation can be carried out at any node. However, each simulation step needs not only to transmit voltage and current signals, but also to calculate the Thevenin equivalent impedance of the segmented subsystem in real time and carry out real-time matching. Therefore, compared with the decoupling generation of other decoupling algorithms, this interface algorithm has a large communication volume and complex implementation. With the increase of system complexity, real-time impedance matching will also be more difficult to complete [20].



In summary, with the complexity of the power-system scale, the number and capacity of nodes are increasing. A single interface algorithm cannot adapt to the needs of real-time simulation. Therefore, it is particularly important to study the joint-simulation platform based on multiple interface modes.





3. Co-Simulation Platform Structure


3.1. Introduction to Co-Simulation Platform


The RT-lab real-time simulation platform is a model-based engineering-design and test-simulation platform developed by the OPAL-RT company. It is unique in that it can simplify and decompose the complex system model into multiple parallel-execution subsystem models, and then assign these subsystem models to multiple target-machine nodes (or CPUs), so as to form a distributed parallel real-time-simulation system with strong freedom [12]. It is widely used in the simulation of microgrid, new energy, MMC and other electronic switching devices [21].



Hypersim is an electromagnetic transient simulation software developed by Quebec Hydropower Research and Development Center, which is a world-famous power-system-simulation laboratory, based on the research into what has been the world’s most complex transmission system for many years. It is a test system for real-time electromagnetic transient simulation of super-large power systems with the ability to achieve a 10,000+ node simulation analysis around the world. In a regional power-grid interconnection, a traditional DC transmission or a flexible DC transmission multi-node system, the hardware in the loop simulation has an absolute advantage [22].




3.2. Simulation Platform Structure


The hardware architecture of the Hypersim and RT-lab joint platform is shown in Figure 5. The whole system consists of an upper computer, switch, OP5700 and OP5607. Both the OP5700 and OP5607 are connected through a PCIe, and the upper computer is connected through the switch and the simulator through the network cable.




3.3. System-Decoupling Scheme and Improvement of Short-Line (Inductance)-Decoupling Method


The decoupling of a long-distance transmission line is based on the characteristics of the line itself, so there is no numerical instability problem, and only the voltage and current signals at the opposite end need to be exchanged at both ends of the decoupling side, with small signal transmission. In addition, the influence of the time delay can be improved by combining the long-distance-transmission-line-decoupling method with SSN node splitting method [23]. However, the number of long-distance transmission lines in the model limits the use of this method.



Short-line (inductance) decoupling is a relatively simple but widely applicable decoupling method. In practical application, the short line (the actual length is less than the transmission distance of a single step of the traveling wave) is usually replaced by a section of inductance. Due to the connection mode on the Y side of the transformer, it is also an option to extract the transformer inductance for decoupling. However, because this interface is modeled based on the trapezoidal-integration method, when the circuit breaker acts on the network, the trapezoidal-integration method will cause the abnormal oscillation (numerical oscillation) of the non-state variables. At present, the damping method is commonly used in engineering. In fact, mixing the trapezoidal-integration algorithm with the Euler method can also produce the same effect as the damping method [24,25].



The discrete equation of inductance can be obtained by the backward Euler method


   i  k m   ( t ) =   Δ t  L    (  u k  −  u m  )  t  +  i  k m   ( t − Δ t )  



(24)







If the proportion of the backward Euler method is a, and the proportion of trapezoidal-integration method is (1 − a), the mixed algorithm is as follows in Formula (25):


   i  k m   ( t ) =   ( 1 + a )    R 1      (  u k  −  u m  )  t  +   ( 1 − a )    R 1      (  u k  −  u m  )   t − Δ t   +  i  k m   ( t − Δ t )  



(25)







Figure 6 shows the improved interface algorithm. In this way, it is equivalent to the parallel a conductance of which the capacity is   a ∆ t / 2 L   of the inductance, which shows the equivalence between the mixing of the backward Euler method and trapezoidal-integration method and the damping method.




3.4. Co-Simulation Platform-Segmentation Method


According to the analysis of four interface algorithms in Section 2, this paper uses the chosen criterion in this section as the rule of the proposed co-simulation platform.



This paper divides the whole system into two parts: one for the transmission line and one for the substation.



In comparison with the principle of the short-line decoupling algorithm, the minimum decoupling distributed-parameter-line length of the transmission-line-interface algorithm is 15 km [14,26]. Hence, this paper sets 15 km as the chosen criterion by which to divide the two types of line-interface algorithms. If the line length is less than 15km, then the interface algorithm chooses the short-line interface algorithm; if not, then the transmission-line algorithm will be chosen in the line-decoupling part.



The ideal-transformer-model method is widely used in engineering. It has the advantages of a simple structure, high operation accuracy and convenient improvement, but it has weak numerical stability. With the improvement of the system complexity, the operation scale becomes more and more complex. With regard to parallel operation, because the coupling signal needs to introduce an additional step delay, the introduction of the delay will not only lead to phase error but also amplitude error of the AC system, which must be improved by the compensation algorithm. At present, the widely used methods include interpolation prediction, the dq-transformation method and the impedance-matching method. The first two compensation methods are widely used in MMC model segmentation [16,27], but when there are sudden variables in the joint solution signal, the performance of the transient characteristics is not ideal. The impedance-matching method can better solve the problem of numerical instability, but with the increase in system complexity, the implementation of impedance matching will be more difficult. One study quickly decoupled the bridge-arm voltage and sub mode through the substitution theorem, so that the joint solution signal changed from a sudden variable to a continuous variable [28,29]. On this basis, interpolation prediction is used to better improve the transient characteristics.



When using the state-space-node (SSN) method for model-segmentation calculation, its main advantages are that there is no numerical instability problem, but there is good network flexibility and network segmentation can be carried out at any node. However, when using the SSN algorithm for model-segmentation calculation, each simulation step needs not only to transmit voltage and current signals, but also to calculate the Thevenin equivalent impedance of the segmented subsystem in real time and carry out real-time matching. This interface algorithm has a large amount of communication. Therefore, the SSN algorithm is very effective where there are many electronic switching devices, but overuse will lead to the communication time being greater than the time saved by model segmentation, so the SSN algorithm should be used appropriately.



Hence, when choosing an interface algorithm in the substation part, according to the principle of increasing simulation efficiency, this paper set the simulation step time as the chosen criterion between the ideal-transformer-model algorithm and the SSN algorithm. The value of the simulation step time is   5    μ s    because the minimum simulation of RT-lab is   1    μ s   , and simulation step time of   5    μ s    will introduce some errors to the platform.



In summary, the flowchart of the proposed co-simulation platform is shown in Figure 7.



The fan is decoupled at different points through the flexible direct-delivery dual-platform-simulation model as an example. The decoupling method is shown in Figure 8. The large-scale system is decoupled at the short line between the offshore booster station and the booster station at the wind farm gathering point. The green form line is the Hypersim platform and the blue and red forms are the RT-lab co-simulation platforms. Both of the converter stations are decoupled at the DC line through long-line decoupling. The sub-module of the MMC bridge arm in the purple form is decoupled from the valve side through the ideal-transformer-model method. Here, the joint solution quantities are the bridge-arm current and the bridge-arm voltage. Since neither of them is a sudden-change quantity, interpolation prediction can better compensate for the delay. The AC/DC system is calculated in the CPU and the sub-module is calculated in the FPGA [6,29,30,31]. Due to the large number of power electronic devices of fans in the wind farm, the order is reduced through SSN decoupling in order to reduce the number of switches in the unit system and accelerate the operation.



An unnecessary delay in co-simulation will mainly affect two aspects. On the one hand, an unnecessary delay will affect the stability of interface; on the other hand, a data delay will lead to an adverse impact on the control and protection [30] Therefore, clock synchronization and data interaction play important roles in the co-simulation platform. In order to solve the delay problem, an optical fiber using Aurora communication protocol, which is a scalable lightweight link-layer protocol for moving data between point-to-point serials, is adopted between OP5607 and OP5700 in the co-simulation platform. [31] The signal-transmission time is equal to a communication step which uses an FPGA cycle (50 μs). The simulation-connection-diagram flowchart is shown in Figure 9.



The proposed co-simulation model of a flexible DC-transmission system based on Hypersim mainly adopts three interface technologies: standard PCIe interface technology, high-speed optical-fiber-communication technology based on Aurora protocol, and low-speed optical-fiber-communication technology based on 60044-8 protocol. Among the rest, standard PCIe interface technology is used for the Hypersim inner protocol. According to the principle of Hypersim, the optical-fiber signal of the OP5607 adopts the Aurora 8B10B protocol, and the communication cycle is 50 μs (Hypersim calculation step). Hence, the FPGA cycle chooses 50 μs as a communication step in order to adapt to the Hypersim, and the signal-transmission time is equal to a communication step which also uses an FPGA cycle (50 μs). The optical fiber uses communication synchronization between platforms and each platform is defined as master and slave. The slave side obtains the system clock from the master side to keep the signal synchronized. The DB37 and optical-fiber communications are used between the FPGA and the pole-control modular, and the optical-fiber communication is used between the FPGA and the valve control. All of the communication cycles are set to one step (50 μs).





4. Simulation Verification


4.1. Simulation Comparison of Improved Short-Line (Inductance) Decoupling


In order to test the improved interface characteristics, the model shown in Figure 10 is adopted, and the decoupling points are shown in the figure. The improved interface model is compared with the original model under steady-state and transient conditions, respectively. The figure shows the A-phase voltage and current at the 35 kV bus side of the model in a steady state, while Figure 11 and Figure 12 show the three-phase grounding short-circuit fault at the secondary side of the 230 kV/35 kV transformer, and the waveform of the A-phase voltage and current at the 35 kV bus.



The blue line in the figure shows the waveform using the origin-coupling algorithm, and the red dotted portion represents the proposed short-line decoupling algorithm. It can be obtained from the steady-state and transient voltage and current waveforms. The improved decoupling mode is consistent with the amplitude and frequency before the improvement, and the waveform has no large distortion. In order to visually reflect it, it will be described later.



In order to prove the effect of the proposed improved decoupling method, FFT is used to analyze the steady- and transient-state harmonic-distortion rates (THD) of A-phase waveforms before and after the improvement.



The harmonic-distortion rate is a performance parameter that characterizes the distortion degree of a waveform relative to a sine wave in electrical engineering, abbreviated as THD. It is defined as the ratio of the root mean square value of all harmonic content to the root mean square value of the fundamental wave, expressed as a percentage [32].



The calculation of THD is shown as Formula (26)


  T H D =     ∑  n = 2  H      (     G n     G 1     )   2       



(26)







H is defined as the limited order, Gn represents the effective values of all the harmonic components, and G1 represents the effective values of the fundamental wave.



Table 1 and Table 2 shows the THD of A-phase waveforms before and after the improvement. From the table we can see that both the origin-decoupling method and the improved method are similar to the THD of a waveform without an interface, and the THD rate after the improvement is lower than the original model and before improvement.




4.2. Large Scale System Decoupling Simulation Test


In order to test the capacity of the proposed co-simulation platform, we have built the wind-power-based, flexible direct-transmission dual-platform-simulation model, which is shown in Figure 7, by using the proposed platform. In Figure 8, the capacity of converter station is 1100 MVA, each bridge arm has 400 sub-models, and the sub-mode rated voltage is 2000 V. DC voltage is ±400 kV.



4.2.1. Steady State Verification


When the wind farm is in full power and in steady-state operation, Figure 13, Figure 14, Figure 15, Figure 16, Figure 17, Figure 18 and Figure 19 show the voltage and current waveforms at the network side of the road-station system, the mmc1 valve side, and the DC side, and the power waveforms of the road station in the steady-state. In order to verify the feasibility, the THD comparison of the steady-state voltage and current are shown in Table 3.




4.2.2. Transient-State Verification


A three-phase short-circuit grounding fault is applied to the network side of a 500 kV system, and the fault duration is 100 ms. In the case of a fault, the active power is rapidly reduced to 0. When the DC voltage reaches the input limit of energy-dissipation resistance, the energy-dissipation resistance is delayed to input, and the DC voltage will not rise again. After the fault is removed, the DC voltage drops rapidly and reaches the limit of energy-dissipation resistance, at which point the energy-dissipation resistance is delayed to exit. Figure 20, Figure 21, Figure 22, Figure 23, Figure 24 and Figure 25 show the voltage and current waveforms at the network side, mmc1 side, valve side and DC side of the road-station system respectively.



All the figures in Section 4.2 are shown as the simulation results of key points in the proposed platform, and the waveforms are conformed to the rated data.



Similarly, FFT is used to analyze the harmonic-distortion rate (THD) of three-phase waveforms before and after the improvement [24,31].



In summary, the simulation results prove the following two aspects:




	
From the figure we can see that all the values of the simulation results (including voltage, current and power) are conformed to recording data of the rated system.



	
It can be seen from Table 3 and Table 4 that the harmonic-distortion rate after using the improvement interface in the proposed co-simulation platform is lower than that before the improvement, and both two methods are similar to the actual system without the interface, which proves the effectiveness of the improved interface.










4.3. Model-Resource-Occupancy Test


In order to test the resource-occupation rate of the improvement interface algorithm and the co-simulation platform proposed in this paper, the simulation model in Figure 7 is simulated and tested in MATLAB/Simulink based on a single RT-lab, two RT-labs, and the hardware architecture shown in Figure 5. The parameter of the apparatus is shown in Table 5. In this section we will test the resource occupancy in two parts.



4.3.1. Occupancy of Improvement Algorithm


In order to test the resource-occupation rate of the improvement interface algorithm, we change the capacity of the wind turbine in Figure 7. The resource-occupation rate is compared with the origin and improvement algorithms in different capacities of the wind turbine, and the CPU occupation is shown in Table 6.



From Table 6 we found that with the increase in capacity, the CPU occupancy of the two algorithms maintain an upward trend. Meanwhile, it also can be determined that the improvement algorithm has a lower CPU occupancy than the origin algorithm in the same type of platform, which proves the low resource-utilization rate of the improvement interface algorithm.




4.3.2. Occupancy of Improvement Algorithm


Based on the proposed co-simulation platform, CPU1 and CPU2 are the CPU occupancies of OP5700 (1) and OP5700 (2), CPU3 is the FPGA occupancy of OP5607, and CPU4 is the CPU occupancy of the Hypersim tester (PC). The CPU occupancy of the above model in the real-time simulation process is tested and the results are shown in Table 7.



Figure 26 shows the occupancy ratio of the maximum CPU utilization in each hardware by different simulation-platform strategies. According to the description of the RL-LAB hardware conditions, when the CPU utility exceeds 80%, the system will not run normally and the host computer will report error messages. The left pie chart shows that the CPU utility exceeds 80% in the current system by a single RT-lab, and during the simulation process an error occurred. Although the two RT-labs co-simulation platform has a lower CPU utility, the highest utility is over 60%. When using the presented co-simulation platform, the highest utility did not exceed 50%. As the system grows larger and larger, the residual space of the improved co-simulation platform is large enough to simulate.



In order to verify the extensibility of the proposed co-simulation platform, 200 SMs, 400 SMs and 600 SMs MMC-HVDC converter structures were built by the improved co-simulation platform for simulation testing. Figure 26 shows the highest CPU utility of each converter structure.



From Figure 27 we can see that with the increase in the number of SMs, the CPU utility has been enhanced to within the acceptable range. It proves that the improved interface algorithm has a strong expansion performance and is suitable for the construction of complicated models.



In conclusion, when a single RT-lab performs the simulation, with the continuous expansion of the system scale, the kernel-occupancy rate is high. When the system continues to expand, the CPU load rate will further expand, which will affect the accuracy and feasibility of the simulation. The CPU occupancy of the joint-simulation structure proposed in this paper is effectively controlled below 50%, leaving a sufficient threshold for the subsequent expansion of the simulation scale.






5. Conclusions


This paper has proposed a co-simulation-platform strategy based on the model-segmentation algorithm in order to simultaneously deal with the consideration of the data interactions of large- and small-step systems when building a hybrid system. The proposed method uses different decoupling algorithms for different topologies in order to decouple complex systems from multiple units, and each unit can run in an independent simulation platform (hardware or software).



An improved short-line decoupling algorithm is proposed and applied in a co-simulation platform that aims to suppress the transient oscillation that occurs due to harmonic suppression. A wind-power-based, flexible direct-transmission dual-platform-simulation model was built in cross-platform with RT-lab and Hypersim. The proposed simulation strategy can efficiently suppress the transient oscillation of the system and maintain high-speed communication. In particular, the simulation platform based on the proposed strategy has a strong expansibility for complex systems.



Based on the advantages and disadvantages of the above interface algorithm, the cross-platform joint-simulation model that was sent by the wind farm through flexible and direct transmission is understood and coupled, and the cross-platform simulation and model-decoupling-segmentation scheme proposed in this paper is verified to be feasible through the steady-state and transient experiments of the road station. However, it should be noted that the proposed interface algorithm still has room for improvement in the case of large disturbances, in order to improve the accuracy of the interface algorithm.
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Figure 1. Nondestructive single-phase Distributed Parameters Line model. 
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Figure 2. Equivalent mathematical model of inductance. 
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Figure 3. Equivalent mathematical model of inductance decoupling. 
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Figure 4. Ideal transformer model: (a) Voltage-type ideal transformer model; (b) Current-type ideal transformer model. 






Figure 4. Ideal transformer model: (a) Voltage-type ideal transformer model; (b) Current-type ideal transformer model.



[image: Electronics 10 03185 g004]







[image: Electronics 10 03185 g005 550] 





Figure 5. Co-simulation of hardware architecture. 
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Figure 6. Improved interface mathematical model. 
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Figure 7. Flowchart of co-simulation platform segmentation method. 
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Figure 8. Schematic diagram of system decoupling point. 
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Figure 9. System connection diagram. 






Figure 9. System connection diagram.



[image: Electronics 10 03185 g009]







[image: Electronics 10 03185 g010 550] 





Figure 10. Improved interface test model. 
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Figure 11. Steady-state voltage and current waveform comparison. 
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Figure 12. Transient voltage and current waveform comparison. 






Figure 12. Transient voltage and current waveform comparison.



[image: Electronics 10 03185 g012]







[image: Electronics 10 03185 g013 550] 





Figure 13. Network-side voltage waveform of land system. 
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Figure 14. Current waveform at the network side of land system. 
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Figure 15. MMC1 valve-side voltage waveform. 
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Figure 16. MMC1 valve-side current waveform. 
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Figure 17. DC-side voltage waveform. 
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Figure 18. DC-side current waveform. 
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Figure 19. Land station power waveform. 
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Figure 20. Network-side voltage waveform of land system. 
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Figure 21. Current waveform at the network side of land system. 
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Figure 22. MMC1 valve-side voltage waveform. 
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Figure 23. MMC1 valve-side current waveform. 
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Figure 24. DC-side voltage waveform. 
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Figure 25. Land station power waveform. 
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Figure 26. Highest CPU utility in each platform. 
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Figure 27. Highest CPU utility in different MMC converter models. 
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Table 1. THD comparison of A-phase steady-state voltage and current.
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	THD
	Without Interface/%
	Before Improvement/%
	After Improvement/%





	Ua
	1.54
	1.76
	1.68



	Ia
	2.34
	2.46
	2.41
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Table 2. THD comparison of A-phase transient-state voltage and current.
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	THD
	Without Interface/%
	Before Improvement/%
	After Improvement/%





	Ua
	3.04
	3.21
	3.14



	Ia
	3.97
	4.10
	3.99
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Table 3. THD comparison of steady-state voltage and current.
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	THD
	Without Interface/%
	Before Improvement/%
	After Improvement/%





	Ua
	0.59
	0.71
	0.64



	Ub
	0.61
	0.78
	0.67



	Uc
	0.65
	0.85
	0.80



	Ia
	1.30
	1.98
	1.25



	Ib
	1.44
	1.77
	1.53



	Ic
	1.87
	2.24
	1.98
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Table 4. THD comparison of transient voltage and current.
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	THD
	Without Interface/%
	Before Improvement/%
	After Improvement/%





	Ua
	1.84
	1.91
	1.80



	Ub
	2.05
	2.21
	2.08



	Uc
	1.94
	2.32
	2.08



	Ia
	3.26
	3.47
	3.65



	Ib
	2.88
	3.28
	3.01



	Ic
	3.31
	3.92
	3.55
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Table 5. Parameter of apparatus.
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	Items
	Core Data





	OP 5700
	Intel® XeonE5-16 core * 2–2.3 GHz



	PC (CPU)
	Intel® Core i5-10400 CPU @ 2.90 GHz



	FPGA
	Xilinx®Virtex®7-485T
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Table 6. CPU occupancy of different wind-turbine capacities.
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Capacity of Wind Turbine/MW

	
CPU Occupancy/%




	
Before Improvement

	
After Improvement






	
200

	
34.1

	
30.3




	
400

	
45.7

	
41.5




	
600

	
59.4

	
52.6
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Table 7. CPU occupancy of different simulation structures.
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Item

	
Total Occupancy/%

	
Occupancy/%




	
CPU1

	
CPU2

	
CPU3

	
CPU4






	
Single RT-lab

	
94.6

	
94.6

	
-

	
-

	
-




	
Two RT-lab

	
57.4

	
41.5

	
64.1

	
-

	
-




	
co-simulation platform

	
30.8

	
41.5

	
29.1

	
46.2

	
18.4
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