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Abstract: To improve the efficiency of computer input, extensive research has been conducted
on hand movement in a spatial region. Most of it has focused on the technologies but not the
users’ spatial controllability. To assess this, we analyze a users’ common operational area through
partitioning, including a layered array of one dimension and a spatial region array of two dimensions.
In addition, to determine the difference in spatial controllability between a sighted person and a
visually impaired person, we designed two experiments: target selection under a visual and under a
non-visual scenario. Furthermore, we explored two factors: the size and the position of the target.
Results showed the following: the 5 × 5 target blocks, which were 60.8 mm × 48 mm, could be easily
controlled by both the sighted and the visually impaired person; the sighted person could easily
select the bottom-right area; however, for the visually impaired person, the easiest selected area was
the upper right. Based on the results of the users’ spatial controllability, we propose two interaction
techniques (non-visual selection and a spatial gesture recognition technique for surgery) and four
spatial partitioning strategies for human-computer interaction designers, which can improve the
users spatial controllability.

Keywords: target selection; spatial controllability; gesture recognition; spatial regions; visual and
non-visual; regional division

1. Introduction

In the field of human-computer interaction, there has been a wealth of related research
on improving computer input efficiency, including voice input and gesture input, and
among which interaction technologies based on common spaces and interaction technolo-
gies based on gesture recognition have also been commercialized and applied. Therefore, it
is necessary to study the space operation range commonly used by users and combine the
advantages of air gesture operation to obtain a new type of human-computer interaction
input channel to improve the interaction experience and efficiency.

Spatial gestures and related recognition techniques have been widely used in various
scenarios, such as intangible user interfaces and large-screen interactions. Generally, those
gestures are to be executed by users in spatial areas within easy reach. Movement of the
hands as a change of 3D positional data is an increasingly important input modality for
computer interaction. In this mode, users often move their hands up and down in space to
achieve a corresponding purpose.

1.1. Gesture Recognition

The field of gesture recognition has been a hot topic, with various potential applica-
tions from playing games to medical treatment. Different researchers have utilized various
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devices to conduct studies in this area. In terms of gesture data collection, common methods
include: data gloves [1]; Kinect video capture devices [2]; Leap Motion capture devices [3];
collecting data through the device’s first-view camera in the AR/VR environment [4,5];
and the use of heterogeneous sensors to collect data to improve the recognition rate [6]. In
terms of experiment types, image segmentation [4] and image classification [2] are more
common, and researching non-contact tactile feedback in AR/VR environments [5]. In [7],
a cross-label recognition system is proposed. Promoting gesture recognition by improving
large data intelligent editing processes [6]. There is also an identification method that
measures the distance and angle between the fingers [1,8] studied arm gestures. Gesture
recognition has many applications, such as gestures that interact with animation in shadow
puppet shows [6] and interact with television [9]. In the area of medicine, doctors can use
gestures to safely interact with computers to control images without the need to touch an
operating room screen [10]. Navigating and manipulating large amounts of data suitable
for high-resolution wall displays [11]. In the driving field, by exploring the space in front
of an in-car screen, in-car touchscreen interaction can be expanded with the careful appli-
cation of a target expansion strategy, allowing interaction with in-car systems to be more
convenient [12]. Gesture recognition uses several technologies. In [1], the recognition rate
is improved through a deep learning-based gesture spotting algorithm. In [4], a gesture
recognition deep neural network was proposed which recognizes ego hand gestures from
videos (videos containing a single gesture) by generating and recognizing embeddings
of ego hands from image sequences of varying lengths. A novel deep neural network is
designed in [7], which embeds gestures in the high-dimensional Euclidean space. It tackles
the spatial resolution limits imposed by RF hardware and the specular reflection effect of
RF signals. In [2], the support vector machine (SVM) classifier is used to classify the data.
Ultrasonic haptic technology is used in E to develop and integrate air haptics that do not
require wearing or holding any equipment in the virtual reality game experience [5]. This
paper presents a set of spatial partitioning strategies for designers as guidelines that can
improve the types of technologies described.

1.2. Interaction Based on a Spatial Region

Gesture interaction has developed rapidly as one of the important research areas
of human-computer interaction. However, we have checked the existing literature and
found that researchers are more concerned with new interactive technologies developed by
interactive channels such as large screens, cameras, and sensors. These studies have made
great contributions to improving the efficiency of human-machine interaction. Human ac-
tivities and space are closely linked, so researchers must pay attention to the controllability
capabilities of users’ space. Interaction techniques based on a spatial region array are novel
and promising and have a wide range of applications. To achieve multi-layer interaction,
a novel multi-layered gesture recognition method using Kinect has been proposed and
explores the essential linguistic characters of gestures [13]. The method can obtain relatively
high performance. Multi-layer interaction techniques divide the interaction space into
multiple interaction layers. Each layer has a special function; users can access different
commands by accessing the different layers. The overall interaction height and different
minimum layer thicknesses for vertical and horizontal search tasks were experimentally
explored in [14]. In [15], three target selection techniques were developed for air pointing:
small angular ray casting movements, large movements in a 2D plane, and movements in
a 3D volume. Although those techniques were designed systematically to use from one
to three dimensions, the target selection techniques were presented without strategies of
common space partitioning. Many researchers have designed techniques based on spatial
regions, but they have not focused on the division of space [16,17]. Some researchers have
tried to divide the space using angles [18–22]. However, there is a lack of basic research on
common spatial partitioning. The purpose of this paper is to explore common operational
spatial partitioning in the user interface.
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1.3. Interaction of Visually Impaired Individuals

There is a need for computer interactions that can also be used by visually impaired
individuals; meeting this need has appealed to many researchers. A framework was pro-
posed for exploring the differences between the spatial sense ability of visually impaired
and sighted persons in three longitudinal models [23]. Through exploring the effect of
spatial ability on a visually impaired person’s sense of position within web pages, we
know users can obtain an accurate overview of a web page with audio feedback when
using a touchscreen [24]. By connecting the use of touch sensation and other multime-
dia design elements, it was found that touch sensation plays a critical role in improving
application design for people with visual impairments [25]. Although there is a lack of
systematic study on the common operational spatial region array of a visually impaired
individual, gesture-free interaction by the status of thumb (GIST) is a wearable gestu-
ral interface that uses a depth camera to collect a users’ hand gestures and can help a
visually impaired individual perform everyday tasks [26]. There are techniques based
on the two-dimensional structures of a keyboard surface that explore different methods
of non-visual interaction [27]. To enable the blind to read the text, an affordable mobile
application for the visually impaired person was proposed. The text could be read into
speech format using text-to-speech conversion in a Text to Speech (TTS) framework [28].
Immersive virtual reality (VR) to provide a realistic walking experience for the visually im-
paired is proposed in [29]. A novel immersive interaction using a walking aid, i.e., a white
cane, is designed to enable users with visual impairments to process ground recognition
and inference processes realistically.

In summary, interactive technology based on spatial gestures has been integrated into
people’s daily lives, including visual users and visually impaired people. Therefore, further
research on interaction technology based on spatial gestures is beneficial to improve the
interaction efficiency between users and computers in daily life.

2. Materials and Methods

The extensive research mentioned above has focused on design techniques. However,
this paper focuses on developing a set of guidelines based on spatial partitioning strategies.
To assess users’ spatial controllability, we attempt to reveal the common operational region
when executing spatial gestures. Thus, in this paper, we have focused on investigating
input modalities based on a spatial region array for hand gesture interfaces. We conducted
a systematic study of human performance when selecting targets with a spatial region
array, and developed two interaction techniques and four spatial partitioning strategies as
design guidelines for human-computer interaction designers.

A Leap Motion M010 controller, a computer (including a keyboard and a display
screen), and an experimental model designed by Unity 3D in the C# language were used in
the experiment. The Leap Motion device can detect the hand’s position in a range from 25◦

to 165◦ and is symmetrical. The experimental program was designed in Visual Studio 2019
and the Unity 3D Environment and ran on a 3.60 GHz AMD Ryzen R5-3600 CPU PC with
Windows 10 Professional. The display resolution was set to 1000 × 800 pixels in the pilot
studies and 1920 × 1080 pixels in Experiment 1 and Experiment 2.

To improve the users’ spatial controllability, we first focused on the height and width
of a rectangle (in front of and parallel to the screen) representing the average range of
hand movements when a user sits down at a desk. We first determined the common
operation area through a pilot study, which was realized by Leap Motion and unity 3D,
as shown in Figure 1a. Leap Motion systems can detect and track hands, fingers, and
finger-like tools. Its visual range is an inverted pyramid with the spire in the center of the
equipment, as shown in Figure 1b. Leap motion’s system adopts the right-hand Cartesian
coordinate system, and the returned values are in real-world millimeters. The origin is
at the center of the leap motion controller. The x-axis and z-axis are on the horizontal
plane of the device, the x-axis is parallel to the long side of the device, the z-axis is parallel
to the short side, and the y-axis is vertical upward, as shown in Figure 1c. Leap motion
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provides a set of dataset updates, and each frame of data contains a list of basic tracking
data. When a hand is detected, it is assigned a unique ID indicator. For as long as the
motion is analyzed, the leap motion program will give the frame motion factors based on
the motion of the hand. Through the hand object, the current position information of the
hand can be obtained. Unity 3D is a tool for creating interactive applications. It adopts a
graphical development environment and can deploy projects to multiple platforms such
as Windows. Unity’s coordinates are world coordinates, which are consistent with leap
motion, so we can accurately locate the hand motion in unity’s world coordinates.

Figure 1. Schematic figure of experimental process and equipment: (a) experimental process, including pilot study,
experiment 1 and 2; (b) the detectable spatial area of Leap Motion; (c) coordinate system of Leap Motion.

We imported a toolkit that supports Leap Motion gesture development in Unity. The
toolkit contains prefabricated hands, related gesture action scripts, and case demonstra-
tions, all of which can be used to help developers complete Leap Motion development
work. The next step was to build an experimental development platform and add the
“LeapHandController” prefab to the created scene. By observing whether the hand on the
interface was within the capture range of the camera, we adjusted it to a suitable position
and adjusted the size of the hand controller. The parameter was set to 1 to make it the same
size as the real hand, so that the real hand could be moved in real-time to control the move-
ment of the virtual hand, which is convenient for the user interaction operation described
later. We imported the “Vectrosity” plug-in to meet the interface drawing requirements in
our experiment. In this experiment, the plug-in was used to edit the experimental interface
and achieve dynamic performance (for example, green represented a random target; when
the target was selected, it appeared red; and yellow indicated the movement trajectory of
the hand, etc.). To achieve the purpose of collecting experimental data, we recorded the
acquired data in an Excel file and saved the file to the local disk. The logic processing of the
business was implemented by C#. The logic included the method of drawing rectangles,
the method of drawing UI interface, the method of setting the timer, the method of deleting
rectangles, the method of randomly generating non-repeated layers, the method of setting
data table, and the method of writing data to the Excel table.

2.1. Pilot Study

The study focused on designing, conducting, and analyzing a users’ performance on
a spatial region array, and addressed the following issues:

• Finding the physical limits of the common operational spatial region in the vertical
and horizontal direction and setting this region as a study object.

• Finding the threshold of the target size levels when the users accomplish the target
selection tasks under the visual and non-visual scenarios.

• Finding the relationship between the target regions when the users accomplish the
target select operations under the visual and non-visual scenarios.
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Many possible factors impact the interaction between the users and the Leap Motion
controller. For example, the size of the spatial region array, the sensitivity of the Leap
Motion device, a visual or non-visual task, and whether the users’ performance of the task
used the left or right hand. For the study’s manageability and validity, we restricted our
investigation to a situation where users sat in front of the Leap Motion device, centering it
between the computer screen and the users’ body, as Figure 1a shows.

2.1.1. Participants

Twelve students (two females, 10 males) participated in the user study. Their ages
ranged from 22 to 30 (M = 25, SD = 2.08). The average body height was 168.17 cm (SD = 8.96).
All of them were daily computer users.

2.1.2. Task & Procedure

To test the users’ horizontal and vertical common range, we set visual cues to let the
user move their hands horizontally and vertically while selecting the target block. First, the
user pressed the “Start” button, and a green target block appeared randomly in a horizontal
or vertical direction, as shown in Figure 2a,b. Taking the spatial position corresponding
to the target block as a reference, when the user’s hand moved to the spatial position in
front of the screen corresponding to the target block, the block would turn red. A second
target block would then randomly appear. In this and subsequent target selection tasks,
the target block was always displayed in red when a gesture was made toward it. When
the user thought their hand overlapped the target block, they could select the target by
pressing the left Ctrl button. At the same time, the position of the users’ hand was saved
into an Excel file, and the next target selection task began.

Figure 2. The beginning interface of the pilot experiment: (a) the horizontal experiment; (b) the
vertical experiment.

Prior to the formal experiment, the participants were allowed to warm up by practicing
until they understood and performed the task correctly. Taken together, these two experiments
included the following: 12 subjects× 8 block levels× 14 repetitions× 2 directions = 2688 target
selection trials.

2.1.3. Result

We analyzed the frequency of the user’s hand position at each interval. We then were
able to reach a conclusion regarding the user’s vertical and horizontal common range,
which was used as the study object of the following experiments.

After analyzing the collected data, we found that individuals manipulated their hands
horizontally within the range (−220, 240) and vertically over the range (30, 370). The
effective horizontal range was an interval of (−190, +190), and the vertical range was an
interval of (50, 350), as Figure 3a,b show. We then chose 80% of this interval as the most
common operational range, which was defined as a rectangle. The vertical interval was
(80, 320), and the horizontal interval was (−152, +152). So the common operational region
was an area of 240 mm × 304 mm, located 80 mm above the desktop.
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Figure 3. The results of the pilot study: (a) the results of the horizontal experiment; (b) the results of the vertical experiment.

Based on these results, we set this common operational region as a study object and
divided it into differently sized target arrays and target regions through even spatial
partitioning. The common operational region was divided into four evenly sized sections,
as shown in Table 1. There were six target-size levels, as shown in Table 2. We then
designed experiments in which the participants attempted target selection tasks at different
target-size levels, and with target positions within the different regions.

Table 1. The position of each region.

Region A B C D

Position Upper Left Upper Right Bottom Left Bottom Right

Table 2. The target size (length × width) at each level of the experimental condition.

Level 3 × 3 4 × 4 5 × 5 6 × 6 7 × 7 8 × 8

Size (mm) 101.33 × 80 76 × 60 60.8 × 48 50.7 × 40 43.43 × 34.29 38 × 30

In addition, differences between sighted and visually impaired individuals were also
considered. The participants finished target selection tasks under both visual and non-visual
scenarios. We then analyzed the data collected, including the average time and error rate.

The contributions of this work are:

1. It improves understanding the users and their controllability of space by identifying
the common spatial region of users and the thresholds of target size and position.

2. We proposed two interaction techniques and four interaction strategies concerning
the target size and position in the spatial region.

3. Experiment 1: Visual Scenario

To test the users’ performance accuracy when conducting the interaction task, we set
a visual cue for sighted users.

3.1. Participants & Apparatus

The participants and apparatus in Experiment 1 were the same as in the pilot study.

3.2. Task & Procedure

In Experiment 1, the current position of the users’ hand mapping to the current block
was shown on the experiment screen in real time. The target block turned from green to
red while the current block overlapped with it, as shown in Figure 4. The user sat in a chair
at the desk before the computer as they did in the pilot study.
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Figure 4. The experiment interface of Experiments 1 and 2: (a) experiment interface of the 5 × 5 level;
(b) experiment interface of the 8 × 8 level.

To maintain consistency in the experimental data, we saved the data to an Excel file at
the end of a single target selection task, which was the moment the left Ctrl button was
pressed. In addition, the experiment recorded a standard timestamp for an incremental
time in the Unity 3D program. Once the user pressed the left Ctrl button to complete
a target, the next target selection task began timing. To ensure an equal time for task
selection, the user always placed their left index finger on the left Ctrl button. Before the
formal experiment, participants were allowed a warm-up practice session until they could
understand and perform the task correctly. In total, the experiment consisted of the following:
12 subjects × 6 target size levels × 4 target regions × 2 blocks × 3 repetitions = 1728 target
selection trials.

3.3. Results
3.3.1. Selection Time

In the process of the experimental data analysis, we set the target level (3 × 3, 4 × 4,
5 × 5, 6 × 6, 7 × 7, and 8 × 8) and the target region (A, B, C, and D) as independent
variables. In this way, we performed repeated measurements ANOVAs (α = 0.05) on
the time and accuracy of the target selection. The target selection time was defined as
beginning from when the user clicked the Start button or pressed the left Ctrl button to
when the user pressed the left Ctrl button again.

There was a main effect on the average time of the different regions (F2.058, 22.634 = 11.460,
p < 0.001), see Figure 5a. The post hoc tests showed that there were no significant differences
among the regions (p > 0.05) except for between regions B and C (p = 0.035) and regions B
and D (p < 0.001). Region B had the fastest completion time, and region D had the slowest
completion time.

Figure 5. The average time of Experiment 1. The error bars represent a 95% confidence interval: (a) average selection time
with different regions; (b) average selection time with different target size levels; and (c) average selection time for different
target size levels and different regions (A, B, C, and D).

There was a main effect for the average time of the different levels of target size
(F2.321, 25.531 = 20.714, p < 0.001), see Figure 5b. The post hoc tests showed that the shortest
time was for the 3 × 3 level, and the longest was for the 7 × 7 level. There were no
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significant differences between the 3 × 3, 4 × 4, and 5 × 5 levels (p > 0.119). There were no
significant differences between the 6 × 6, 7 × 7, and 8 × 8 levels (p > 0.05).

Further analysis of the level of target size × target region on selection time showed
there was no significant interaction (F4.272, 46.992 = 1.601, p = 0.187), see Figure 5c. When the
users selected a target in the 3 × 3 level, the shortest selection time was needed on average,
while the 7 × 7 level had the longest time.

3.3.2. Selection Error Rate

The percentage of trials in which subjects made erroneous selections was defined as
the selection error rate.

As shown in Figure 6a, there was a main effect on the average error rate of the different
regions (F3, 33 = 4.240, p = 0.012). Post hoc tests showed no significant differences among
all the regions (p > 0.052), except between regions B and D (p = 0.033). Region D had the
lowest completion error rate, and region C had the highest completion error rate.

Figure 6. The error rate of Experiment 1. The error bars represent a 95% confidence interval: (a) average error rate with
different regions; (b) average error rate with different target size levels; and (c) average error rate for different target size
levels under different regions (A, B, C, and D).

As shown in Figure 6b, different target sizes had no significant effect on the average
error rate (F2.402,26.419 = 2.617, p = 0.083). The post hoc tests showed no significant differences
among all the target size levels (p > 0.157). The 3 × 3 level had the lowest error rate, and
the 8 × 8 level had the highest. The higher the target size level, the higher the error rate
when selecting the target. The largest increase in the error rate for adjacent levels was from
the 5 × 5 to the 6 × 6 level. Thus, a target size of 5 × 5 (60.8 mm length and 48 mm width)
provided a threshold for the most selections without a noticeable change in error rate.

Further analysis of what effect target size level × target region had on selection
error rate showed there was no significant interaction (F4.256, 46.816 = 1.665, p = 0.171), see
Figure 6c. The 3 × 3 target size level had the lowest selection error rate. The second-lowest
selection error rate was the 4 × 4 level. The 8 × 8 level produced the highest error rate.
The participants had the lowest error rate (0%) when the target region was D (bottom-right
corner) and the highest error rate (3.54%) when the target region was C (bottom-left corner).

In previous literature [19], the author studied pointing at virtual buttons. The space is
divided into 5 different sizes according to the angle, that is, the number of buttons. The
experimental results show that the error rates are 0, 3.6%, 2.2%, 16.0%, 3.2%, respectively.
As shown in Figure 6a, the error rates of our results are 0.31%, 0.83%, 1.39%, 2.78%, 2.22%,
3.06%, and the overall error rate is better. We also divided the regions, discussed the
situation of each region, and the comprehensive situation of region and size. The literature
only considers the error rate and not the task completion time. We comprehensively analyze
the error rate and time and give suggestions for designing interactive technologies based
on spatial regions, which are more convincing. Next, we studied the division of spatial
regions in the absence of vision and give suggestions for designing interactive technologies
based on spatial regions in the absence of vision.
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3.4. Comparative Experiment 1

The participants in Experiment 1 were the same as in the pilot study, so they were
trained and familiar with the experiment. To eliminate this influence, we invited 12 external
participants who didn’t know the experiment in advance. The experiment process was the
same as experiment 1.

3.4.1. Selection Time

There was a main effect on the average time of the different regions (F2.058, 22.634 = 11.168,
p < 0.001), see Figure 7a. The post hoc tests showed that there were no significant differences
among the regions (p > 0.05) except for between regions B and C (p = 0.023) and regions B
and D (p = 0.002). Region B had the fastest completion time, and region D had the slowest
completion time.

Figure 7. The average time of comparative Experiment 1. The error bars represent a 95% confidence interval: (a) average
selection time with different regions; (b) average selection time with different target size levels; and (c) average selection
time for different target size levels and different regions (A, B, C, and D).

There was a primary effect regarding the average time of the different levels of target
size (F2.321, 25.531 = 20.870, p < 0.001), see Figure 7b. The post hoc tests showed that the
shortest time was for the 3 × 3 level, and the longest was for the 7 × 7 level. There were no
significant differences among the 3 × 3, 4 × 4, and 5 × 5 levels (p > 0.37). There were no
significant differences among the 6 × 6, 7 × 7, and 8 × 8 levels (p > 0.05).

Further analysis of the level of target size × target region on selection time showed
there was no significant interaction (F4.272, 46.992 = 1.635, p = 0.178), see Figure 7c. When the
users selected a target in the 3 × 3 level, the shortest selection time was needed on average,
while the 7 × 7 level had the longest time.

3.4.2. Selection Error Rate

As shown in Figure 8a, there was a primary effect on the average error rate of the
different regions (F3, 33 = 3.996, p = 0.016). Post hoc tests showed no significant differences
among all the regions (p > 0.063). Region D had the lowest completion error rate, and
region C had the highest completion error rate.

As shown in Figure 8b, there was no significant effect for the average error rate of
the different target sizes (F2.109, 23.199 = 2.184, p = 0.133). The post hoc tests showed no
significant differences among all the target size levels (p > 0.122). The 3 × 3 level had the
lowest error rate, and the 8 × 8 level had the highest.

Further analysis of target size level × target region on selection error rate showed
there was no significant interaction (F4.9, 53.903 = 1.628, p = 0.17), see Figure 8c.
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Figure 8. The error rate of comparative Experiment 1. The error bars represent a 95% confidence interval: (a) average error
rate with different regions; (b) average error rate with different target size levels; and (c) average error rate for different
target size levels under different regions (A, B, C, and D).

Compared with Experiment 1, the error rate of this experiment was slightly higher,
and the average time was slightly longer, caused by the fact that new participants were
not familiar with the experiment. The results showed that the regions (and levels) with the
highest or lowest error rates were the same as Experiment 1. The regions (and levels) with the
fastest or slowest average time were the same as Experiment 1, as shown in Figures 7 and 8.

4. Experiment 2: Non-Visual Scenario

To test the accuracy when the users performed the task with an eyes-free scenario,
we set voice guidance for a visually impaired individual. The position of the users’ hand
mapping to the current block was shown on the experiment screen in real time, and the
target block turned from green to red while the current block overlapped it.

4.1. Participants & Apparatus

The participants and apparatus in Experiment 2 were the same as in the pilot study.

4.2. Task & Procedure

The design and tasks were almost the same as in Experiment 1. The difference in
Experiment 2 was that there was no visual feedback for the users, only voice guidance. The
beginning guide audio was “The target block is X”, and it would then announce the number
of the block of the users’ hand in real time. The participants already knew the number of the
target block. This cycle would continue until the task was completed, and then the audio
would announce, “This round of the experiment ends”. Before the formal experiment,
participants were allowed to warm up with a practice session until they could under-
stand and perform the task correctly. In total, the experiment consisted of the following:
12 subjects × 6 target size levels × 4 target regions × 2 blocks × 3 repetitions = 1728 target
selection trials.

4.3. Results
4.3.1. Selection Time

We found a main effect on the average time of different regions (F3, 33 = 13.496, p < 0.001),
see Figure 9a. The post hoc tests showed a significant difference between regions A and
C (p = 0.007) and regions A and D (p = 0.002). There was a significant difference between
regions B and C (p = 0.042) and regions B and D (p = 0.002). Other regions had no significant
differences (p > 0.975). Region B had the fastest completion time, and region D had the slowest.
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Figure 9. Average times of Experiment 2. Error bars represent a 95% confidence interval: (a) average selection time with
different regions; (b) average selection time with different target size levels; and (c) average selection time for different
target size levels under different regions (A, B, C, and D).

As shown in Figure 9b, there was a primary effect on the average time of the different
target sizes (F2.222, 24.445 = 24.893, p < 0.001). A post hoc test showed no significant difference
between the 3 × 3 and 4 × 4 levels (p = 0.231). There was no significant difference between
the 5 × 5 and 6 × 6 levels (p = 0.270). There was no significant difference between the
7 × 7 and 8 × 8 levels (p = 0.142). The 3 × 3 level had the fastest completion time, and the
8 × 8 level had the slowest completion time. The higher the target size level, the longer the
time needed to select the target. The largest increase in selection time for adjacent levels
was from the 6 × 6 to the 7 × 7 level. Thus, the target size of 6 × 6 (50.67 mm length and
40 mm width) provided a threshold of the most selections without a noticeable change in
selection time.

Further analysis of target size level × target region on selection time showed there
was no significant interaction (F4.912, 54.027 = 1.575, p = 0.184), see Figure 9c. The shortest
selection time was needed when users selected a target in the 3 × 3 level. The second
shortest level was the 4 × 4 level, while the 8 × 8 level took the longest time.

4.3.2. Selection Error Rate

There was no significant effect concerning the average error rate of the different
regions (F3, 33 = 0.909, p = 0.447), see Figure 10a. The post hoc tests showed no significant
differences among all the regions (p = 0.670). Region B had the lowest completion error
rate, and region C had the highest.

Figure 10. The error rate of Experiment 2. The error bars represent a 95% confidence interval: (a) average error rate with
different regions; (b) average error rate with different target size levels; (c) average error rate for different target size levels
under different regions (A, B, C, and D).

As shown in Figure 10b, there was no significant effect concerning the average error
rate of the different target sizes (F5, 55 = 4.388, p = 0.002). The post hoc tests showed
no significant differences among all the levels of target size (p > 0.156), except for the
3 × 3 level and 6 × 6 level (p = 0.030). The 3 × 3 level had the lowest completion error
rate, and the 8 × 8 level had the highest completion error rate. The higher the target size
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level, the higher the error rate needed to select a target. The largest increase in the selection
error rate for adjacent levels was from the 4 × 4 to the 5 × 5. Thus, a target size of 4 × 4
(76 mm length and 60 mm width) provided a threshold of the most selections without a
noticeable change in selecting error rate.

Further analysis of the target size level × target region on selection error rate showed
there were no significant interaction (F5.122, 56.337 = 1.524, p = 0.196), see Figure 10c. On
average, the 3 × 3 target size level had the lowest selection error rate. The second-lowest
selection error rate was for the 4 × 4 level. The 8 × 8 level produced the highest error rate.
The participants reached the lowest selection error rate (3.54%) when the target region was
B (upper-right corner), and the highest error rate (6.31%) when the target region was C
(bottom-left corner).

4.4. Comparative Experiment 2

The participants in Experiment 2 were the same as in the pilot study, so they were
trained and familiar with the experiment. To eliminate this influence, we invited 12 external
participants who did not know the experiment in advance. The experiment process was
the same as experiment 2.

4.4.1. Selection Time

We found a main effect on the average time of different regions (F3, 33 = 13.474, p < 0.001),
see Figure 11a. The post hoc tests showed a significant difference between regions A and
C (p = 0.007) and regions A and D (p = 0.003). There was a significant difference between
regions B and C (p = 0.042) and regions B and D (p = 0.002). Other regions had no significant
differences among them (p > 0.994). Region B had the fastest completion time, and region
D had the slowest completion time.

Figure 11. The average time of comparative Experiment 2. The error bars represent a 95% confidence interval: (a) average
selection time with different regions; (b) average selection time with different target size levels; and (c) average selection
time for different target size levels and different regions (A, B, C, and D).

As shown in Figure 11b, there was a main effect on the average time of the different
target sizes (F2.222, 24.445 = 25.009, p < 0.001). A post hoc test showed no significant difference
between the 3 × 3 and 4 × 4 levels (p = 0.227). There was no significant difference between
the 5 × 5 and 6 × 6 levels (p > 0.05). There was no significant difference between the
7 × 7 and 8 × 8 levels (p > 0.05). The 3 × 3 level had the fastest completion time, and the
8 × 8 level had the slowest completion time.

Further analysis of target size level × target region on selection time showed there
was no significant interaction (F4.912, 54.027 = 1.574, p = 0.184), see Figure 11c.

4.4.2. Selection Error Rate

There was no significant effect for the average error rate of the different regions
(F3, 33 = 0.883 p = 0.46), see Figure 12a. The post hoc tests showed no significant differences
among all the regions (p > 0.05). Region B had the lowest completion error rate, and region
C had the highest completion error rate.
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Figure 12. The error rate of comparative Experiment 1. The error bars represent a 95% confidence interval: (a) average error
rate with different regions; (b) average error rate with different target size levels; and (c) average error rate for different
target size levels under different regions (A, B, C, and D).

As shown in Figure 12b, there was no significant effect for the average error rate of
the different target sizes (F5, 55 = 3.193, p = 0.013). The post hoc tests showed no significant
differences among all the levels of target size (p > 0.109). The 3 × 3 level had the lowest
completion error rate, and the 8 × 8 level had the highest completion error rate.

Further analysis of the target size level × target region on selection error rate showed
there were no significant interaction (F6.461,71.069 = 1.085, p = 0.381), see Figure 12c. Com-
pared to Experiment 2, the error rate of this experiment was slightly higher, and the average
time was slightly longer, caused by the fact that new participants were not familiar with
the experiment. The results showed that the regions (and levels) with the highest or lowest
error rates were the same as in Experiment 2. The regions (and levels) with the fastest or
slowest average time were the same as Experiment 2, as shown in Figures 11 and 12.

5. Discussion & Conclusions

In this work, we analyzed the users’ common operational area regarding partitioning
and the difference in spatial controllability between a sighted and a visually impaired
individual. We introduced three experiments and a pilot study concerning the common
spatial range and the thresholds of the target size level in the spatial region for a sighted
and visually impaired individual. We compared the speed and accuracy of the target
dimensions of six different levels and the difference in speed and accuracy among the four
azimuth regions of A, B, C, and D in both visual and non-visual scenarios. Many of our
performance study results were statistically significant, which allows us to draw many
meaningful conclusions about human-computer interaction in spatial regions that can be
used for designing techniques for sighted and visually impaired individuals. This paper
focused on systematically analyzing the common operational range of one dimension and
the threshold of two dimensions. The results are as follows:

• Common operational range. As a result of the pilot study, the horizontal range of the
common operational range was the interval of (−152, +152), and the vertical range
was the interval of (80, 320), which means that the rectangle’s length was 304 mm, and
the width was 240 mm.

• Threshold of target size levels. For a sighted person, the threshold target size was the
5 × 5 level, whose length was 60.8 mm, and the width was 48 mm. For a visually
impaired individual, the threshold target size was the 4 × 4 level, whose length was
76 mm, and the width was 60 mm.

• Target region thresholds. For a sighted individual, the threshold target regions were
region B with the shortest selection time, and region D with the lowest selection
error rate. There was a significant difference between regions B and D. For a visually
impaired individual, the threshold target region with the shortest selection time was
region B. There were no significant differences in the error rate of target selection
among all the levels.
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Based on the above results and findings, we have developed a set of preliminary
guidelines regarding target selection in spatial partitioning scenarios:

1. For visual scenarios, Region D (the bottom-right corner) is not recommended when
high speed in selecting a target is needed. However, due to its lower error rate, region
D remains a good alternative for scenes with higher requirements for a correct rate.

2. For visual scenarios, the 6 × 6 level (50.7 mm × 40 mm) is not recommended because
both its error rate and the average time were high. We recommend the 5 × 5 level
(60.8 mm × 48 mm) after considering the selection time and error rate.

3. For non-visual scenarios, we recommend region B (the upper-right corner) after
considering the selection time and error rate. Another reason is that region B costs
the least time and error rate when selecting targets.

4. For non-visual scenarios, we recommend the 4 × 4 level (76 mm × 60 mm) after
considering the selection time and error rate because it served as the threshold.

In the case of vision, researchers can refer to the design suggestions in Table 3 when
studying the space operation capabilities between users and computer screens or designing
interactive technologies based on spatial regions. In the case of non-vision, researchers can refer
to the design suggestions in Table 4 when studying the space operation capabilities between
users and computer screens or designing interactive technologies based on spatial regions.

Table 3. Design suggestions for selecting spatial targets under visual conditions.

Longest
Time

Shortest
Time

Time
Threshold

Highest
Error Rate

Lowest Error
Rate

Error
Threshold Proposal

Size 43.43 × 34.29 60.8 × 48 60.8 × 48 38 × 30 101.33 × 80 60.8 × 48 60.8 × 48
Region D B / C D / D

Table 4. Design suggestions for selecting spatial targets under non-visual conditions.

Longest
Time

Shortest
Time

Time
Threshold

Highest
Error Rate

Lowest Error
Rate

Error
Threshold Proposal

Size 38 × 30 50.7 × 40 50.7 × 40 38 × 30 101.33 × 80 76 × 60 76 × 60
Region D B / C B / D

Based on these results, we propose two techniques for two different application
scenarios, described in the following paragraphs.

A spatial gesture recognition technique for surgery can help users select targets
by using spatial region cognition and hand gestures during surgery. This technique is
designed based on the partitioning strategies of a common operational spatial region array.
This technique can meet the strict requirements of sanitary conditions during surgery (as
opposed to a touchscreen and most other existing interfaces).

Non-visual selection is a system integrated with screen reading software allowing a
visually impaired person to select targets easily. This technique is designed based on the
partitioning strategies of a common operational spatial region array. Users can use this
system to interact with the internet and web more easily. In addition, the user no longer
needs a keyboard because this system uses Leap Motion to detect a users’ hand motions
and provides voice guidance when choosing targets and to do further work.

In the future, we will further expand the results of this study and contribute to
technology accessibility for visually impaired individuals, including the exploration of a
threshold for three-dimensional interaction.
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