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Abstract: In the construction of high-speed railway infrastructure, a CRTS-III slab ballastless track
plate has been widely used. Anchor sealing is an essential step in the production of track plates. We
design a novel automated platform based on industrial robots with vision guidance to improve the
automation of a predominantly human-powered anchor sealing station. This paper proposes a precise
and efficient target localization method for large and high-resolution images to obtain accurate target
position information. To accurately update the robot’s work path and reduce idle waiting time, this
paper proposes a low-cost and easily configurable visual localization system based on dual monocular
cameras, which realizes the acquisition of track plate position information and the correction of
position deviation in the robot coordinate system. We evaluate the repeatable positioning accuracy
and the temporal performance of the visual localization system in a real production environment.
The results show that the repeatable positioning accuracy of this localization system in the robot
coordinate system can reach ±0.150 mm in the x- and y-directions and ±0.120◦ in the rotation angle.
Moreover, this system completes two 18-megapixel image acquisitions, and the whole process takes
around 570 ms to meet real production needs.

Keywords: target localization; CRTS-III; anchor sealing; vision guidance; high-resolution images

1. Introduction

With a series of technical advantages, such as high speed, high capacity, low energy
consumption, and light pollution, high-speed railways have adapted to the new demands
of modern socio-economic development [1,2]. Ballastless track plates have been widely
developed and applied worldwide to meet the requirements of high speed, high stability,
high ride comfort, and low maintenance cost of high-speed railroads. At present, Japan
has laid more than 2700 km of slab ballastless track on the Shinkansen [3]. However, the
development of ballastless tracks in Japan adopts a cooperative promotion research mode
and takes slab-type track as its primary research direction. The ballastless track structure
type on the Shinkansen is predominantly single. German railroads have adopted a more
flexible mechanism for ballastless track development and application. Ballastless track
systems, such as Rheda and Borg slab track [4], have been promoted and used extensively
on new high-speed railroads in Germany.

China Railway Track System (CRTS) III is designed and developed independently by
China and applied to new railroad lines [5]. The CRTS-III slab ballastless track plate has
good structural integrity and has become a vital technology for China’s high-speed trains
going global [6]. Anchor sealing is an essential step in the production process of track
plates, and the sealing effect of one of the anchor holes is shown in Figure 1. Currently, the
primary production method is manual operation, and this method has problems such as
high labor intensity, low production efficiency, and defective quality control. Therefore, it
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is necessary to use robotic arms instead of manual labor to improve the automation of this
production line. However, the position of the track plate is not fixed each time it arrives
at the station, which leads to the robot arm not being able to accurately find the position
of the anchor holes and complete the anchor sealing task. Therefore, it is necessary to
obtain the accurate position information of the anchor holes in advance to plan the robot’s
working path. Since the position of the anchor hole is fixed relative to the track plate, we
can transform the problem of positioning the anchor hole into the issue of locating the
track plate. In addition, under the premise of ensuring the high accuracy of acquiring track
plate position information, the speed at which information is obtained should be further
improved to shorten the production cycle.
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Figure 1. CRTS-III slab ballastless track plate without anchor sealing and anchor hole pattern before
and after anchor sealing.

Machine vision has become one of the most important sensing technologies for robots
because of its non-contact nature and convenient ability to collect large amounts of informa-
tion [7]. In recent years, the integration of robotics and vision technologies has developed
rapidly. In researching vision localization methods, many scholars have conducted a great
deal of technical exploration and practice. Wan (2021) et al. [8] proposed an industrial
robotic grinding station with vision-based burr detection and trajectory planning functions,
using a deep learning approach to find the region of interest (ROI) area of the target, com-
bined with the template matching algorithm and Line-MOD algorithm to precisely identify
position information. Xu (2017) et al. [9] developed a robotic welding system for seam
tracking based on a purpose-built vision system that used edge feature point interpolation
to plan the welding path. The experimental results showed that the welding system could
control the error within ±0.45 mm during the real-time welding process. Pagano (2020)
et al. [10] proposed a gluing machine integrating robot and vision technology. This machine
used point clouds to fit the contours of objects to achieve positioning, and the feasibility
of bonding was verified through application examples. Gao (2017) et al. [11] developed
an automatic assembling system to grab and place the sealing rings of the battery lid, which
combined the Hough transform and the algorithm of voting to achieve target positioning.
Experimental results showed that the proposed system could significantly improve the
efficiency of battery production lines. Ni (2020) et al. [12] designed a microelectronic
device detection scheme, which combined the boundary tracking algorithm and template
matching algorithm to localize the workpieces accurately. The results demonstrated that
the positioning accuracy was 0.2 mm, with a certain practical value.

In these applications of machining positioning, image feature extraction algorithms
can be broadly classified into three categories: traditional feature extraction algorithms,
template matching algorithms, and deep learning algorithms, each of which has advantages
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and disadvantages. Traditional feature extraction algorithms have good localization results
when the target features are noticeable but less adaptable in rotation and lighting changes.
The template matching algorithms are easy to use and robust, but because they are based
on sliding windows, the matching process requires traversing the whole image, which
takes longer. In addition, the template algorithms have higher requirements for template
design and image integrity. The deep learning approaches are more stable in complex
environments and can effectively improve the accuracy of feature extraction, but they
require higher computing power, which will undoubtedly increase equipment costs. This
paper uses a traditional feature extraction algorithm due to equipment cost limitations and
the difficulty of capturing the entire track plate image. We combine the feature extraction
algorithm with the threshold segmentation and outlier rejection algorithms to improve the
localization accuracy of the vision system and its adaptability to environmental changes.

This paper designs an anchor sealing platform based on industrial robots and a vision
system to automate anchor sealing tasks. The platform can adjust the robot working
trajectory without human intervention and realize the automated operation of the CRTS-III
slab ballastless track plate sealing process.

We make the following contributions in this paper:

• We design a novel automated anchor sealing platform based on vision guidance to
reduce labor costs and improve product quality (Section 2.1);

• We establish an efficient, accurate, and simple method for locating the CRTS-III slab
ballastless track plate based on the edge feature points (Section 2.2);

• We design and implement an affordable visual localization system based on monocular
camera and machine vision software in the anchor sealing platform to correct the
robot end coordinate system. Furthermore, we evaluate the system’s effectiveness in
a production environment (Section 3).

2. Materials and Methods
2.1. Platform Overview

Vision guidance technology is currently a research area of interest in robotics, enhanc-
ing industrial robots’ intelligence and environmental adaptability [13,14]. To accomplish
the automated anchor sealing task during the production of the CRTS-III slab ballastless
track plate, we design the anchor sealing platform with four six-axis robots as the actuator
and two industrial cameras as the detector, as shown in Figure 2. Considering the size of
the track plate and the robot’s arm span, we use four six-axis robots to work together. Each
robot is equipped with a glue gun and an electric grinding head for anchor sealing.
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To improve the stability of the robot in the working process, we implement the robot’s
working path planning at the reference position through the teach pendant. However, this
approach is demanding on the track plate position, and the robot has difficulty coping with
significant deviations from the track plate position. Therefore, it is necessary to introduce
vision guidance technology to detect the displacement and rotation volume of the current
track plate position compared to the reference position in real time. The end coordinate
system of the robot can be adjusted in real time according to the amount of displacement
and rotation.

2.2. Visual Localization Method Design

Due to the large size of the CRTS-III ballastless track plate, it is difficult for the
camera’s field of view to cover all of it. Therefore, to ensure the high positioning accuracy
of the system, this paper adopts a method to precisely locate the key local position of the
target and use it to infer the position information of the whole track plate. The schematic
diagram of the vision system localization principle is shown in Figure 3. To reduce the
measurement error of using a single monocular camera [15], we use a dual monocular
camera design. The blue rectangle area in Figure 3 shows the field of view of the two
cameras. We use a convenient and efficient image processing method for each target image
to obtain approximate straight lines for the two edges of the track plate (e.g., lines A and B
in Figure 3). According to the intersection point (x, y) and the tilt angle θ of the lines, we
could obtain the displacement and rotation volume of the current track plate compared to
the reference position. Moreover, the final detection result (xC, yC, θC) is equal to the mean
of the deviations in both images, as:

xC =
[(

xA − xA
)
+
(
xB − xB

)]
/2

yC =
[(

yA − yA
)
+
(
yB − yB

)]
/2

θC =
[(

θA − θA
)
+
(
θB − θB

)]
/2

, (1)

where (xA, yA, θA) and (xB, yB, θB) are the detection values of Point A and Point B, and(
xA, yA, θA

)
and

(
xB, yB, θB

)
are the reference values.
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More specifically, the data flow is shown in Figure 4, which depicts the logical model
and the data transformation of the visual positioning system. The vision localization system
collects data from the camera as the input to the system and finally transmits the position
data to the robot. The central part of the system consists of two processes: the data analysis
process and the data inference process. The data analysis process is mainly responsible for
providing pre-processed data for the data inference process and reprocessing the results
obtained from the data inference process. The data inference process is accountable for
target localization and mapping the position information in the image coordinate system
to the robot base coordinate system.
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Figure 4. Data flow of the visual localization system.

During the execution of the program, the data processing process is as follows. The
data analysis process first selects the ROI containing the target to be detected in the high-
resolution image to reduce the amount of data. Further, after data pre-processing of the
extracted ROI regions, the processing results of multiple ROI regions are saved to the
image buffer. The inference process reads the image information from the image buffer,
extracts the key feature points, eliminates the outliers, and achieves the target localization
according to the inliers. If the result of the target location is within a reasonable range,
then this detection is successful. Otherwise, it needs to be re-detected. Moreover, the hand–
eye relationship matrix obtained by the hand–eye calibration completes the coordinate
mapping under different coordinate systems. The target position information in the base
coordinate system of the robot is submitted to the data analysis process. The deviation of
the current detected position information from the base position is calculated and sent to
the robot to realize the adjustment of the robot end coordinate system. The remainder of
this subsection describes the implementation details of each process in detail.

2.2.1. Region of Interest

Figure 5 shows a sample image taken from the upper right field of view in Figure 3. We
noticed that the size of the target to be detected was only about 1/3 of the whole image, and
there was a large amount of irrelevant data in the image. Therefore, it is necessary to set the
ROI to extract the area of focus in the image before the subsequent image processing [16].
In machine vision, the form of ROI usually includes rectangles, circles, ellipses, irregular
polygons, and so forth [17]. However, if we use a closed graph, such as a rectangle, to select
the ROI, we still retain a large amount of useless information inside the target. Therefore,
to further reduce the computational volume, this paper adopts Rake ROI, which is a kind
of region of interest based on Line ROI. Line ROI is shown in Figure 6a, and the specific
presentation of Rake ROI is shown in Figure 6b. Rake ROI can be regarded as a series of
Line ROI of the same size equally spaced combinations.

Using Rake ROI to extract regions of interest in an image can significantly reduce
the arithmetic power demanded by image processing algorithms for image processing
devices and reduce the configuration cost of hardware. Assuming that the original size of
the whole image is W × H and the size of the Line ROI is 1× N, where N is the number of
pixels contained in the Line ROI, the number of pixels contained in a Rake ROI with k Line
ROI is k× N. Consider the case where the line segments of the Rake ROI are horizontal,
as shown in Figure 6b, where N ≈ W and k << H. In this system, we set the image
resolution to 4912× 3688. Depending on the value of k, H/k can be taken in the tens or
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even hundreds. In other words, using Rake ROI can compress the computational effort
tens or even hundreds of times compared to using rectangular ROI.
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2.2.2. Image Preprocessing

In practice, the edges of the images obtained are usually blurred and noisy due to
limitations in the camera focusing mechanism, the electronics of the imaging system, and
environmental factors such as illumination [18]. In this case, the edge is modeled as a slope
closer to the grayscale slope, which is shown schematically in Figure 7. The curve in
Figure 7 depicts the variation in pixel grayscale values in the 1× 390 region covered by the
Line ROI in Figure 6a, where the interval [180, 200] roughly corresponds to the junction
between the background region and the target object in the image when the edge point
could be any point in the slope.
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To improve the accuracy of feature point extraction, it is necessary to threshold the fore-
ground and background of the image to transform the slope model into a step model [19].
Threshold segmentation works by selecting a gray value as the segmentation threshold
T for region segmentation based on the gray scale characteristics of the image and sepa-
rating the foreground and background according to the threshold T to obtain a binarized
image [20]. Current mainstream threshold segmentation methods can broadly be classified
into fixed thresholding methods and adaptive thresholding methods [21,22]. The fixed
thresholding method is based on the histogram wave characteristics of grayscale to select
a fixed threshold value, which is suitable for scenes with an apparent distinction between
foreground and background. However, noise, light changes, and uneven light distribution
often disturb the image acquisition. The fixed threshold cannot be dynamically adjusted
according to the field environment. Therefore, this paper adopts the more flexible OTSU
algorithm [23], which does not need to introduce additional parameters and automatically
determine the optimal threshold in a mathematical sense based on maximizing the vari-
ance between classes. A more considerable interclass variance between background and
foreground indicates a more distinct differentiation between the two regions of the image,
where the interclass variance can be defined as:

g = ω0ω1(µ0 − µ1)
2, (2)

where ω0 is the ratio of the number of pixels in the foreground part to the total number, µ0
is the gray average of the foreground part, ω1 is the ratio of the number of pixels in the
background part to the total number, and µ1 is the gray average of the background part.
The OTSU algorithm calculates the threshold T that maximizes the variance g between
classes based on the gray distribution of the whole image by traversing the gray levels of
the image, and uses this threshold as the basis for classifying binary images.

2.2.3. Feature Extraction and Target Localization

Edge features are the most fundamental features of an image, and edges describe
regions where local features change dramatically. Edges are the end of one region and
the beginning of another [24]. The edges of an image play a key role in image analysis
processing scenarios such as image feature segmentation, texture feature classification,
and feature localization [25]. The main principle of edge detection lies in identifying
pixel points in digital images with significant color changes or luminance changes. The
significant differences in these pixel points often represent essential changes in this part of
the image features, including discontinuities in-depth, discontinuities in orientation, and
discontinuities in luminance.

The Line ROI that constitutes the Rake ROI can be considered a one-dimensional image.
Since the acquired image is discrete and contains noise, the edge definition given by using
the first-order derivative is preferable when extracting edges from the one-dimensional
grayscale profile. The salient edges can easily be selected by thresholding the absolute
value of the first-order derivative [26]. Additionally, the first-order derivative can be
approximated as a first-order difference, which is easy to calculate and can be expressed as:

∂ f
∂x

= f (x + 1)− f (x). (3)

The calculation results are shown in Figure 8. After the threshold segment, the pixel’s
gray value will experience a sudden change. At this point, it is effortless to determine
the maximum global value of the gray value gradient. The unique edge point can be
determined accurately based on this maximum value.
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value gradient calculation of the image in the original state; (b) the image style and grayscale value
gradient calculation of the original pixels after threshold segmentation.

The effect of edge feature point extraction is shown in Figure 9a. For each Line ROI in
the Rake ROI, threshold segmentation and first-order differencing can extract the target’s
relatively accurate edge position for measurement. Ideally, the edge of the CRTS-III slab
ballastless track plate should be relatively flat, as shown in Figure 9b. The set of feature
points extracted using Rake ROI can reasonably approximate the object’s edge, so the
extracted set of feature points can be directly fitted into a straight edge line by linear
regression [27,28]. Further, the position parameters of the track plate can be obtained
based on the intersection information of two adjacent edge straight lines of the object to
be measured.

However, the image edges of the captured CRTS-III slab ballastless track plates in the
real production process may have depressed and raised areas, as shown in Figure 10. Such
uneven edges may be determined by various factors, such as production molds, processing
techniques, and camera shooting angles. Therefore, the feature points extracted in these
regions should be defined as outliers. Assuming these outlier points are involved in the
line fitting, a line with a large deviation will be obtained. In this case, it will reduce the
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accuracy of the final position information, so removing the outlier points from the feature
points sequence is necessary.
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Outlier detection can be viewed as a multi-classification task for unbalanced data
under unsupervised learning or weakly supervised learning [29]. Outlier detection meth-
ods can be classified into seven methods [30]: statistical-based methods, distance-based
methods, density-based methods, clustering-based methods, and so forth. Since there
are significant differences in data size, distribution, and feature dimensions in different
application scenarios, there is no universally optimal model. When solving specific outlier
detection problems, it is necessary to choose the appropriate method according to the
characteristics of the data [31,32].

In image processing tasks, feature points are primarily represented in two or three di-
mensions. The distribution of feature points extracted using a single Rake ROI in this
paper is shown in Figure 11. A common approach in processing such low-dimensional
data is statistical-based methods [33]. Assuming that the data obey a Gaussian distribution,
about 68% of the data values will fall within an interval of one standard deviation from the
mean, as shown in Figure 12. At that point, the data outside the interval can be marked as
outliers. In addition, we also investigated the standard outlier detection methods such as K
nearest neighbors (KNN) [34], principal component analysis (PCA) [35], isolate forest [36],
and minimum covariance determinant (MCD) [37] under two-dimensional data to find
an algorithm that performs better; the detection results are shown in Figure 13 for this
feature point sample. We use a manual mechanism to verify the detection results of the
outlier algorithms by mapping inliers back into the original image and observing the fit of
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straight lines at the edge of the track plate. Finally, we choose the MCD algorithm as the
outlier detection algorithm.
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Mapping feature points to images, Figure 14 shows the results of outlier detection and
fitting the edge using inliers. After zooming in on the local area in Figure 14a, it can be
seen that the feature points in the bumpy area of the target edge can be detected very well
after outlier detection. As a whole, the edge line fitted with inliers can accurately describe
the edges of the CRTS-III slab ballastless track plate. Further, we could conveniently obtain
two straight lines of the edge of the track plate in the field of view of a monocular camera,
and the effect is shown in Figure 14b. The coordinates of the (x, y) position of the track plate
in the horizontal direction can be determined from the intersection of the straight lines, and
the rotation angle(θ) of the track plate can be determined from the slope of the straight lines.
In addition, there may be extreme cases, such as sudden locational illumination changes
in the real environment, resulting in a mismatch between (x, y, θ) and the actual position
of the track plate. So, we limit the range of values of (x, y, θ): x ∈ [xl , xu], y ∈ [yl , yu],
and θ ∈ [θl , θu]. If the detection result is outside the interval, the detection is considered
a failure and needs to be redetected. If necessary, the system will adjust the camera, light
source, and other hardware to weaken this effect.
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marked in red; (b) obtained track plate position information based on edge straight line.
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2.2.4. Hand–Eye Calibration

The relative position relationship between the track plate position parameters acquired
by the vision system and the robot end-effector in the robot base coordinate system consti-
tutes the hand–eye calibration problem of the positioning platform [38]. The vision system
converts the position parameters into coordinate information in the robot base coordinate
system based on the hand–eye relationship matrix to control the robot end-effector [39].
The hand–eye calibration accuracy is of great importance for the irradiation test results.

The calibration process requires a calibration board to complete the acquisition of
image coordinates and coordinate data in the corresponding robot base coordinate system.
Firstly, place the calibration board in the camera’s field of view and select a series of
calibration points P in the image. Then, control the robot holding the probe to reach the
corresponding calibration point. Read the coordinate PB of the robot end in the robot base
coordinate system at this time on the teach pendant. The calibration process records n sets
of measurement data, and the corresponding measurement coordinates of each set shall
satisfy the same hand–eye relationship matrix T, as:(

PB1 PB2 · · · PBn

1 1 · · · 1

)
= T

(
P1 P2 · · · Pn
1 1 · · · 1

)
. (4)

The matrix T consists of a rotation matrix R and a translation matrix t. The calibration
process mainly relies on human vision to observe the probe position. Factors such as light
and mechanical vibration in the test environment can interfere with the calibration process;
therefore, the least-squares method is well suited for estimating the hand–eye transfor-
mation relationship under two sets of coordinate systems. The least-squares solution of
the initial rotation and translation matrices is solved by the singular value decomposition
(SVD) algorithm [40].

(R, t) = argmin
R,t

n

∑
i
‖(RPi + t)− PBi‖

2. (5)

The randomness and chance of errors in the calibration process will affect the reliability
of the hand–eye relationship. In order to reduce the influence of the error data on the
calibration result, different weights are assigned to each group of data to reduce the
influence of the more significant error data on the calibration result.

Using the initial hand–eye relationship to find the corresponding coordinate P′B of
the irradiation position parameter in the base coordinate system again, we recorded the
calibration error ei of each set of measurement data and calculated the average error e.

e =
‖PBi − P′Bi

‖2

n
(i = 1, 2, 3 · · · n). (6)

Set the weight function according to each group of measurement data as:

wi = max
(

0,
ke− ei

ke

)
(i = 1, 2, 3 · · · n). (7)

In order to ensure the integrity of the measurement data, the value of the variable k in
Equation (7) is restricted. The value of variable k is the result of rounding under the ratio
of the maximum error emax to the average error e in the measurement data, and the value
of k should not be less than 2. The weights are set so that the smaller the measurement
data error, the larger the proportion of the group’s weight of measurement data, and vice
versa. Thus, outlier data that significantly deviate from the error distribution interval
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are excluded. The least-squares solution of the hand–eye relationship matrix T is again
obtained using the measurement data with the entitled values as follows:

(R, t) = argmin
R,t

n

∑
i

Wi‖(RPi + t)− PBi‖
2. (8)

After that, the weights are updated according to the new errors, and the above process
is iterated until the hand–eye calibration errors converge within a reasonable interval,
completing the hand–eye calibration process.

3. Results and Discussion

We tested the effect of the visual positioning system in a real production environment.
The equipment distribution model is shown in Figure 15a, with the CAD model of the
anchor sealing platform on the left and the physical view of the site on the right. We used
four six-axis robots as actuation equipment. The image acquisition equipment includes
two Teledyne DALSA GigE cameras with 18 megapixels and 35 mm focal length lenses.
The image processing software was developed based on Sherlock7 and C++. In order
to cope with the positioning requirements of different sizes of CRTS-III ballastless track
slabs, the cameras were mounted on top of the sliding table and moved along with the
sliding table according to programmable logic controller (PLC) trigger signals. The image
processing equipment was an Industrial PC (IPC) configured with Intel(R) Celeron(R) J1900
@ 1.99GHz CPU and 4GB RAM. As shown in Figure 15b, the camera, PLC, IPC, and robots
were connected via industrial Ethernet. In order to ensure the clarity of the image, we
set the image resolution to 4912× 3688. At this time, the field-of-view size was about
200× 150 mm2 at a camera height of 1.2 m.
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A visual representation of the target localization results in the image processing
software is shown in Figure 16. Two regions of interest are set separately for a single image
in the figure, and these two regions of interest are sufficient to cover all possible locations
of two adjacent edges of the CRTS-III slab ballastless track plate. Threshold segmentation,
edge point detection, outlier rejection, and straight-line fitting operations are applied to all
four Rake ROI-selected image regions. These four edge straight lines obtained can fit the
four edges of the entire track plate very accurately and calculate the position information
of the track plate in the image. Further, the hand–eye relationship matrix obtained from
the hand–eye calibration calculation is used to map the position information of the track
plate in the image coordinate system to the robot base coordinate system, thus guiding
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the motion of the six-axis robot. The six-axis robot performs the anchor sealing action, as
shown in Figure 17.
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In this automatic anchor sealing platform, accurate positioning of the track plate
position is a prerequisite for post-sequence operation. The positioning accuracy of the
vision system is directly related to whether the robot can complete the anchor sealing task
correctly. On the other hand, the robot will not start working until it receives the position
information from the vision system, and the idle waiting time of the robot is directly related
to the length of the whole production cycle. To verify the feasibility of the visual positioning
system, we evaluate the repeatable positioning accuracy and the temporal performance
of the system in Sections 3.1 and 3.2. We measure the accuracy and the precision of the
measurement data by statistical indicators such as arithmetic mean (AM), mean absolute
deviation (MAD), and sample standard deviation (SD) as:

MAD =
1
n

n

∑
i=1
|xi − x| (9)

SD =

√
∑n

i=1(xi − x)2

x− 1
(10)
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3.1. Evaluation of Repeatable Positioning Accuracy

The production platform is located in a semi-open environment, and the most influen-
tial factor on the accuracy of the visual localization system is the ambient light. Therefore,
to verify the repetitive positioning accuracy of the visual localization system under differ-
ent lighting conditions, we design repetitive experiments for different periods. Since the
final actuator of the production platform is a six-axis robot, the robot coordinate system
is selected as the reference coordinate system in the experiment. During the experiment,
the position of the track plate is kept constant, and the robot clamping probe acquires the
current position information of the track plate under the robot base coordinate system.
The specific data in the robot demonstrator are used as the reference value. The visual
positioning program performs the positioning task once every 3 min, 200 times. The
(x, y, θ) measurements obtained from these 200 sets of experiments were compared with
the reference values to obtain the errors (∆x, ∆y, ∆θ).

The error bar plotted for 200 sets of (∆x, ∆y, ∆θ) data is shown in Figure 18, and
the results of the specific numerical analysis of the data range, AM, MAD, and SD of
the experimental results are shown in Table 1. The experimental results show that the
visual positioning system is more drastically affected by the light and has lower precision.
However, its accuracy is higher and can meet the practical requirements. As can be
seen from Table 1, the MAD and SD of the data are relatively large, and the relative
standard deviation in x and y directions can reach −12.99% and 17.8% after calculation,
which means the data distribution is relatively discrete. However, the vision localization
system can achieve a repeatable positioning accuracy of ±0.150 mm in both x and y
directions. For the x-direction, the probability that any measurement falls in the interval
[−0.114, 0.106] is 98.5%. For the y-direction, about 97.5% of the measurements fall in the
interval [−0.094, 0.099]. The error of the rotation angle θ can be controlled within ±0.120◦.
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AM −0.004 0.002 0.010

MAD 0.046 0.038 0.030
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3.2. Evaluation of Temporal Performance

The results of the temporal performance evaluation of the vision localization system
are shown in Figure 19. In this paper, the visual localization system’s statistical range
of time consumption covers the whole process of acquiring images, image processing,
extraction of position information from the track plate, and sending the extracted position
information to the robot controller. We count the total execution time of this process for
70 groups. The results of the analysis of the specific values of the execution time are
shown in Table 2. The shortest execution time is 563.45 ms, the longest execution time
is 583.15 ms, and the arithmetic mean of all the data is 571.21 ms. The MAD and SD of
the data are relatively small, which means that the precision is relatively high. Moreover,
it can also be seen from Figure 19 that the vast majority of the data are concentrated in
the interval of [560, 580]. More precisely, the probability of any measurement falling in
the range [562.85, 571.69] is about 98.6%. It is worth noting that this system uses a dual
monocular camera, which means that it takes about 570 ms to complete the acquisition
of two 18-megapixel images, the extraction of target position information, and the data
communication between the modules. It can fully meet the needs of production beats.
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Table 2. Summary of evaluation items and experimental results of temporal performance.

Data Range(mm) AM (ms) MAD (ms) SD (ms)

563.45–583.15 571.27 3.27 4.21

4. Conclusions

Automated production systems are critical for improving productivity and increasing
product quality in the construction of high-speed railway infrastructure. In this paper,
an automated anchor sealing platform was designed based on six-axis robots and a machine
vision system with the CRTS-III slab ballastless track plate required for high-speed railroads
above 300 kM/h as the target product. The platform solves the high intensity and low
efficiency of manual work at the anchor sealing station in the prefabrication process of
the track plate. To improve the robustness of the six-joint robot in the case of deviation
of the track plate position, we design an accurate and low-cost visual localization system
to guide the robot motion. We carefully design a structure combining a dual monocular
camera and a sliding table, which can acquire 4 k (4912× 3688) images corresponding
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to a localized 200× 150 mm2 area and detect track plates with different sizes. We use
an edge feature point-based approach to fit the target edges to enable efficient and accurate
target localization in 4 K high-resolution images. In the target localization method, we
use Rake ROI to extract the region of interest, significantly reducing the data volume and
improving detection efficiency. The outlier rejection algorithm enhances the accuracy of
the fitted edges. We have verified the visual localization system’s repeatable positioning
accuracy and temporal performance in a real production environment. Using the six-axis
robot coordinate system as the reference coordinate system, we achieved a repeatability
accuracy of ±0.150 mm in the x and y directions, and the error of the rotation angle θ can
be controlled within ±0.120◦. The test results show that the visual localization system
designed in this paper has good robustness to environmental changes such as illumination.
In terms of time performance, it only takes about 570 ms from image acquisition and
processing to the completion of the transformation of the hand–eye relationship from
the image coordinate system to the robot coordinate system, most of which is spent on
the transmission of the 18-megapixel image data. The successful practice resulting from
the work in this paper can be successfully extended to other real-world scenarios with
computational and runtime limitations. In addition, the research on the visual localization
system in this paper provides insights for other tasks such as non-contact and high-precision
measurement and inspection in industrial environments.
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