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Abstract: Accurately extracting the grape cluster at the front of overlapping grape clusters is the
primary problem of the grape-harvesting robot. To solve the difficult problem of identifying and
segmenting the overlapping grape clusters in the cultivation environment of a trellis, a simple method
based on the deep learning network and the idea of region growing is proposed. Firstly, the region of
grape in an RGB image was obtained by the finely trained DeepLabV3+ model. The idea of transfer
learning was adopted when training the network with a limited number of training sets. Then, the
corresponding region of the grape in the depth image captured by RealSense D435 was processed
by the proposed depth region growing algorithm (DRG) to extract the front cluster. The depth
region growing method uses the depth value instead of gray value to achieve clustering. Finally,
it fils the holes in the clustered region of interest, extracts the contours, and maps the obtained
contours to the RGB image. The images captured by RealSense D435 in a natural trellis environment
were adopted to evaluate the performance of the proposed method. The experimental results
showed that the recall and precision of the proposed method were 89.2% and 87.5%, respectively.
The demonstrated performance indicated that the proposed method could satisfy the requirements
of practical application for robotic grape harvesting.

Keywords: grape segmentation; DeepLabV3+; deep learning; region growing

1. Introduction

Grapes are one of the most popular fruits in the world. With the rapid development of
the grape industry, Chinese grape planting areas and yields have substantially increased in
recent decades. Commonly, the grapes could be divided into two categories: wine grapes
and table grapes. For grapes used for wine, there is no need to consider the shedding of
berries and the damage to the clusters during the picking process, which is more suitable
for non-selective mechanized picking methods. However, for the picking of table grapes,
it is necessary to consider that there may be fruit loss and berries injured during the
picking process. Therefore, the large-scale, non-selective mechanical picking method is not
suitable for the harvest of table grapes. Usually, the harvesting of table grapes is performed
manually, which is a labor-intensive and time-consuming procedure [1].

However, the shortage of labor, the aging of the population, and the declining birthrate
are not the only bottlenecks encountered in the development of agriculture but they are
also some of the difficulties faced encountered in the development of all labor-intensive
industries in the world. With the development of robot technology, the best strategy
for solving this problem is to use robots instead of farmers to harvest table grapes. For
harvesting robots, fast and accurate identification and positioning of the grapes, especially
the identification and segmentation of overlapping grape clusters, is the prerequisite and
key technical step for picking fruit successfully.
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The accurate recognition of grapes has attracted the attention of many scholars and
has been widely studied. In [1], Zernike moments and color information were applied in
order to develop an SVM classifier for detecting red grapes successfully, but these methods
have had a disappointing result for white grapes with less than 50% of correct classification.
Reis et al. proposed a system for detecting bunches of grapes in color images, which could
achieve 97% and 91% correct classifications for red and white grapes, respectively [2].
The system mainly includes the following three steps to realize the detection and location
of the grapes: color mapping, morphological dilation, and the detection of black areas and
stems. In [3], a detector named DeepGrapes was proposed to detect white grapes from
low-resolution color photos. In order to greatly reduce the final number of weights of the
detector, weave layers were used to replace the generally used combined layers in the
classifier. The detector could reach an accuracy of 96.53% on the dataset created by the
author, which is free of charge and can be accessed from www.researchgate.net. Liu et al.
utilized color and texture information as the feature to train an SVM classifier for the
recognition of grapes [4]. The algorithm mainly includes three steps: image preprocessing,
SVM classifier training, and image segmentation in the test set. Image preprocessing
includes Otsu threshold segmentation, denoising, shape filtering, and so on, which are
not only used for the training set but are also applied to the test set. Experiment results
demonstrated that the classifier could reach an accuracy of 88% and recall of 91.6% on two
red grape datasets (Shiraz and Cabernet Sauvignon). In 2015, a fuzzy c-means clustering
method with an accuracy of 90.33% was proposed in [5]. The H channel of the HSV image
was clustered using the fuzzy c-means clustering algorithm to segment grape objects.
The initial clustering center of fuzzy c-means clustering is optimized using the artificial
bee colony algorithm to accelerate the clustering speed and reduce iteration steps. In the
next year, another paper by the same research team applied the AdaBoost framework to
construct four weaker classifiers into a strong classifier, which significantly improved the
detection performance. In the test stage, after the test image was processed by the classifier,
the region threshold method and morphology filtering were used to eliminate noise and
the final average detection accuracy was 96.56%.

The above studies mainly focused on the recognition of the grape and did not involve
the segmentation of overlapping clusters. However, the overlapping of grape clusters
in the vineyard is inevitable, especially in the trellis cultivation mode. For the robotic
harvesting of grapes, grape characteristics, such as softness and irregular shape, make it
unfeasible to grasp the fruit directly, and grasping and cutting the peduncle of the grape
is an alternative method for harvesting. The recognition and location of the peduncle
then became particularly important. However, at present, the method of recognition and
location of the peduncle is based on the location of the whole grape cluster. This makes the
segmentation of overlapping clusters more important, especially the extraction of the front
cluster, as it is the basis of subsequent peduncle recognition and location. There has also
been a lot of research into the segmentation of overlapping fruit.

Chinchuluun R. et al. realized the segmentation of overlapping citrus using two steps.
First, the citrus area was obtained by color information, and then the overlapping fruits
were segmented using the marker-controlled watershed algorithm [6]. In [7], based on
morphological operation, texture analysis, and random Hough transform, the mangoes in
the image were extracted and the overlapping mangoes were further segmented by ellipse
fitting. In [8], a method based on edge curvature analysis was proposed for the recognition
of overlapping tomatoes. The curvature anomaly points were eliminated first, then the
complete contour of the tomato was reconstructed using circular regression of the filtered
points. A method based on convex hulls was proposed in [9] to segment overlapping
apples. In the research, the contour of overlapping occluded fruits was reconstructed by
the Spline interpolation algorithm. Lu J. et al. adopted three indicators that included
length, curvature, and convexity to filter the effective segment of the contour of citrus
fruits and further reconstructed the contour of the occluded fruit by ellipse fitting [10]. In
addition, there were also some studies for the segmentation of overlapping grape clusters.

www.researchgate.net
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For the segmentation of double grape clusters, Luo et al. proposed a method based on
the geometric characteristics of overlapping grape contours [11]. First, the grape region
was extracted by k-means clustering on the H component of the HSV color space and the
contour was extracted based on the clustered grape region. Then, a geometric model was
established to obtain the contour intersection points of double overlapping grape clusters
using profile analysis such that the regional pixels of double grape clusters were separated
by a line connecting double intersection points. In [12], Liu et al. proposed a method
based on the improved Chan-Vese model to extract the front grape cluster. In the grape
recognition stage, they also used the k-means clustering on the H component of the HSV
color space to obtain the grape region. However, in the overlapping clusters segmentation
stage, an improved Chan–Vese model was applied to extract the front cluster from the
overlapping grape clusters and obtain a fine contour. In addition, they also performed
contour analysis of the grape region obtained in the recognition stage to obtain the center
point of the target cluster, which was necessary for the use of the Chan–Vese model.

The above research is mainly based on the gray, or geometric, characteristics of the
edges to segment the overlapping fruits. Although these methods have achieved good
segmentation results for different fruits under different conditions, there are still problems
such as little occlusion, relatively simple background, and a small number of overlapping
fruits, which make it difficult to meet the practical needs of harvesting robots in natural
environments. In addition, the method of fitting using circles or ellipses can only obtain
a rough approximate contour rather than an accurate contour. Further, the calculation
procedures of contour-analysis-related methods are too complicated and can only handle
relatively simple fruit overlapping situations.

To address the issue of the complicated calculation procedure, the existing method
could only handle a double overlapping situation. In this study, a simple method is
proposed for the segmentation of overlapping grape clusters on a trellis. The segmentation
of grape overlapping on trellises was taken as the research object, and a simple method
was proposed to deal with double overlapping and multiple overlapping. The main work
of this study are as follows:

(1) A semantic segmentation model was trained by our own annotated dataset for the
recognition of grapes.

(2) The idea of transfer learning was adopted to improve the segmentation performance
of the semantic segmentation model.

(3) Based on the idea of the region growing algorithm, a depth-based region growing
method (DRG) was proposed to extract the front cluster of overlapping grape clusters.

The remainder of the article is organized as follows. In Section 2 the motivation of
the proposed method is given. In Section 3, the sketch and the detailed procedure of the
proposed method are presented. In addition, Section 4 presents the experiment method
and materials, and a comprehensive discussion based on the results of the experiment.
Finally, a conclusion of the research and the future work are given in Section 5.

2. Motivation

With the rapid development of deep learning, a variety of networks have been pro-
posed and have achieved remarkable achievements in various fields, including in agricul-
ture. In contrast to the conventional image process method, deep learning can automatically
learn the hierarchical feature expression hidden deep in the images, avoiding the tedious
procedures to extract and optimize handcrafted features [13]. In the field of agriculture,
networks such as Mask R-CNN and YOLO series are usually adopted for target detection
and have achieved good effects for mangoes [14,15], strawberries [16], and apples [17].
However, some other models are used for classification such as AlexNet and GoogLeNet.
The application of deep learning in image processing can be divided into three classes:
(1) target classification, that is, to determine the category of the target in the image, such
as for fruit variety recognition, disease variety recognition, and fruit grading; (2) target
detection, that is, detecting and locating the target in the image that is commonly used
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in target detection models including R-CNN, Fast R-CNN, Faster R-CNN YOLO, etc.,
which are often used to detect fruits or disease in the image; (3) semantic segmentation,
which can accurately determine the category of each pixel. For example, in [18], the finely
trained DeepLabV3+ could represent the background pixels as black and the target as
red. In summary, the model related to target recognition is not applicable to this research.
In addition, the target-detection-related model generally generates a bounding box in the
image to locate the grape, which cannot obtain the contours of the target. Since the accurate
segmentation of the grape region is the prerequisite for the segmentation of overlapping
grapes, the target-detection-related model is also not suitable for this research. Compared
with classification and target detection, semantic segmentation can achieve pixel-level
segmentation of targets, which is more suitable for this work. However, there are a variety
of semantic segmentation models such as U-Net, FCN, SegNet, PSPNet, and DeepLab
series, etc. Among the various semantic segmentation models, DeepLabV3+ had been
extensively used in many studies [18–20] and can obtain more accurate contours. Therefore,
DeepLabV3+ was chosen as the model for the recognition of grapes.

To extract the front cluster of overlapping grape clusters, it is necessary to find the
difference between the front cluster and the occluded cluster, and the more significant
the difference, the better the segmentation result. Therefore, our main goal was to find
the biggest difference between overlapping grape clusters. From the front view two
overlapping clusters of grapes can be seen, as shown in Figure 1a. As they are grapes of the
same variety, their colors are basically the same, so it is difficult to distinguish them from
each other by color information. However, when we observe the relationship between
the camera and the overlapping grape clusters from another angle, as shown in Figure
2, the distance between the two grape clusters and the camera is different in terms of
spatial position. From Figure 2, we can intuitively observe that the distance from the front
grape cluster to the camera is less than the distance from the occluded grape cluster to
the camera. With the problem of overlapping grape clusters segmentation, if we use the
camera that can obtain the target distance and make use of the difference of the distance
between the overlapping grape clusters and the camera, the difficulty of the problem will
be greatly reduced. Fortunately, with the continuous development of sensor technology,
many low-cost RGBD cameras are emerging. Among them, the Intel RealSense series is
widely used in various fields for different applications. In this research, the RealSense
D435 was chosen as the sensor to capture RGB and depth data.
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Figure 1. Trellis cultivation environment of grapes. (a) The front view of the overlapping grape
clusters, and (b) the grape cultivation environment.
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Figure 2. The side view of the overlapping grape clusters.

Due to the high similarity in color and gray level between overlapping grape clusters,
the depth between them relative to the camera is highly different. Therefore, based on this
point, we propose an algorithm, the depth region growing method, to extract the front
grape cluster of the overlapping grape clusters. The conventional region growing algorithm
is a serial region segmentation method based on gray similarity and gray discontinuity. Its
basic idea is to gather pixels with similar properties to form a region. Compared with the
conventional region growing method, the basic idea of the proposed depth region growing
method is similar, except that the color or gray similarity is replaced by the depth similarity.
The main idea and procedures of the depth region growing algorithm are shown in Figure 3.
Firstly, one pixel of the front grape cluster is selected as the seed point as shown in Figure 3b.
The depth similarity between the seed point and its adjacent points (4 or 8 neighborhood
points) is then evaluated as shown in Figure 3c. If the similarity conditions are met, it is
considered that the compared point belongs to the front grape cluster and continues to
take the adjacent point of the grown points for similarity comparison with the seed point.
After a round of growing, the complete front grape cluster can be obtained, as shown in
Figure 3d.
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Figure 3. The steps of the proposed depth region method. (a) The overlapping grape clusters, (b) the
seed point, (c) region growing, and (d) the extracted front cluster.
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3. Methodology

The main procedure of the proposed algorithm for the segmentation of overlapping
grape clusters is shown in Figure 4. First, the RGB image is input into the finely trained se-
mantic segmentation model (DeepLabV3+) to realize the pixel-level segmentation of grape
clusters. The grape region is then mapped to the preprocessed depth data to determine
the grape region in the depth map, and the depth-based region growth method proposed
in this paper is then implemented to obtain the front cluster and fill the holes inside the
extracted region. Finally, the contours of the extracted region are extracted and mapped
back to the original RGB image.
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3.1. Recognition of Grape Clusters Based on DeepLabV3+
3.1.1. DeepLabV3+ Network

DeepLabV3+ is a semantic segmentation neural network designed by Liang Chieh
Chen et al. [21] in 2018 and is based on DeepLabV3. DeepLabV3+ is now widely used in
various complex scenes for target segmentation, such as for skin lesions, road potholes,
and weeds [22–24]. The network is composed of two parts: the encoder and the decoder,
as shown in Figure 5. In the encoder module, the input image first passes through the
atrous convolution, which is a powerful tool that allows the extraction of the features
computed by deep convolutional neural networks at an arbitrary resolution. In addition,
the atrous convolution can greatly reduce the complexity and obtain similar (or better)
performance. A simple yet effective decoder concatenates the low-level features from the
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network backbone with the upsample encoder features, then several 3× 3 convolutions and
upsampling by a factor of 4 are applied to refine the segmentation results along the object
boundaries. In addition, the model applies depthwise separable convolution to increase
the number of feature acquisition layers and suppress the number of model parameters.
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3.1.2. Image Annotation

The LabelMe software was used to annotate the dataset, which is boring and time-
consuming work. The grape clusters were annotated as red, while the background pixels
were annotated as black. By the procession of LabelMe, all the three-channel images were
converted to one-channel images. The corresponding area of grape cluster regions were set
to one and the background region was set to zero. This was because the adopted network
could only process one-channel labeled images in the supervised learning training stage,
rather than three-channel color images.

3.1.3. Data Argument

Data argument is a common method used to expand the amount of data and improve
the generalization ability of the model in deep learning. It improves the robustness of the
model and also prevent overfitting in the training stage. By applying translation, flipping,
and adding noise disturbance to the original collected images, the number of images can be
increased from 300 to 1200, which greatly improves the quality and quantity of the dataset.
Part of the labeled images and original images in the dataset are shown in Figure 6.
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3.1.4. Transfer Learning

Generally, a large dataset is necessary to train a deep network from scratch. However, with
the established dataset of only a few images it was impossible to train the DeepLabV3+ from
scratch, and it was easy to cause over fitting. In addition, the huge consumption of computing
resources and time was also inevitable. To address the above issues, transfer learning was
adopted to allow the DeepLabV3+ to be able to segment grapes with high accuracy on the
condition that only a small dataset was provided. The basic idea of transfer learning is to
transfer the knowledge gained in other fields to a new task [25]. In order to implement the
transfer learning, the DeepLabV3+ was first trained on the PASCAL VOC2012, which contained
tens of thousands of images with 20 classes. Furthermore, the established dataset was applied
to finely tune the pretrained model by setting it to discard the parameters of the last learnable
layer and freeze the parameters of the other layers. In particular, in order to make the pretrained
network compliant to our task, the number of the last convolution kernels should be adjusted
into the predicted category. In our case, two categories should be predicted, i.e., background
and grape, then the number of the last convolution kernels should be set as two.

3.1.5. Model Training

Table 1 shows the parameters used for training the DeepLabV3+ network. Figure 7
shows the accuracy and loss curves obtained on the training dataset. The polylearning rate
strategy was adopted, and the learning rate of each iteration was obtained using Equation
(1). In addition, the train batch size was set to 16, the weight decay was set to 0.00004, and
the momentum was set to 0.9.

LR = InitialLR(1− iter
maxiter

)
power

. (1)

where LR is learning rate, InitialLR is the initial learning rate, iter is the current number of
iterations, maxiter is the maximum number of iterations, and power is the exponent of the
power operation.

Table 1. Training parameters of DeepLabV3+.

Parameters Value

Backbone Xception
Initial learning rate 0.004

Learning power 0.9
Epoch 50

Weight decay 0.00004
momentum 0.9
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3.1.6. Recognition of the Grape Clusters

Once DeepLabV3+ was trained on the dataset, it had a strong semantic segmentation
ability to recognize the grape clusters. The input image, as shown in Figure 8a, is processed
by DeepLabV3+ and the output image is shown in Figure 8b. It can be seen that some
black holes were contained inside the grape-cluster area, as shown in Figure 8b. This was
because the DeepLabV3+ could realize pixel-level semantic segmentation, and the model
could distinguish each pixel in the input image and determine whether it was grape or
background. Comparing it with the original picture, we can see that the black hole area is
the background through the gap between grape berries. Therefore, the model accurately
segmented these pixels into the background rather than grape clusters.
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3.2. Extraction of the Front Cluster
3.2.1. Preprocessing of the Depth Map

There were many zeros in the original captured depth image. These zeros were not the
actual distance of the target but some invalid values, as shown in Figure 9a. The existence
of these zeros will have had a significant impact on the proposed algorithm, considering
the effective range of RealSense D435 and the workspace of a commonly used manipulator.
Therefore, to eliminate the influence of these zeros, a preprocessing operation was adopted
for the depth image where all the zeros were replaced by 2 m. In addition, all the points
with values greater than 2 m were also replaced with 2 m and the results are shown in
Figure 9b.
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3.2.2. Selection of the Seed Point

The region growing method needs to select a seed point from which to calculate
the starting of growing. In the conventional region growing method, the seed point is
selected interactively or fixedly. The former method has poor flexibility and needs manual
intervention, which is not conducive to the robot’s automatic operation. In addition, the
position of grape clusters in the image is random; hence it is impossible to select a fixed
point in the image as the seed point. According to the purpose of this study, i.e., to extract
the front cluster of overlapping grape clusters, as shown in Figure 10, the nearest point (A)
between the overlapping clusters and RealSense D435 was selected as the seed point.
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Figure 10. The selection of the seed point.

3.2.3. Selection of the Similarity Threshold

Similarity was the key to determine whether an adjacent pixel could be integrated into
the grown area. For the conventional region growing method, the similarity is generally
measured by the difference of the gray value of different pixels, while for the proposed
algorithm the difference of depth value of different pixels was used to measure the similarity.
We randomly selected some Kyoho grape clusters to measure their respective diameters
and took the average radius as the similarity threshold. This meant that starting from
the seed point, when the distance between the adjacent point and the seed point was less
than the similarity threshold, the point was judged to belong to the same cluster as the
seed point.

To obtain the similarity threshold, ten bunches of Kyoho grapes were randomly se-
lected. According to the observation, three possible maximum diameters were selected and
measured with a vernier caliper. The maximum diameter was recorded as the maximum
diameter of this bunch of grapes (one decimal reserved). As shown in Figure 11, the mean
diameter was 107.6 mm, with variations of 78–132 mm. Therefore, 58.8 mm (107.6/2) was
chosen as the similarity threshold.
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3.2.4. The Effect of Camera Tilt Angle

As shown in Figure 12, the RealSense D435 was placed on a triangle bracket and faced
a white wall to capture the depth image of the wall. When the optical axis of the camera
was perpendicular to the white wall, the depth image captured was as shown in Figure 12a,
and the image captured by the camera at a certain pitch angle was as shown in Figure 12b.
The color of the depth image was linear with depth value. The color of the depth image
in Figure 12a was the same, indicating that the depth values from each point of the white
wall to the camera were the same, while the color of the upper part of the depth image in
Figure 12b was obviously different from the lower part, which indicated that the depth
values were different.
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The reason for the phenomenon shown in Figure 12 is that the value of depth pixel in
the depth image represented the distance of an object to the imaging plane of the RealSense
camera rather than to the actual RealSense, as shown in Figure 13.
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Figure 13. The meaning of depth value of the RealSense D435.

Owing to the imaging characteristics of the RealSense mentioned above, the tilt angle
of the camera when it captured the target will have had a great impact on the performance
of the proposed depth-based region growing algorithm. As shown in Figure 14a, assuming
that the imaging plane was perpendicular to the ground, two points A and B in the
coordinate system of the RealSense D435 differed only by L on the OY axis. According to
the imaging characteristics of the depth image, the depth value of A and B should have
been equal, i.e., AA′ = BB′.
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Suppose that the camera was rotated in the counterclockwise direction by an angle
of θ

◦
, as shown in Figure 14b. The depth value of A and B were then no longer equal.

The relationship of depth value of A and B is as follows:

AA′ = AC + CA′, (2)

according to the geometric relationship shown in Figure 14b,

CA′ = BB′, (3)

then,
AA′ = AC + BB′. (4)

Equation (2) indicates that due to the tilt of the camera, there is a depth difference AC
between points A and B on the depth image. According to the principle of trigonometric,
we can obtain:

AC = L sin(θ), (5)

where AC is the depth difference, and θ is the tilt angle of the RealSense camera.
Equation (5) shows that the depth difference between A and B in the depth image is

influenced by two factors θ And L.
It was assumed that point A was the highest point from the grape cluster to the

ground, B was the lowest point, and AB was perpendicular to the horizontal plane. Then
L was the length of the grape cluster. Therefore, the depth difference between A and B was
related to the tilt angle of the camera and the length of the grape cluster. Figure 15 shows
the length of 10 randomly selected grape clusters (Kyoho). The length varied from 227 mm
to 258 mm, and the average value was 242 mm. Taking the average value into Equation (1),
we can obtain:

AC = 242× sin(θ). (6)

Equation (6) indicated that the depth difference for front grape cluster extraction is
only related to the tilt angle of the RealSense. When θ is 0, there was no depth difference,
and the segmentation performance was the best. With the increase in tilt angle, the greater
the depth difference was the more influence there was on segmentation performance.

Therefore, when installing the camera on the robot, the optical axis of the camera
should be parallel to the horizontal plane as far as possible, to reduce the impact of camera
tilt angle on the segmentation effect. However, the robot working site was not horizontal
and was often rugged. The rigid interconnection of the camera and the robot inevitably
produced a tilt angle of the camera. We assumed that the tilt angle in the actual robot
operation was between −15◦ and +15◦, and we tested the influence of the tilt angle on the
proposed algorithm. It should be noted that our assumption was reasonable. Figure 1b
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shows the grape planting and cultivation environment. Although the ground was not
completely flat, the inclination angle generated by the robot operating in this environment
should not have exceeded the range we assumed.
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3.2.5. The Extraction of the Front Grape Cluster

By applying the proposed algorithm to the grape region in the depth image, the front
cluster of the overlapping clusters could be obtained. However, there are some holes inside
the region, as shown in Figure 16a. Two reasons are responsible for these black holes:
1. The output image of the DeepLabV3+ network contained black holes, and the proposed
algorithm did not deal with such areas on the depth image, so that such black holes were
retained. 2. The proposed depth region growing method failed to extract all pixels of the
front grape cluster due to a lack of depth values in the region. For the accurate extraction
of the subsequent contours of the whole front cluster, the holes needed to be filled, and the
hole-filled front cluster was as shown in Figure 16b.
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Figure 16. Extraction of the front grape cluster. (a) Front cluster with holes, and (b) the front cluster
with no holes.

3.2.6. The Extraction of the Contour

When the front cluster of the overlapping cluster was determined the contour could
be obtained, as shown in Figure 17a. In order to visually observe the extraction effect, the
contour was mapped back to the RGB image, as shown in Figure 17b. It can be seen that
the method proposed in this article could not only obtain the front cluster but also that a
finer contour could be obtained.
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Figure 17. The contour of the front cluster. (a) Contour of the front cluster, and (b) contour of front
cluster in RGB image.

4. Experiments Result and Discussion
4.1. Data-Acquisition Materials and Method

The dataset used for the DeepLabV3+ training was established by another study
performed by our research group [26]. All the images used to verify the proposed algorithm
were captured by the RealSense D435 (as shown in Figure 18a) at the vineyards of LaoFang,
Jurong, Zhenjiang, and Jiangsu, under different light conditions (front light, backlight,
cloudy, rainy, etc.).
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Figure 18. Instruments and equipment used for image capture. (a) RealSense D435, and (b) XSENS
MTi-300.

The maximum diameter and length of randomly selected grape clusters were measured
by a digital display vernier caliper (measuring range: 0–300 mm, resolution: 0.01 mm).

The images used to verify the effect of the camera tilt on the proposed algorithm were
captured by a method as shown in Figure 19. Xsense MTi-300 (as shown in Figure 18b)
was attached to the back of the RealSense D435, forming a rigid body to keep both in the
same altitude. The altitude of MTi-300 could be transmitted to the laptop through a USB
interface in real time and displayed in the MT manager software.



Electronics 2021, 10, 2813 15 of 21
Electronics 2021, 10, x FOR PEER REVIEW 16 of 22 

Figure 19. Images captured with different camera tilt angles. 

4.2. Dataset and Evaluation Metrics

4.2.1. The Performance of DeepLabV3+ to Segment Grapes 

A total of 35 images were adopted to evaluate the performance of the finely trained

DeepLabV3+ network. Among them, 20 images were collected at random shooting angles

to evaluate the overall performance of the proposed algorithm, and the other 15 images 

collected at different specific angles were used for the robustness of the algorithm to dif-

ferent shooting angles of the cameras. The benchmark dataset was obtained by manually 

annotating with the LabelMe software. Two metrics, i.e., IoU and F1 score were chosen to 

evaluate the segmentation performance on the test dataset. The meaning of IoU is shown 

in Figure 20, and the equation of IoU is: 

,
TP

IoU
TP FP FN

=
+ +

(7)

where TP  is the number of true positive pixels of the segmented grape region, FP  is 

the number of false positive pixels of the segmented grape region, and FN the number

of pixels that are not segmented but actually belong to the grape region. 

Figure 20. The meaning of the IoU metric. 

The F1 Score is a harmonic metric, which takes into account both the recall and pre-

cision of the classification model. The equation of the F1 Score is as follows:

F1 2 ,
recall precision

Score
recall precision


= 

+
 (8)

where recall is defined as follows:

Figure 19. Images captured with different camera tilt angles.

4.2. Dataset and Evaluation Metrics
4.2.1. The Performance of DeepLabV3+ to Segment Grapes

A total of 35 images were adopted to evaluate the performance of the finely trained
DeepLabV3+ network. Among them, 20 images were collected at random shooting angles
to evaluate the overall performance of the proposed algorithm, and the other 15 images
collected at different specific angles were used for the robustness of the algorithm to
different shooting angles of the cameras. The benchmark dataset was obtained by manually
annotating with the LabelMe software. Two metrics, i.e., IoU and F1 score were chosen to
evaluate the segmentation performance on the test dataset. The meaning of IoU is shown
in Figure 20, and the equation of IoU is:

IoU =
TP

TP + FP + FN
, (7)

where TP is the number of true positive pixels of the segmented grape region, FP is the
number of false positive pixels of the segmented grape region, and FN the number of
pixels that are not segmented but actually belong to the grape region.
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The F1 Score is a harmonic metric, which takes into account both the recall and
precision of the classification model. The equation of the F1 Score is as follows:

F1Score = 2× recall × precision
recall + precision

, (8)
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where recall is defined as follows:

recall =
TP

TP + FN
, (9)

and precision is defined as follows:

precision =
TP

TP + FP
. (10)

As shown in Table 2, the IoU of the trained model on the test dataset was 97.32%.
The F1 score is shown in Figure 21 with a value of 0.9863. The results showed that the
DeepLabV3+ trained by PASCAL VOC2012 and combined with our dataset could extract
grape cluster pixels with high accuracy. In addition, only 98 ms were needed to process a
single image, which can met the real-time demand for agriculture application.

Table 2. Segmentation performance of DeepLabV3+.

IoU (%) Mean Time (ms)

97.32 98
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4.2.2. The Performance of Extracting the Front Grape Cluster

Twenty overlapping grape-cluster image samples captured under different conditions
were selected to evaluate the method proposed in this research. First, the front cluster in
the selected samples was manually annotated as the reference. Then, the result obtained
was combined by the proposed algorithm with the reference to calculate the evaluation
metrics, i.e., precision and recall.

The experimental results are shown in Figure 22 and some of the extraction results
are shown in Figure 23. The recall varied from 77.2% to 94% and the precision from 67.1%
to 97.5%. The mean recall and precision were 89.2% and 87.5%, respectively. Although
there were differences in the performance of different samples, the proposed algorithm
could achieve a satisfactory performance and could achieve the accurate extraction of
front grapes.
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Figure 23. Example of segmentation result of overlapping grape clusters. (a,b) The successful examples, and (c,d) the
failed examples.

4.2.3. The Effect of the Tilt Angle of the Camera

To evaluate the effect of camera tilt angle on the proposed algorithm, three group
tests were conducted in the experiment. In each group, from −15◦ to 15◦ at intervals of
5◦, an image was randomly selected for testing (−15◦, −10◦, −5◦, 0◦, 5◦, 10◦, and 15◦,
7 × 3 = 21 images in total). Two metrics, recall and precision, were adopted to evaluate the
performance, the definition of recall and precision are shown in Equations (8) and (9).

Figure 24 shows the precision of the proposed algorithm at each tilt angle of the
camera. Although the precision decreased with the tilt angle increase, the decrease was
not significant, and the mean precision was as high as 87.1%. The analysis found that two
reasons may have led to the mentioned phenomenon: (1) only when the distance between
the front cluster and covered clusters was small, would the depth difference caused by the
camera tilt have made it possible to identify the occluded cluster region as the front cluster,
as shown in Figure 23c; (2) based on the shape characteristic of the grape cluster and the
rule of seed point selection, the seed point was usually located in the middle region zone
of the cluster, which could weaken the size of the depth difference to a certain extent.
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Figure 24. Precision of test samples with different tilt angles.

Figure 25 shows the recall of the proposed algorithm at each tilt angle of the camera.
The average recall was 85.6%. Although there was no obvious rule from the test results
of each group, it could be seen from the mean curve that when the angle was 0◦, the
highest recall could be obtained. Additionally, with the increase in tilt angle in a positive
or negative direction, the recall decreased. The main reason for the decrease in recall was
that when the tilt angle was large enough, the upper or lower region of the front cluster
was easily lost, as shown in Figure 23d, which affected the recall and caused a decrease
in precision.
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4.2.4. The Performance of Extracting the Front Grape Cluster

Table 3 demonstrates the performance of some other studies on fruit segmentation.
The research in [11,12] is related to the segmentation of overlapping grapes under the
natural environment. The proposed method is also applicable to the datasets adopted
in these two articles. The research in [11] proposed a simple algorithm to segment the
overlapping clusters with a recall of 88.7%, but it could not extract the fine contours. The
method proposed in the literature [12] produced an accurate contour of the front grape
and achieved a slightly better performance than that obtained in our case; however, its
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calculation process was more complex than that of the method proposed in our research and
literature [11], which would inevitably lead to huge consumption of computing resources.
Furthermore, the proposed method could not only deal with the overlap of two clusters
of grapes but could also achieve a satisfactory performance in the case of the overlapping
of multiple clusters of grapes (as shown in Figure 23b), which has obvious advantages
compared with the method proposed in the literature [11,12]. In addition, references [27–29]
contain the method used on apples and blueberries for multiple fruit segmentation and it
achieved good segmentation performance. The algorithm was proposed for grapes that are
cultivated on trellises, and the effect on the fruits of other varieties remains to be verified.
These methods could only segment the overlapping fruits (instance segmentation) and
could not indicate the front fruits (which were easily picked by the robot). However, using
such an instance segmentation method to obtain the individual fruit first, and further
using depth information, we may be able to find a simpler method to achieve our research
objectives, which is worthy of further study. In addition, the authors of [28] carried out
research on the maturity of blueberries, which also provides an important reference for our
future research.

Table 3. Some other studies on fruit segmentation.

No. Reference Dataset Fruit Type Performance

1 Luo et al. [11] 30 images containing double overlapping grape clusters. Grape Recall: 88.7%

2 Liu et al. [12] 22 images (11 target grapes on the left and 11 on the
right) captured from a vineyard. Grape Recall: 89.71%

3 Wang et al. [27] 20 double overlapping apple images. Apple Recall: 96.08%

4 Ni et al. [28] 724 blueberry images captured under different
background conditions. Blueberry Mask accuracy:

90.04%

5 Kang et al. [29] 400 RGB-D images and 800 RGB images captured in an
apple orchard. Apple Recall: 86.8%

6 The proposed method - Grape Recall: 89.2%

5. Conclusions and Future Work

Accurate recognition of grape clusters, especially the extraction the front grape cluster
of overlapping clusters, is the key technology of the grape picking robot. This study
focused on the segmentation of overlapping grape clusters based on depth information.
When the tilt angle of the camera was 0◦, the proposed method could achieve an average
precision of 87.1% and recall of 85.6%. Furthermore, even when the camera was tilted
with a angle of −15◦, the proposed method could still obtain a similar performance.
The experiment results indicated the proposed approach could effectively extract the front
cluster of overlapping clusters.

However, grape clusters have characteristics such as softness, irregular shape, and ease
of injury, which preclude the end effector from grasping the fruit directly and implementing
twisting, pulling, or other picking methods. For the harvesting of grapes, grasping and
cutting the peduncle of the grape may be a more suitable method. Therefore, it is not
enough to only segment the grape clusters, but the corresponding cutting point on the
peduncle also needs to be further recognized and located on each cluster. In the future,
work will be focused on the detection and location of the peduncle and its cutting point,
especially the utilization of depth information is to be explored. In addition, compared
with the RealSense D435, an IMU unit could be added to D435i, which could obtain the
pose of the camera. Based on the transformation relationship between the current pose and
optimal pose of the camera, the sourced and captured data could be reconstructed as the
data when the camera is not tilted. Combined with the reconstructed data and the proposed
method, we believe the performance could be further improved. In addition, the use of
more information such as depth information, rather than just using RGB information to



Electronics 2021, 10, 2813 20 of 21

train the DeepLabV3+ model, may further improve the segmentation performance, which
also requires further research to confirm it.
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