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Abstract

:

A high proportion of photovoltaic (PV) connections to a low-voltage distribution network (LVDN) causes serious voltage problems. In order to ensure voltage stability for renewable energy networks, we propose a distributed reactive voltage control strategy that is event-triggered. The voltage information of the PV nodes is transmitted to the upper layer of the communication network, where the agent calculates the output set value of the PV inverter. The underlying control strategy is based on the voltage sensitivity matrix, and the upper-level control strategy is based on an event-triggered consensus protocol. This strategy can accommodate the requirements for multi-time modeling and control. We verified the convergence of the event-triggered control algorithm using numerical analysis and proved the reduction of the communication times. We conducted case studies and simulation experiments to verify the effectiveness of our proposed voltage control strategies.
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1. Introduction


High fossil fuel consumption has caused many problems, such as energy crises and environmental pollution. Under the dual pressure of energy demand and environmental protection, distributed generation technology using renewable energy has gradually attracted worldwide attention [1,2].



The traditional distribution network is a passive network, where the power flows from the substation to the load in one direction, and voltage fluctuation is very rare [3]. Traditional voltage control methods mainly use on-load regulating transformers (OLTC), switching capacitors (SC), and step voltage regulators (SVR). When the network includes high penetration distributed generation (DG), OLTC and SC are not able to respond to voltage changes in time. The intermittency, randomness, and volatility of DGs influences the power flow and causes power quality problems such as voltage violation, three-phase imbalance, and increasing harmonic content to the low-voltage distribution network (LVDN). Therefore, voltage regulation has become a focal concern in LVDN with high permeability and renewable energy access [4].



For the voltage violation problem in a LVDN, researchers found that the resistance to the reactance (R/X) ratio of power lines is directly related to the voltage sensitivity [5]. When R > X, the influence of the active power on the voltage is more significant. When R < X, the influence of the reactive power on the voltage is more significant. The network voltage can be controlled by adjusting the active power and reactive power if R = X in the LVDN [6,7].



Control strategies based on the voltage sensitivity are gaining popularity [8,9,10,11]. In these methods, voltage regulation problems are solved using the sensitivity matrix, and the control mechanism include the grid-connected converter of DG system [8,9,10], the capacitor [8], and energy storage [10].



A centralized reactive power control model was proposed [12] that considers the centralized reactive power management and coordination of voltage-dependent reactive power characteristics.



Centralized control uses the central controller to collect information from each node and issues instructions to control the DG, OLTC, load, and other equipment [8,9,10,12]. Centralized methods are easy to implement, but when a large number of DGs are connected to the low-voltage power grid, the topological structure is complicated and the communication systems are restricted, so a distributed voltage control strategy is widely used. A distributed voltage adaptive control method was proposed [13,14]; a distributed frequency method was also developed, which aims to minimize the cost of power generation [15].



A multi-agent system (MAS) is a system composed of multiple agents [16]. Each agent has certain capabilities of perception, communication, calculation, and execution. Each agent perceives local information and interacts with its neighbors, and then the control strategy is given by optimized calculation, communication, and judgment. In one study, the researchers regarded the distributed power sources and voltage regulating devices as agents and proposed a hierarchical control strategy in the framework of a multi-agent system, which settled the reactive power sharing inaccuracy among the distributed generations associated with mismatched line impedance [17]. Based on the MAS, researchers took the voltage cost and renewable energy active power reduction cost as targets, minimized these objectives through distributed optimization algorithms, and adjusted the active and reactive power output of distributed power sources to achieve voltage control [18].



The limitation of the distributed voltage control strategy based on the MAS is that it requires a lot of communication to effectively control the network. To reduce the communication frequency between agents and reduce the energy loss caused by communication, Astrom [19] and Arzen [20] proposed event-triggered control (ETC), which is different from traditional constant time period communication. Due to the advantages of ETC in saving online resources, it was applied to the consistency of the MAS by many researchers [21]. The basic models and algorithms of centralized and distributed ETC were introduced in the literature [22,23]. When the measured value reaches the preset threshold in distributed ETC, one or more events are triggered, which cause the communication and update the multi-agent state [24]. Others propose a new distributed event-triggered algorithm to solve the multi-agent consistency problem [25]. The introduction of event-triggered communication in the consensus protocol not only enables the agent to reach the target state, but also reduces the communication to a certain extent. ETC for MASs is more complicated and challenging, so future research includes designing an appropriate control scheme to improve reliability and fast real-time control.



To address the problems of continuous communication in MAS, a high complexity in designing distributed ETCs, and the limitations of system dynamics, we propose a distributed control strategy for photovoltaic (PV) inverters based on the voltage sensitivity matrix. We used event-triggered control to regulate the voltage within 0.95 p.u. to 1.05 p.u. and realize reactive power sharing. We regarded the reactive output of PV inverters as the control object, and we developed a distributed approach of ETC to solve the multi-agent consistency problem. This method has the advantage of increasing the flexibility and stability of network communication over centralized methods [4,8,9,10,12]. Compared with the distributed methods in the literature [13,14,15,16,17,18], this method achieves consistency of the reactive power to the capacity ratio and reduces the number of communications.



This paper uses the sensitivity matrix and graph theory. In Section 2, these basic theories are introduced. In Section 3, a distributed control strategy is proposed. The underlying control approach is based on the sensitivity matrix, and the upper control strategy is a consensus algorithm based on MAS. An event-triggered consensus algorithm is proposed in Section 4. Algorithm implementation is shown in Section 5. Simulation experiments are provided in Section 6 to verify the effectiveness of the proposed method. Section 7 concludes the paper.




2. Preliminaries


2.1. Sensitivity Analysis


The voltage-to-power sensitivity matrix should include the active and reactive components of the voltage to power [26]. For an n-node radiation distribution network, the sensitivity matrix is given by


  S =  [      ∂  U 1    ∂  P    1        ⋯     ∂  U 1    ∂  P    n          ∂  U 1    ∂  Q    1        ⋯     ∂  U 1    ∂  Q    n          ⋯    ⋯   ⋯   ⋯    ⋯   ⋯       ∂  U n    ∂  P    1        ⋯     ∂  U n    ∂  P    n          ∂  U n    ∂  Q    1        ⋯     ∂  U n    ∂  Q    n         ]     = [ S   P       S   Q  ]  



(1)




where Un denotes the voltage of node n, Pn and Qn represent the active and reactive power in node n, and SP and SQ represent the sensitivity coefficients of the active and reactive components.



The voltage offset formula of node n is given by


   U i  =  U 0  −  1   U i    (   ∑  j = 1  n    R  i j    P j  +   ∑  j = 1  n    X  i j    Q j      )  



(2)




where U0 denotes the nominal voltage and Ui represents the voltage of node i. Rij and Xij are the common resistance and common reactance of node 0 to nodes i and j. When i = j, Rii and Xii represent the self-resistance and self-reactance of node 0 to node i.



We derive the active and reactive components in Equation (2) to obtain


    (  S P  )   i j   =   ∂  U i    ∂  P j    = −    R  i j     2  U i  −  U 0     



(3)






    (  S Q  )   i j   =   ∂  U i    ∂  Q j    = −    X  i j     2  U i  −  U 0     



(4)







From Equations (3)–(5), it can be shown that the voltage change is determined by the sum of the power increments of each node in the distribution network, namely


  Δ  U i  =   ∑  j = 1  n   (  S P   )  i j   Δ  P j  +   ∑  j = 1  n   (  S Q   )  i j   Δ  Q j       



(5)







Once the topology and parameters of the distribution network are determined, the sensitivity matrix can be computed using Equations (3) and (4). It can also be seen from Equation (5) that the primary cause of the voltage change at node i is the variation in the active and reactive power injected by each node.



For node i, the voltage increment is not only related to its own power increment, but also to other nodes’ power increments.



Since Rii > Rij, Xii > Xij, it can be seen that the change of the injected power of node i has the greatest impact on its voltage. Therefore, controlling the injected power of the node can effectively suppress the voltage over-limit phenomenon in the distribution network.




2.2. Algebraic Graph Theory


As the network communication topology between agents involves the knowledge of graph theory, we first discuss the concept of graph theory. A graph G is composed of a set of vertices ν and edges ε. When the edges of the graph G are bidirectional with its corresponding vertices, it is called an undirected graph; otherwise, it is a directed graph.



For an undirected graph G, the adjacency matrix A = (aij)n×n is the n × n matrix with elements given by


   a  i j   =  {    1 ,    ( i , j ) ∈ ε     0 ,    ( i , j ) ∉ ε      



(6)




where ε is the subset of edges.



The degree di of node νi is determined by matrix D = diag[d1,d2…,dN], whose elements    d i  =   ∑  j ∈  ℕ i   N    a  i j       represent the number of adjacent nodes to node νi, and    ℕ i    is the set of neighbor nodes of node νi. The symmetric positive semidefinite Laplacian matrix of graph G is defined as L = D − A. For a connected graph, the Laplacian matrix contains a single zero eigenvalue, and the corresponding eigenvector is a unit vector. The eigenvalues of the Laplacian matrix can be denoted as 0 = λ1 ≤ λ2 ≤…λN.





3. Distributed Voltage Control Based on the Sensitivity Matrix


In this section, a voltage control method is proposed based on the sensitivity matrix characteristics and algebraic graph theory, and a control system model for 380 V LVDN with PV connection is developed to realize proportional distributed reactive power sharing control.



3.1. System Architecture


To realize the distributed voltage control, a two-layer control system architecture is constructed. We model the bottom layer LVDN with high penetration of PV based on a real model as a directed graph G with 27 nodes, in which edges represent transmission lines and circled nodes represent 15 groups of PV units and power consumers (see Figure 1). Circled nodes are connected through transmission lines and coupled to the grid.



Each PV unit connects to an agent that is adapted to measure, compute, and adjust outputs. The top layer communication network is shown in Figure 2. Each agent only interacts with its neighbors, where degree di = 2. Agent i measures its local information and adjacent agents’ information, i.e., pi, qi, ui, pj, qj, and uj, and then controls the voltage by control laws, which are given in Section 3.2 and Section 3.3.




3.2. Distributed Voltage Control Based on Sensitivity Matrix


The PV inverter in the LVDN has the ability to regulate the reactive power. Based on the analysis of sensitivity in Section 2.1, we can see that the reactive components of sensitivity matrix SQ can be expressed by Equation (4).



The voltage increment of node i is related to the reactive power increment of each node. Since Xii > Xij, the reactive power increment of node i has the greatest impact on its voltage.



In this section, each PV node only obtains its own voltage information. It adjusts the voltage by controlling the reactive output of the inverter and constructs a q-u function equation similar to droop control for voltage control. The reactive output value at the next moment is equal to the reactive output at the previous moment minus the product of the voltage deviation and the sensitivity coefficient, which is formulated as


  Q ( t + 1 ) = Q ( t ) −  K  S Q   ( U ( t ) −  U 0  )  



(7)




where Q(t + 1) = [qi(t + 1)]n×1, Q(t) = [qi(t)]n×1, U(t) = [ui(t)]n×1 are the column vectors of reactive power output and voltage amplitude. U0 denotes standard voltage. KSQ = [Xii/U0]n×1 is the sensitivity coefficient.



According to Equation (7), the distributed control law can be given by


   {    Q ( t + 1 ) = Q ( t ) −  K   S Q    ( U ( t ) − 1.05  U 0  ) , U ( t ) > 1.05  U 0        Q ( t + 1 ) = Q ( t ) −  K   S Q    ( U ( t ) − 0.95  U 0  ) , U ( t ) < 0.95  U 0       



(8)







The control law (8) indicates that when the voltage of the LVDN connected to high-permeability renewable energy exceeds the upper limit, the PV inverter absorbs reactive power. On the contrary, the PV inverter generates reactive power when the voltage exceeds the lower limit.



Remark 1.

Parameter SQ in Equation (4) can be reconstructed as SQ = −Xii/(2Ui − U0) when j = i. Letting the node voltage be the nominal node voltage, the sensitivity coefficient KSQ can be expressed in the form above. Since Xii is the self-reactance from node 0 to node i, the sensitivity coefficient is determined by the network structure. Given any network, the sensitivity coefficient can be obtained.






3.3. Distributed Reactive Power Proportional—Sharing Control


The control law (8) in Section 3.2 can only ensure that PV inverters limit the voltage of each node within the range of (0.95~1.05) U0 through reactive power adjustment. There is no guarantee that the reactive power of the PV in the system will be allocated according to its capacity. In order to realize distributed reactive power proportional sharing, this subsection designs a consensus algorithm.



The relationship between reactive power capacity and PV capacity is given by


   Q  P V   m a x   = ±    S  P V  2  −  P  P V  2     



(9)




where    Q  P V   m a x     denotes maximum reactive output capacity of the PV inverter. SPV is the PV capacity, and PPV is the active output of PV.



For the PV reactive output to allocate according to its capacity, the control law between agents is designed as


  Q ( t + 1 ) = W · Q ( t )  



(10)




where Q(t + 1) = [qi(t + 1)]n×1, Q(k) = [qi(t)]n×1, and W is the weight matrix. W is defined as


   w  i j   =  {     1 K  ·  b   c j    ,                j ∈  ℕ i      1 −  1 K  ·  m j   b   c j    ,    i = j       0 ,                        j ∉  ℕ i       



(11)




where K = max{di|i = 1,2,3,…n}, mj is the number of adjacent nodes, C = [ci]n×1 denotes the reactive power capacity of PV, and b = min{ci|i = 1,2,3,…n}.



Theorem 1.

In graph G, if agents follow the distributed control law (10), the reactive power can be distributed proportionally among the PV through iteration, and the ratio of the reactive output of PV to its capacity is α = [∑qi(0)]/[∑ci].





Proof. 

Multiply the i-th row of matrix W by vector C as follows. □






      w  i 1    c 1  +  w  i 2    c 2  + ⋯ +  w  i i    c i  + ⋯ +  w  i n    c n      =  1 K  (  b   c 1    )  c 1  +  1 K  (  b   c 2    )  c 2  + ⋯ +  [  1 −    m i   K  (  b   c i    )  ]   c i  + ⋯ +  1 K  (  b   c n    )  c n      =  c i  +  1 K  (      b  c 1     c 1    +   b  c 2     c 2    + ⋯ +   b  c n     c n     ︸    m i    −    m i  b  c i     c i    )     =  c i  .     



(12)





The structure of graph G shows that the matrix W contains a single eigenvalue of 1.



The spectral radius of matrix W is


  ρ ( W ) ≤    ‖ W ‖   1  = 1 .  



(13)







The remaining eigenvalues of matrix W are all less than 1. The 1-norm of the matrix W is expressed as


     ‖ W ‖   1  =   max   1 ≤ j ≤ n     ∑  i = 1  n    |   w  i j    |    .  



(14)







Let Y = W − ((C·1T)/ (1T·C)), and transform the eigenvalue determinants of matrices W and Y to get


     |  λ I − W  |  = ( λ − 1 )  |  F ( λ )  |  = 0 ,      |  λ I − Y  |  = λ  |  F ( λ )  |  = 0 .    



(15)







Because W and Y have unique eigenvalues, spectral radius is expressed as


  ρ ( Y ) = ρ ( W −   C ·  1 T     1 T  · C   ) =  ρ 2  ( W ) < 1 ,  



(16)




where ρ(W) and ρ2(W) represent the spectral radius and the second largest eigenvalue amplitude of matrix W.



Combining Equations (12), (13), and (16), and the proof in [27], we obtain


    lim   t → ∞     ( W )  t  = ( C ·  1 T  ) / (  1 T  · C ) .  



(17)







Therefore, when t approaches to infinity, the expression of Q(t) can be formulated as


  Q ( t ) =  W t  · Q ( 0 )   =   t → ∞     C ·  1 T     1 T  · C   · Q ( 0 )   =   t → ∞   (     ∑  i = 1  n    q i  ( 0 )       ∑  i = 1  n    c i      ) · C = α · C .  



(18)







From Theorem 1, we show that the distributed control law (10) can be used to adjust the ratio of the reactive output to the maximum reactive capacity of PV as α = [∑qi(0)]/[∑ci] through iteration.





4. Distributed Reactive Power Sharing and Voltage Regulation with Event-Triggered Communications


With the development of global intelligence, the traditional periodic clock trigger control method is gradually being replaced by the event-triggered control method [28]. At present, the event-based triggering mechanism has gradually changed from on-time triggering to on-demand triggering. When the agent has a “need”, the controller executes control commands, which conforms to the behavioral characteristics of individual interaction in a multi-agent system. The event-triggered mechanism is able to adapt in situations when communication is limited in multi-agent systems, and is of great significance when considering convergence speed, real-time monitoring, and communication resources.



In this section, we build a multi-agent system which consists of n agents. The agents’ dynamics is a conventional single integrator model which is given by


    x ˙  i  =  u i  ,  



(19)




where xi denotes the state of agent i, and ui denotes the control input for agent i.



In this paper, we take the reactive power qi(t) as the object of the distributed control law (10) and write the state of each agent as xi(t) = qi(t)/ci(t) in the consistency algorithm.



The state error for agent i is defined as


   e i  ( t ) =  x i  (  t m i  ) −  x i  ( t ) , t ∈ [  t m i  ,  t  m + 1  i  ) ,  



(20)




where    x i  (  t m i  )   represents the state of agent i in the last event time    t m i   .



Considering the character of the weight matrix W, we let X(t) = Q(t)/C(t) and B = b/K. Then the control law (10) can be reformulated as


    Q ( t + 1 ) = W · Q ( t ) = Q ( t ) − B L X ( t )     ⇔ Q ( t + 1 ) − Q ( t ) = − B L X ( t )     ⇔  C  − 1   ( Q ( t + 1 ) − Q ( t ) ) = − B  C  − 1   L X ( t )     ⇔  X ˙  ( t + 1 ) = − B  C  − 1   L X ( t ) ,    



(21)




where C = diag[c1,c2…cn] represents the reactive capacity matrix. We define L′ = BC−1L and    L ′  x ≜ z  .



Theorem 2.

Assume that there are n agents over the communication network, and each agent sends its state value to its neighboring agents if the event-triggered function fi(t) is larger than 0. We define fi(t) as.







   {       f i  ( t ) =  e i 2  ( t ) −    μ i  k (    c i   B  − k  |   N i   |  )    |   N i   |     z i 2  ( t ) , i = 1 , 2 … n                  z i  ( t ) = B   ∑  j ∈  ℕ i        x i  ( t ) −  x j  ( t )    c i  ( t )            



(22)




where μ ∈ (0, 1) and k ∈ (0, ci/(B |Ni|)) are constants. The states of agents gradually synchronize, i.e., x1(t) = x2(t) = ,…, =xn(t) = α, if agents regulate reactive power of PV inverters according to the following event-triggered control laws,


    x ˙  i  ( t ) =  u i  ( t ) = − B   ∑  j ∈  ℕ i       [  x i  (  t m i  ) −  x j  (  t m j  * ) ]    c i       



(23)




where    t m j  * ≜ arg   min   l ∈ N ; t ≥  t  k ’  j    { t −  t l j  }   means the latest event-triggered time of agent j during   t ∈ [   t m i   ,   t  m + 1  i   )  .



Proof. 

From Equation (20), we can get. □






    x j  (  t m j  * ) =  x j  ( t ) +  e j  ( t )   



(24)





According to Equations (20), (21), and (23), the single model can be decomposed as


      x ˙  i  ( t ) =  u i  ( t ) = − B   ∑  j ∈  ℕ i       [  x i  (  t m i  ) −  x j  (  t m j  * ) ]    c i          = − B   ∑  j ∈  ℕ i       [  x i  ( t ) −  x j  ( t ) ]    c i    −   B   ∑  j ∈  ℕ i       [  e i  ( t ) −  e j  ( t ) ]    c i          = − B  C  − 1   L ( x ( t ) + e ( t ) )     = −  L ′  ( x ( t ) + e ( t ) ) .    



(25)







Let   L x ≜  z ′   ,    L ′  x ≜ z   where z= [z1, z2…zn], z′= [z1′, z2′… zn′], then


     z i  ( t ) = B   ∑  j ∈  ℕ i        x i  ( t ) −  x j  ( t )    c i  ( t )     ,      z i    ′  ( t ) =   ∑  j ∈  ℕ i      x i  ( t ) −  x j  ( t ) .      



(26)







The Lyapunov function for the multi-agent closed-loop system is V = (1/2)xTLx. The derivative of V is


   V ˙  =  x T  L  x ˙  = −  x T  L  L ′  ( x + e ) = −   z ′  T  z −   z ′  T   L ′  e  



(27)







Combining the properties of L and the relationship with z′ and z, Equation (27) can be rewritten as


     V ˙  = −   ∑ i    1 B   c i   z i    2  −     ∑ i     ∑  j ∈  ℕ i      1 B   c i   z i    B (  e i  −  e j  )    c i            = −   ∑ i    1 B   c i   z i    2  −     ∑ i     ∑  j ∈  ℕ i      z i    (  e i  −  e j  )       = −   ∑ i    1 B   c i   z i    2  −     ∑ i    |   N i   |   z i   e i  +   ∑ i     ∑  j ∈  ℕ i      z i   e j        .    



(28)







It is known that if there exists a constant k greater than zero, the inequality    |  x y  |  ≤  k 2   x 2  +  1  2 k    y 2    holds.



Therefore


     V ˙  ≤ −   ∑ i      c i   B   z i    2  +   ∑ i   k  |   N i   |   z i    2  +   ∑ i    1  2 k    |   N i   |   e i    2  +         ∑ i     ∑  j ∈  ℕ i      1  2 k    e j    2          = −   ∑ i      c i   B   z i    2  +   ∑ i   k  |   N i   |   z i    2  +   ∑ i    1  2 k    |   N i   |   e i    2  +         ∑ i     ∑  j ∈  ℕ i      1  2 k    e i    2          = −   ∑ i      c i   B   z i    2  +   ∑ i   k  |   N i   |   z i    2  +   ∑ i    1  2 k    |   N i   |   e i    2  +         ∑ i    1  2 k    |   N i   |   e i    2        ≤ −   ∑ i   (    c i   B  − k  |   N i   |  )  z i 2  +     ∑ i    1 k   |   N i   |   e i    2    .    



(29)







For k ∈ (0, ci/(B·|Ni|)) and μ ∈ (0, 1), the event satisfies inequality


   e i 2  ≤    μ i  k (    c i   B  − k  |   N i   |  )    |   N i   |     z i 2   



(30)







Then    V ˙  ≤ 0  , and the system converges to a stable, desired state.



Therefore, the event-triggered condition is given by


   e i 2  =    μ i  k (    c i   B  − k  |   N i   |  )    |   N i   |     z i 2   



(31)







The condition corresponding to each trigger moment    t m i    (m = 0, 1, 2…) is


   e i 2     ( t   k i   ) =     μ i  k (    c i   B  − k  |   N i   |  )    |   N i   |     z i 2  (  t k i  ) =  x i     ( t   k i  ) −  x i     ( t   k i  ) = 0  



(32)







From Equations (20) and (21), the proposed event-triggered control law (23) can be expressed as


  Q ( t + 1 ) = W · Q ( t )  + (  W − I ) E  ( t ) )   



(33)




where Δ(t) = e(t) × c(t).



The W matrix column sum is 1, and W − I matrix column sum is 0, so we get


   ∑  Q ( t + 1 )   =  ∑  W · Q ( t )   +  ∑  ( W − I ) Δ  ( t )    =  ∑  Q ( t )    



(34)







The sum of reactive power of all PV sources remains unchanged during the iteration, thus all agents’ states xi(t) in the event-triggered protocol proposed in this section will gradually converge to


    lim   t → ∞    x i  ( t ) = α  = [    ∑  i = 1  n    q i  ( 0 )    ] / [    ∑  i = 1  n    c i    ]  



(35)







Remark 2.

This section considers the limited communication of the multi-agent system. Based on the distributed voltage control method proposed in the Section 3, the event-triggered strategy is adopted to achieve balanced distribution of reactive power on the premise of reducing communication. The consistency algorithm under the event-triggered strategy can realize the proportional convergence, which is the same as that of the control law without ETC, and the sum of reactive power remains unchanged during the iteration.






5. Algorithm Implementation


The integrated control strategy proposed in this paper can be divided into two parts. The underlying control part compares the collected local information of voltage with 0.95 U0 and 1.05 U0 and sets the reactive output of the PV inverters according to the control law (8). Then the upper-level control part performs secondary control by Equations (22) and (23) to update the PV reactive output value. Specific steps are as follows:



Step 0: The PV controllers in the physical layer collect the information vi(t), pi(t), qi(t), ci(t) and transmit to the communication network.



Step 1: (The underlying control): Agents in the communication network receive vi(t), pi(t), qi(t), ci(t) and execute the control laws (8). Output qi′(t).



Step 2: (The upper-level control): Agents use function (22) to determine whether the trigger conditions are met and execute the control (23) according to the result qi′(t) in Step 1. Update to qi(t + 1).



Step 3: Agents feed the calculation results back to the PV inverters in the physical layer.



Step 4: The PV inverters output qi(t + 1) given by agents and go back to Step 0 for the next iteration.



The communication sampling period is shown in Figure 3. For the underlying control part, the control period is ΔT. During the period ΔT, the upper-level control part will execute control law (23) at blue time nodes with control period Δt. When the event-triggered function (22) is larger than 0, the triggered agent communicates and updates the state of the neighbor agents in red time nodes; otherwise it only uses the neighbors’ information at the last triggered time in the control law (23). Due to the different control sampling period, this method can realize multi-time scale modeling and control and real-time adjustment.



Remark 3.

The parameter qi(0) does not indicate the reactive output value of the PV inverter in the initial state of the system; it represents the result which is obtained by the calculation in Step 1.






6. Simulation Analysis


6.1. Numerical Simulation


This section designs a graph G containing 15 agents. The communication network is shown in Figure 2, and we set the reactive output and capacity of 15 PV inverters as shown in Table 1.



The 15 agents start from the initial conditions and iterate through the distributed control law (10) and event-triggered function (22), setting µ = 0.5, k = 0.5, Ni = 2, B = 15. Its L′ = BC−1L is given by


   L ′  =  [     1    − 1 / 2    0   0   0   0   0   0   0   0   0   0   0   0    − 1 / 2       − 1 / 2    1    − 1 / 2    0   0   0   0   0   0   0   0   0   0   0   0     0    − 1 / 3     2 / 3     − 1 / 3    0   0   0   0   0   0   0   0   0   0   0     0   0    − 1 / 4     1 / 2     − 1 / 4    0   0   0   0   0   0   0   0   0   0     0   0   0    − 3 / 10     3 / 5     − 3 / 10    0   0   0   0   0   0   0   0   0     0   0   0   0    − 3 / 7     6 / 7     − 3 / 7    0   0   0   0   0   0   0   0     0   0   0   0   0    − 3 / 8     3 / 4     − 3 / 8    0   0   0   0   0   0   0     0   0   0   0   0   0    − 1 / 3     2 / 3     − 1 / 3    0   0   0   0   0   0     0   0   0   0   0   0   0    − 3 / 11     6 / 11     − 3 / 11    0   0   0   0   0     0   0   0   0   0   0   0   0    − 1 / 3     2 / 3     − 1 / 3    0   0   0   0     0   0   0   0   0   0   0   0   0    − 1 / 4     1 / 2     − 1 / 4    0   0   0     0   0   0   0   0   0   0   0   0   0    − 1 / 3     2 / 3     − 1 / 3    0   0     0   0   0   0   0   0   0   0   0   0   0    − 1 / 2    1    − 1 / 2    0     0   0   0   0   0   0   0   0   0   0   0   0    − 3 / 7     6 / 7     − 3 / 7       − 3 / 10    0   0   0   0   0   0   0   0   0   0   0   0    − 3 / 10     3 / 5      ]  .  











Figure 4a,b shows that the proportional output of reactive power is achieved with or without the event-triggered distributed control strategy (23). It can be seen from Figure 4a,b that the ratio of reactive power to capacity can converge to the same ratio, whose value is 0.7. These two cases verify the correctness of the convergence problems proposed by Theorems 1 and 2. Meanwhile, the difference between the two methods lies in communication frequency and convergence speed. On the one hand, the convergence rate with ETC is slightly slower than that without ETC. On the other hand, during the 2000 iterations of each agent, 15 agents communicated 7830 times under the event-triggered control. Compared with the non-event-triggered control of full communication, the use of the event-triggered strategy (23) effectively reduces the communication frequency by 74% and saves online communication and computing resources.



Although event-triggered control reduces the number of communications, it has an impact on the convergence rate of control law (21). The deviation between the maximum and minimum values of the state quantity x of 15 agents is recorded as E. Figure 5a,b shows the variation of agents’ deviation E with the number of iterations under event-triggered control and non-event-triggered control. When E = xmax − xmin < 0.02, it is considered that reactive power has reached a balanced distribution. Comparing Figure 5a,b, the event-triggered control needs to be iterated to 60 times to achieve reactive power balance, while the non-event-triggered situation only needs to iterate to 30 times to achieve convergence. Event-triggered control reduces the communication frequency while also delaying the convergence speed of the distributed control law. A part of the event-triggered timing of agent1–agent5 is shown in Figure 6.




6.2. Case Studies from Real LVDN


A real-time digital simulator (OPAL-RT OP5600) was used to establish a low-voltage distribution network system with a high proportion of distributed PV, which comes from Wu Xi county Chongqing, China. The simulation model was downloaded to OP5600, and OP5600 conducted the digital simulation in real-time. All of the simulation was carried out digitally. The LVDN consists of 15 sets of PV and loads. The model consists of main grid, transmission lines, PV inverters, and power consumers as shown in Figure 7.



Distributed generations PV_1–PV_15 work in the maximum power tracking (MPPT) control mode, and DGs export both active and reactive power. Each PV corresponds to a set of loads, and the capacities of PV and loads are listed in Table 2. The nominal voltage amplitude of the system is 380 V, while the frequency is 50 Hz. The transmission line impedance is 0.3811 + j0.1514 Ω/km, and the line lengths from node 0 to each PV node are listed in Table 3. We assumed that the system works in a steady state at the initial time and control period ΔT = 100 ms, Δt = 10 ms.




6.3. Simulation and Analysis


In this section, two simulation cases were designed to analyze and verify the performance and effectiveness of the distributed voltage control strategy with event-triggered control. Case study 1 analyzed the voltage change of a high-permeability PV access distribution network without reactive power control, case study 2 analyzed the influence of the distributed reactive power control on voltage using the event-triggered strategy, and case study 3 compared the difference between centralized control and distributed control proposed in this paper when agent malfunction occurs.



Case Study 1: Voltage Situation without Voltage Control



In order to significantly reflect the impact of PV access on the system, this case only considered the situation in the daytime, and the simulation period was set from 6:00 to 18:00.



The active output of 15 PV is shown in Figure 8. The active power is small in the morning and evening, no higher than 30 kW before 8:00 and after 16:00, and the peak value of the active output appears between 12:00 to 14:00, up to 46 kW.



Figure 9 shows the voltage waveform without the voltage control. PV_2 to PV_15 exceed the voltage limit, and the voltage in PV_10 and PV_11 have the most serious violations, up to 1.12 p.u. It can be concluded that the PV output is proportional to the voltage. In addition, the most serious limit violations happen in the farthest nodes. This result is also consistent with the voltage sensitivity analysis.



Case Study 2: Voltage Control Based on the Event-Triggered Strategy



This case study used the aforementioned distributed control method based on the event-triggered strategy.



The network structure and its parameters are given in Figure 7 and Table 2 and Table 3, and the sensitivity coefficient KSQ and weight matrix W in the control law can be calculated using Equations (8) and (10).



During the simulation, before 10:00, the consumption of power increased, and the output of PV was small, so the voltage was close to the lower limit. At this time, according to the control law (8), the PV adjusted the reactive output to compensate for the load demand, so that the voltage stabilized above 0.95 p.u. Between 10:00 and 14:00, the PV output gradually reached its peak, and the load demand was not high enough to completely consume the power provided by the sources. In this case, the PV absorbed the reactive power according to (7), so that the voltage was stabilized below 1.05 p.u. Figure 10 shows the effect of the distributed voltage control, and the voltage of each node is between 0.95–1.05 p.u.



Figure 11 shows that when the voltage is about to exceed the limit, due to the control law (8) and (23), the PV inverter will choose to compensate or absorb reactive power based on the actual situation of each node, and its compensation or absorption capacity matches the maximum reactive capacity. The ratio Q/C is shown in Figure 12. The Q/C ratios of each PV are nearly equal from 6:00 to 18:00. We thus conclude that the control strategy in this paper is effective.



Case Study 3: Agent Malfunction



In order to reflect the advantages of the distributed control proposed in this paper over centralized control, we compared the voltage situation of the two strategies when agent malfunction occurs in this case study. Centralized control uses the central controller to collect the information of each node and issue instructions to control the DG; when the central agent is malfunctioning, the control purpose cannot be achieved. Figure 13 shows the voltage situation with centralized control when the central agent is malfunctioning. The voltage waveform is the same as Figure 9. Therefore, the system reliability is insufficient, which is also the defect of centralized control.



By contrast, the voltage situation with distributed control as proposed in this paper is shown in Figure 14. When agent 8 is malfunctioning, the voltage control in agent 8 is not well-implemented. But the voltage of other nodes is controlled within a reasonable range, because other agents only rely on the information of themselves and of neighbor nodes as criteria for control.





7. Conclusions


We proposed a sensitivity matrix based distributed event-triggered control model for the voltage control, where each PV inverter adjusts the reactive output to manage the node voltage and attains a balanced distribution of the reactive power. First, we analyzed the MAS model of the control strategy. We then introduced an underlying distributed control method based on the reactive power sensitivity matrix and proposed an upper level event-triggered consistency strategy. We designed the ETC function and introduced a method for choosing parameters for ETC function coefficients.



The 27-node model with 15 PV was built on an OPAL-RT platform to verify the proposed control strategy. Numerical simulation validated that the ETC function can reduce the communication between agents, but it will delay the convergence speed. Three cases were studied by simulation, which compared the voltage waveform with and without the voltage control, and compared it with centralized control in the face of agent malfunction. The method proposed in this paper can effectively stabilize each PV node within a reasonable voltage range, guarantee that the q(t)/c(t) ratio meets the consistency requirement, and effectively reduce the number of control tasks executed, thereby significantly saving communication resources on the basis of ensuring system performance.



To summarize, this paper solves the problems of continuous communication in the MAS system, the high complexity in designing distributed ETCs, and the limitations of system dynamics. Our future research direction is to design distributed control models for other systems, such as small hydropower stations and wind-powered solutions with event-triggered control strategies.
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Figure 1. Low-voltage Distribution Network Model with 27 nodes, where circled nodes represent a set of photovoltaic (PV) inverters and loads (2,5,6,9,10,12,14,16,17,20,21,23,25,26,27). 
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Figure 2. Upper Layer Communication Network, where 15 agents represent the 15 PV inverters in Figure 1. 
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Figure 3. Sampling Period. 
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Figure 4. (a) q/c ratio result with the ETC. (b) q/c ratio result without the ETC. 
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Figure 5. (a) E(I) with the ETC. (b) E(I) without the ETC. 
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Figure 6. A part of the event-triggered timing (TT) of agent 1–agent 5. From top to bottom are agents 1, 2, 3, 4, 5. 
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Figure 7. The simulation model with 15 PV inverters (green module) and loads (orange module). 
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Figure 8. The active output of PV. 
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Figure 9. The voltage of the PV nodes without voltage control. 
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Figure 10. The voltage of the PV nodes with voltage control. 
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Figure 11. The reactive output of PV with voltage control. 
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Figure 12. The q/c ratio of the PV with voltage control. 
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Figure 13. The voltage situation with centralized control when the central agent malfunctions. 
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Figure 14. The voltage situation with distributed control when agent 8 malfunctions. 
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Table 1. Parameters of distributed PV.
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	PV
	Q (kVar)
	C (kVar)





	PV_1
	25
	30



	PV_2
	23
	30



	PV_3
	40
	45



	PV_4
	33
	60



	PV_5
	21
	50



	PV_6
	30
	35



	PV_7
	25
	40



	PV_8
	30
	45



	PV_9
	40
	55



	PV_10
	30
	45



	PV_11
	40
	60



	PV_12
	33
	45



	PV_13
	20
	30



	PV_14
	30
	35



	PV_15
	35
	50
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Table 2. Parameters of PV and Load.






Table 2. Parameters of PV and Load.





	PV
	P (kW)
	Load
	Max. Demand (kW)





	PV_1
	33
	Load1
	15



	PV_2
	21
	Load2
	10



	PV_3
	33
	Load3
	20



	PV_4
	33
	Load4
	20



	PV_5
	48
	Load5
	20



	PV_6
	33
	Load6
	15



	PV_7
	33
	Load7
	15



	PV_8
	33
	Load8
	15



	PV_9
	21
	Load9
	10



	PV_10
	21
	Load10
	10



	PV_11
	33
	Load11
	25



	PV_12
	33
	Load12
	25



	PV_13
	21
	Load13
	20



	PV_14
	48
	Load14
	40



	PV_15
	33
	Load15
	20
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Table 3. Length of the Transmission Line.






Table 3. Length of the Transmission Line.





	Node 0 to PV_i
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12
	13
	14
	15





	length (m)
	200
	300
	300
	300
	350
	450
	450
	400
	450
	500
	500
	350
	300
	250
	250
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