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Abstract: Traffic in current networks is constantly increasing due to the growing popularity of
various network services. The currently deployed backbone optical networks apply wavelength
division multiplexing (WDM) techniques in single-core single-mode fibers (SMFs) to transmit the
light. However, the capacity of SMFs is limited due to physical constraints, and new technologies are
required in the near future. Spectrally–spatially-flexible optical networks (SS-FONs) are proposed
to provide a substantial capacity increase by exploring the spatial dimension. However, before this
technology will reach maturity, various aspects need to be addressed. In particular, during traffic
grooming, multiple small requests are aggregated into large-capacity optical corridors in an optical
layer to increase the spectral efficiency. As the summary traffic volume is dynamically changing, it
may be required to set up and tear down optical channels, which results in network fragmentation.
As a consequence, in a congested network, part of the requests can be blocked due to the lack of
spectrum resources. Thus, the grooming of traffic and the creation of lightpaths should be carefully
designed to minimize network fragmentation. In this study, we present several fragmentation metrics
and develop a fragmentation-aware traffic grooming algorithm that reduces the bandwidth blocking
probability.

Keywords: modeling and optimization of optical networks; spectrally–spatially flexible optical
networks; routing, spectrum, and space allocation; traffic grooming; network fragmentation; lane
changes

1. Introduction

The continuous growth of traffic in the backbone networks has been observed, aiming
to mitigate the constantly increasing requirements of various network services. According
to a forecast [1], global IP traffic is increasing approximately with a 26% compound annual
growth rate, mostly affected by the inter-data center or client-to-data center traffic. Most of
the currently deployed backbone optical networks apply wavelength-division multiplexing
(WDM) techniques over single-core single-mode fibers (SMFs) to deliver the traffic. The
nonlinear Shannon limit defines the maximum capacity (information rate) that can be
transmitted with the arbitrarily low bit error rate. As the signal in the fiber is prone
to noise and interference, the available capacity in SMFs is expected to be exhausted
in the near future, and the replacement of optical backbone network is required [2,3].
Spectrally–spatially-flexible optical networks (SS-FONs) are seen as a promising solution to
overcome the future “capacity crunch”. In more detail, SS-FONs combine two independent
technologies: spatial division multiplexing (SDM) and elastic optical networks (EONs) [4,5].
SDM allows substantially increasing the amount of transmitted traffic by exploiting the
spatial dimension. To this end, suitably designed optical fibers are required where a signal
is co-propagated in spatial modes. One of the proposed optical fibers is a single-core
single-mode fiber bundle (SMFB), which aggregates several SMFs in a bundle [6]. Another
drawback of WDM is the rigid spectrum allocation within broad boundaries, resulting
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in underutilization of spectrum resources for small requests and a lack of direct support
for larger ones. EONs divide the available spectrum into a flexible grid composed of
narrow slots (slices) to support the allocation of heterogeneous requests using just-enough
spectrum resources by dynamically adjusting the optical bandwidth and modulation
format (MF). In more detail, the optical corridors, called super-channels (SChs), can be
created in various sizes, each comprised of one or more adjacent (contiguous) spectrum
slots. Routing and spectrum assignment (RSA) is a fundamental problem in EONs where
lightpaths are assigned to the requests. The problem is challenging due to the continuity
constraint, which implies that in the case of a lack of spectrum converters, each SCh has to
occupy slots with the same indices in each link of the routing path [7,8].

A combination of SDM and EONs allows creating SChs in the spectrum and/or
spatial domain depending on the fiber and network nodes’ architecture, allowing for high
allocation flexibility. Analogous to the spectrum continuity constraint in EONs, the spatial
continuity constraint (SCC) in SDM can be considered. In the case of the SCC, lane changes
in network nodes are not allowed, i.e., having adequately indexed spatial modes in each
network link, a request can be transmitted only using a set of spatial modes with the same
indices on each link of the routing path. On the contrary, when the SCC is relaxed, each SCh
can be transmitted over a different spatial mode of each fiber along the routing path [4,5].
Note the fact that whether the SCC is considered is enforced by the lane change ability of
the network nodes’ architecture. Recently, two network nodes’ architectures were proposed,
with and without the support of lane changes, namely broadcast and select (B&S) fully
non-blocking (FNB) SDM-capable reconfigurable add and drop multiplexers (ROADMs)
and B&S core continuity constraint (CCC) SDM-capable ROADMs. Lane changes increase
the flexibility of request allocation; however, the complexity and cost of network nodes are
significantly increased due to the required higher number of spectrum selective switches
(SSSs) [9,10].

One of the fundamental problems in the design and operation of SS-FONs is routing,
spectrum, and space allocation (RSSA) assignment. Having a set of requests, it refers to
finding a routing path and a feasible optical corridor for each of them. An optical corridor
is feasible if it is not assigned to any other request and if it satisfies the continuity and
contiguity constraints in the spectral domain (and in the spatial domain depending on the
network nodes’ architecture). Note, the RSSA problem in SS-FONs is at least as challenging
as the RSA problem in EONs, due to the additional spatial domain [6,11,12].

The problem becomes even more challenging in a dynamic scenario where requests
can have different lifetimes. Thus, the resources should be assigned and released ade-
quately, and the current decisions may affect the performance of the network in the future.
In particular, the repeated setup and release of SChs increase network fragmentation—
the creation of small gaps in the spectrum domain, which are difficult for the next requests
to utilize. As the fragmentation of the network builds up, it becomes harder to find optical
corridors for incoming requests, and eventually, they become rejected due to the lack of
resources. The proper network management and allocation policy can reduce the blocking
probability of requests using proactive and reactive techniques. In proactive techniques,
resources for the requests are assigned, aiming to minimize the network fragmentation,
while in reactive ones, requests are reallocated either periodically or after reaching a certain
threshold of rejections. In particular, various metrics can be designed to quantitatively
describe network fragmentation. Properly designed metrics should correlate with the
blocking probability; thus, the minimization of that metric in an allocation algorithm can
increase the network performance [13]. Note that the topic of network fragmentation has
been extensively studied in the context of EONs (see [13–15]); however, it is relatively
new for SS-FONs. Introducing the additional spatial dimension causes the metrics and
algorithms designed for EONs to be unable to directly be applied in the optimization of
SS-FONs, especially when lane changes are considered. As shown in [16], the choice of the
fragmentation metric has an influence on the overall bandwidth blocking in the network,
as they approach the issue accounting for different network properties.
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To further improve the spectral efficiency of a network, optical traffic grooming can be
implemented. This is a spectrum management technique that aggregates the traffic from
multiple low-rate connections from the upper layer into high-rate optical channels. By
allowing several independent traffic streams to share the bandwidth of a lightpath, it is
possible to maximize the amount of traffic on each lightpath, thus minimizing the number
of lightpaths [17]. Moreover, if multiple demands are groomed in the same optical tunnel,
better transponder utilization is obtained. There are also substantial spectrum savings
when several low-capacity demands having the same source and destination nodes are not
separated by guardbands, as they are only needed between different optical tunnels [18].
By taking advantage of the appropriate traffic aggregation, grooming can provide multiple
benefits to optical networking, especially in combination with other spectrum management
techniques, such as proactive or reactive fragmentation minimization techniques, leading
to both spectrum and transponder savings.

To the best of our knowledge, fragmentation-aware traffic grooming has not been
considered for dynamic traffic in the context of SS-FONs with lane change ability. To fill this
gap, we proposed a grooming algorithm to minimize the bandwidth blocking probability
by minimizing the introduced SS-FONs’ fragmentation metrics. We ran numerical studies
assuming cloud-oriented SS-FONs and scenarios with different numbers of data centers
and with the spatial continuity constraint being active and relaxed.

The rest of the paper is organized as follows. Section 2 discusses the related works,
while Section 3 presents the network model. In Section 4, fragmentation metrics are
described. Further, Section 5 introduces the traffic grooming algorithm, and Section 6
describes the experiments conducted. Finally, Section 7 concludes this work.

2. Related Works

Network fragmentation has been widely studied in the context of EONs
(e.g., [13,19–22]); however, it is a relatively new topic in the context of SS-FONs. The
methods, metrics, and algorithms proposed for EONs cannot be directly applied in SS-
FONs due to the introduced additional spatial dimension, especially when lane changes
are possible. To the best of our knowledge, fragmentation metrics were studied in SS-FONs
only in [23–29]. However, in these papers, the lane changes were not considered. Thus,
in [16,30], we proposed several fragmentation metrics that accounted for this. Note, lane
changes were considered in various papers, e.g., [12,31,32], and in terms of the fragmenta-
tion/defragmentation are studied in [33–35]. However, in the referenced papers, the lane
change ability was not involved in the design of the fragmentation metrics. As in [16,30], we
showed that fragmentation metrics can be effectively applied in the fragmentation-aware
algorithm, and we aimed to further study this topic in the context of traffic grooming.

The general topic of traffic grooming has been the subject of various books and
surveys [36,37], and it has also been discussed in the context of multilayer networks [38,39].
Recently, it began gaining popularity in the context of EONs [18]. A number of algorithms
have been proposed for solving the problem of optical grooming including static and
dynamic traffic scenarios, allowing the establishment of lightpaths carrying several con-
nections in a contiguous block of spectrum without inserting guardbands between them,
therefore minimizing the spectrum usage or the number of transponders.

A distance-adaptive and fragmentation-aware optical grooming algorithm was pre-
sented in [40]. The objective was to minimize the maximum required spectrum to provision
given traffic demands while considering the spectral continuity constraint and the trans-
mission reach constraint. The proposed algorithm groups traffic demands with the same
source node into a source set, which are further aggregated into lightpaths. To mitigate
spectral fragmentation, for each of the connections that have not been groomed yet, a
potential lightpath is considered, and the spectral gain is calculated. If the spectral gain is
positive, then the connection is marked as groomed.

The authors of [41] investigated the traffic grooming issue with a sliceable transponder
in elastic optical networks for the online traffic scenario. They implemented several
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traffic grooming policies with incorporated spectrum defragmentation. Each time a new
connection request arrives, the edge weights of an auxiliary graph are adjusted. The
proposed algorithm grooms incoming connections into defragmented lightpaths. The
results showed a tradeoff among different traffic grooming policies as they accounted for
different objectives, such as maximizing the spectrum efficiency, minimizing the blocking
ratio, or minimizing the number of transponders used.

Traffic grooming was investigated in the context of SS-FONs only in a few papers,
e.g., [42–45]. However, to the best of our knowledge, traffic grooming in SS-FONs has not
been studied in conjunction with fragmentation metrics and with lane change ability.

3. Network Model

The network was modeled as a directed graph G = (V, E), where V is a set of network
nodes and E is a set of unidirectional network fiber links that interconnect them. Each link
e ∈ E is divided into K spatial modes, where each mode is a single-core single-mode fiber
in a fiber bundle. Each spatial mode provides an optical spectrum of 4 TH in width divided
into small frequency slots of 12.5 GHz, denoted as S. Let set R denote the data centers (DCs)
available in the network that are connected to some of the network nodes. For simplicity,
we assumed that there was no limit in the bandwidth or number of connections between a
network node and a DC; thus, connecting to the node is equivalent to connecting to the
DC.

We assumed a similar transceiver model as in [46], i.e., network nodes are equipped
with coherent transceivers operating at a fixed baud rate of 37.5 GBaud and are capable
of transmitting optical carriers (OC) of 37.5 GHz in width (3 slots). All transceivers
support 4 modulation formats, namely BPSK, QPSK, 8-QAM, and 16-QAM. The bit rate
and transmission distance supported by each transponder are presented in Table 1. If the
bit rate supported by the single transceiver exceeds the requested bit rate, one or more
adjacent transceivers are applied to create a super-channel (SCh). Adjacent SChs were
separated using guardbands of 12.5 GHz in width.

As in EONs, we considered the spatial continuity and contiguity constraints. The
former one states that in the case of a lack of spectrum converters, a super-channel has to
be created using slices with the same indices along the routing path. The latter one implies
that the assigned slots for the SCh should be adjacent. Depending on the scenario, the
spatial continuity constraint (SCC) is considered or not. In more detail, if lane changes
are assumed, the SCC is relaxed, and any input port of the network node can be freely
switched to any output port. On the contrary, without lane changes, the SCC is active, and
each lightpath has to be created over spatial modes with the same indices along the routing
path.

Table 1. Transmission distance and supported bit rate by a single transceiver [11].

Modulation Format Bit-Rate (Gbps) Transmission Range (km)

BPSK 50 6300
QPSK 100 3500

8-QAM 150 1200
16-QAM 200 600

We considered the network traffic model proposed in [47], which considers the
network operation within a given time perspective T (specified by the number of time
points/iterations) and ensures that the average traffic volume at each time point is equal
to Bavg Gbps. Traffic grooming is applied on the level of a pair of communicating nodes,
and at each time point t ∈ T, the model allows assessing the total bit rate f (t, i, j) currently
observed between each pair of nodes (i, j) : i, j ∈ V, i 6= j. In order to verify whether
a request has just arrived or expired, it is necessary to compare the current flow value
f (t, i, j) with the observation from the previous time point f (t− 1, i, j). Therefore, the total
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bit rate between each pair of network nodes at a given time point t can be expressed as a
matrix FV×V

t as in (1).

FV×V
t =


0 f (t, 0, 1) . . . f (t, 0, |V|)

f (t, 1, 0) 0 . . . f (t, 1, |V|)
...

. . .
f (t, |V|, 0) f (t, |V|, 1) f (t, |V|, |V|)

 (1)

4. Fragmentation Metrics

As in [16], we adapted various EON link fragmentation metrics to SS-FONs by ac-
counting for the spatial dimension. The following metrics were considered, namely external
fragmentation (EF), the Shannon entropy (SE), the access blocking probability (ABP) [13–15],
the root of sum of squares (RSS), and the root mean-squared factor (RMSF) [48]. The set of all
available metrics is denoted as M.

The general idea to calculate fiber Fm
link(e) fragmentation using metric m ∈ M is

to average the fragmentation metrics Fm
sm(e, k) calculated for each spatial mode k ∈ K

separately.

Fm
link(e) =

∑k∈K Fm
sm(e, k)
|K| (2)

Before defining particular spatial mode metrics, let us provide general considerations
regarding the metrics’ construction. Each spatial mode was divided into a set of free and
occupied segments, where a free segment denotes a set of contiguous free slots in the fiber,
while an occupied segment denotes the set of contiguous allocated ones. Intuitively, when
the number of free segments increases, the number of occupied ones increases as well, and
the spectrum becomes more fragmented. Therefore, the fragmentation metric should reflect
these changes accordingly. When the size of free segments decreases, the fragmentation
should increase as it is harder to fit a new request in smaller available spaces. Finally, when
the index of last occupied slot decreases, the metric should decrease. This is a common
objective function in a static problem scenario. The minimization of the highest allocated
slot index usually allows allocating a higher number of requests. Next, each of the metrics
is discussed.

External fragmentation (EF) originates from computer memory management, where it
is defined as the ratio between the largest free memory block and the sum of all available
blocks. Analogously, for network fragmentation, it is defined as the ratio of the size of the
largest free segment over the sum of the sizes of all free segments (Equation (3)). Γ(e, k)
denotes the set of free segments on spatial mode k ∈ K of link e ∈ E, while |γek| is the
size of the segment γek ∈ Γ(e, k) (number of slots). The metric increases when the size of
the free segment decreases; however, sometimes, it may not be meaningful, as it does not
consider the sizes of the segments other than the largest one.

FEF
link(e) = 1− 1

|K| · ∑k∈K

maxγek∈Γ(e,k) |γek|
∑γek∈Γ(e,k) |γek|

(3)

The Shannon entropy (SE) was originally applied in information theory to calculate
the amount of information available in the message (Equation (4)). It accounts for the size
of all free segments and promotes larger ones by taking the inversion of particular segment
sizes in a logarithmic function. Thus, the SE overcomes the limitations of the EF, as the EF
accounts only for the size of the largest free segment and the summary size of the available
slots.

FSE
e =

1
|K| · ∑k∈K

∑
γek∈Γ(e,k)

|γek|
|S| · ln

|S|
|γek|

(4)



Electronics 2021, 10, 1502 6 of 20

The access blocking probability (ABP) additionally considers the granularity of the
transceiver model (Equation (5)). The granularity refers to the possible sizes of allocated
SChs according to the model including guardbands, denoted as G. Based on the assump-
tions, G = {g : g = 3n + 1}, where n ∈ N+. The ABP metric evaluates how many SChs can
be created simultaneously in the available free segments for each transceiver granularity
and divides this number by the amount of SChs that could be assigned if all the free blocks
were adjacent, thus forming one large free segment. In contrast to the previous metrics, the
ABP accounts for the exact possible sizes of SChs created in the network.

FABP
e = 1− 1

|K| · ∑k∈K

∑γek∈Γ(e,k) ∑g∈Gb|γek |/gc

∑g∈G

⌊(
∑γek∈Γ(e,k) |γek |

)
/g
⌋ (5)

The root of sum of squares (RSS) promotes a network state where a small number of
large free segments exists rather than a large number of smaller ones (Equation (6)). It is
achieved by taking the square root of the sum of squares of particular free segment sizes,
and it can be justified, as it is easier to assign a new request to larger free segments.

FRSS
e = 1− 1

|K| · ∑k∈K

√
∑γek∈Γ(e,k)(|γek|2)

∑γek∈Γ(e,k) |γek|
(6)

The root mean-squared factor (RMSF) extends the RSS concept by modifying how
the square root of free segments impacts the metric and by accounting for the index of
the highest allocated slot on the spatial mode smax

ek (Equation (7)). In particular, the RMSF
metric increases when: (i) the index of the highest allocated slot on each spatial mode
increases; (ii) the number of free segments increases; (iii) the size of free segments decreases.
When comparing to the RSS metric, the RMSF metric has an unbounded value range from 0
to infinity instead of 0 to 1. If it is necessary to create an upper bound for the RMSF metric,
this is possible for a given number of slots. The metric has the highest value when the
segments are repeatedly free and occupied, each of size 1. Assuming that |S| slots are in the
network, the upper bound contains |S|/2 free segments, each of size one, and the highest
allocated slot index is |S|. In such a case, the RMSF metric is equal to |S|2/2. However, it is
irrelevant for most of the time as the metrics are used to quantitatively compare various
network states, not to qualitatively describe the fragmentation of a particular state.

FRMSF
e =

1
|K| · ∑k∈K

smax
ek · |Γ(e, k)|√
∑γek∈Γ(e,k) |γek |2

|Γ(e,k)|

(7)

Finally, network fragmentation Fm
net is calculated as the average over the fragmentation

of all the network’s links. Fm
link(e) uses the link fragmentation metric m ∈ M.

Fm
net =

∑e∈E Fm
link(e)
|E| · smax

|S| , (8)

In Equation (8), network fragmentation is proportional to the index of the highest
allocated slice smax in the network. The minimization of the highest allocated slice index
results in leaving the remaining upper parts of the spectrum available for new requests,
and based on various experiments, these tend to accommodate more requests. Thus, the
network fragmentation should account for this fact.

5. Optimization Algorithm

In this section, the traffic grooming, routing, and spectrum assignment (TG-RSSA)
algorithm is proposed. In more detail, it grooms and releases traffic in available optical
channels. If the available allocated resources are not sufficient to accommodate the increas-
ing traffic, new optical channels are established. The decision on how these issues are
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addressed can significantly affect the network performance. To this end, we considered
several grooming strategies γ and allocation algorithms λ. The first one determines how
the traffic is groomed and released from the already allocated channels, while the latter
one defines which SChs should be used to create new optical corridors when the need for a
new one emerges. Moreover, we assumed that the empty SChs (i.e., the ones that do not
carry any traffic) should be removed from the network immediately to allow other requests
to have these resources assigned.

5.1. Grooming Strategies

Due to the changes of the overall traffic volume between network nodes, it is required
to adjust the allocated bandwidth in established SChs in the optical fibers accordingly. In
particular, if the traffic increases between two nodes and there are some free (unoccupied)
resources in the SChs connecting those nodes, one may decide to use them to deliver the
traffic. Analogously, if the traffic decreases, the resources can be freed in those SChs. In
this section, various grooming strategies γ are described that define how requests are
aggregated in the optical corridors. In more detail, if more than one super-channel is
available, it is required to decide in which one the traffic is increased (decreased) firstly:

• BT (bottom-top)—groom traffic in the available channels starting from the bottom of
the spectrum, and release the traffic from the channels starting from the top of the
spectrum;

• LFLR (largest fill, largest release)—groom traffic in the available channels starting
from the ones with the largest number of optical carriers, and release the traffic from
the channels starting from the ones with the largest number of optical carriers;

• LFSR (largest fill, smallest release)—groom traffic in the available channels starting
from the ones with the largest number of optical carriers, and release the traffic from
the channels starting from the ones with the smallest number of optical carriers;

• SFLR (smallest fill, largest release)—groom traffic in the available channels starting
from the ones with the smallest number of optical carriers, and release the traffic from
the channels starting from the ones with the largest number of optical carriers;

• SFSR (smallest fill, smallest release)—groom traffic in the available channels starting
from the ones with the smallest number of optical carriers, and release the traffic from
the channels starting from the ones with the smallest number of optical carriers.

5.2. Allocation Algorithm

When the available capacity in the allocated SChs is exhausted, it is required to
create a new SCh to mitigate the increasing traffic requirements. In this work, we applied
three allocation algorithms λ, namely the first fit (FF), k-first fit (kFF), and fragmentation-
aware (FragA) algorithms [30], using the presented fragmentation metrics. The proposed
algorithms are responsible for finding a SCh of the requested size (in terms of subcarriers)
between given network nodes, addressing continuity and contiguity constraints and,
depending on the scenario, the spatial continuity constraint:

• First fit (FF)—This is a well-known method that computes (or uses a pre-computed)
shortest path between given nodes and finds a SCh with the lowest starting slot index.
Note, as there are multiple spatial modes, the SCh with the lowest starting slot index
may not be the first one found;

• k-first fit (kFF)—Similar to FF, it looks for a SCh with the lowest starting slot index.
However, it considers the k-shortest paths. If a SCh is not found on a certain path, it
tries to create one on the consecutive (longer) ones;

• Fragmentation-aware (FragA) algorithm [30]—The FragA algorithm aims to minimize
the network fragmentation by selecting a SCh that minimizes the fragmentation. The
fragmentation is calculated according to the metric passed as a parameter. In more
detail, for a given request, it finds a SCh with the lowest starting slot index on each
k-shortest path. Next, the SChs are compared in terms of how they will affect the
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network fragmentation, and the one that will decrease it the most (or increase it the
least) is selected.

5.3. Traffic Grooming Routing and Spectrum Assignment Algorithm

Let us denote [·] as the accessing operator of an element in a vector/list, e.g., a[i] is the
i-th element of vector a. Similarly, [·, ·] is an accessing operator of an element in a matrix,
e.g., A[i, j] is the element located in the i-th row and j-th column of matrix A. Moreover,
we assumed that each SCh had the following properties: (i) flow f (sch), representing the
traffic groomed in the SCh; (ii) capacity c(sch), defining the maximum flow that the SCh
can accommodate.

Algorithm 1 presents the pseudocode of TG-RSSA. It takes three input variables—time
perspective T, where traffic changes, traffic grooming strategy γ, and the channel allocation
algorithm γ. For each time point t ∈ T, a traffic matrix FV×V

t can be expressed as in (1).
The grooming strategy determines how the traffic is groomed and released in the available
channels, while the allocation algorithm is applied when the assignment of a new optical
corridor is needed. In Lines 2–5, variables are initialized, where f tot,s and f tot,r are the
summary served and rejected bandwidth and FV×V

0 is the initially allocated traffic matrix
that is equal to a matrix of size V ×V filled with zeros. Allocated requests for each node
pair are stored in AV×V , where AV×V [u, v] is a vector of SChs allocated between nodes
u and v. In the algorithm, traffic matrices are processed one-by-one for each time point
(Line 6). Firstly, the traffic change for each node pair ∆FV×V is calculated by subtracting
the current traffic from the one in the previous time point. Pairs of nodes are divided
into two sets Pdec and Pinc. In Pdec, pairs are stored for which the traffic is decreasing at
the current time point, while in Pinc, for which it is increasing. Firstly, traffic is released
from the optical channels. To this end, for each node pair with decreasing summary flow
(Line 10), a ReleaseTrafficFromChannels procedure is called. This procedure is responsible
for removing specified flow from optical channels between a given pair of nodes according
to the γ strategy (Line 11). It returns the set of SChs SChu→v that are empty (do not
carry any traffic) and that are released from the network (Lines 12–14). Next, the process
of increasing the traffic between pairs of network nodes begins (Line 14). Firstly, node
pairs are sorted in decreasing order of traffic increase between each pair, i.e., firstly, nodes
are processed for which the summary flow increased the most. As it is not possible to
determine whether all traffic can be groomed in the network in advance, variable FV×V t′

defines the actual value of traffic realized at each time point. Initially, it is equal to the
value of FV×V

t , and it is decreased accordingly if some of the bandwidth is rejected. Next,
for each node pair with increasing traffic, it is checked if any new optical channels are
required and traffic is groomed in already or newly allocated channels (Lines 17–21). Firstly,
method FindAndAllocateChannels allocates new optical channels needed to support the
flow increase. Note, the currently allocated channels can be sufficient, and in such a
case, any new channel is not allocated. The procedure returns flow f rej

t , which cannot be
accommodated in the current and new channels between the given node pairs. Next, the
traffic is groomed in the available channels (Line 20) according to the γ strategy. If any flow
is rejected for the considered node pair, it is subtracted from the actually allocated traffic
FV×V t′. After processing each node pair, in Lines 22–23, the total summary served and
rejected flows are updated based on the matrix of the actually realized traffic FV×V t′ and
the initially requested traffic matrix FV×V

t . Finally, the requested traffic matrix is updated,
so the requested traffic change in Line 7 can be calculated correctly in the next iteration.
The algorithm continues its execution until all of the traffic matrices are considered.

Algorithm 2 presents the ReleaseTrafficFromChannels procedure responsible for re-
leasing groomed traffic from optical channels between node pairs u ∈ V and v ∈ V. The
amount of flow to release is defined by input parameter fdec. In Line 2, the list of optical
channels SChu→v between node pairs u and v is obtained from the matrix of allocated
channels AV×V . The channels are sorted according to the grooming strategy γ (Line 3).
The presented example assumes the BT strategy, where traffic is released from SChs with
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the higher starting slot index first. Note that changing grooming strategy γ only affects this
line of pseudocode. In Lines 4–6, variables are initialized: iteration counter i, set of empty
SChs SChempty, and the remaining flow frem that should be released from the channels.
Next, the SChs are processed one-by-one untilall of the remaining flow frem is released
from them (Line 7). For each SCh, it is required either to release part of the flow (Line 9)
or empty it completely, depending on the value of the remaining flow frem. In the first
case, the remaining flow frem is released from the SChs’ flow. In the second case, the SCh
becomes empty (no traffic is transmitted using this channel), and it is added to SChempty.
When all the requested flow has been emptied from the channels, the set of empty channels
is returned from the method.

Algorithm 1: Traffic grooming, routing, space, and spectrum assignment (TG-RSSA)
algorithm.

Require : T—time perspective and corresponding traffic, γ—traffic grooming strategy,
λ—channel allocation algorithm,

Ensure : Allocation or blocking of requests from T
1 function TG-RSSA(T, γ, λ):
2 f tot,s ← 0 // total served flow
3 f tot,r ← 0 // total rejected flow
4 FV×V

0 ← 0V×V

5 AV×V ← 0V×V // matrix of allocated SChs for each pair of nodes
6 for t ∈ {0, 1, . . . |T|} do
7 ∆FV×V ← FV×V

t − FV×V
t−1

8 Pdec ← {(u, v) : ∆FV×V [u, v] ≤ 0}
9 Pinc ← {(u, v) : ∆FV×V [u, v] > 0}

// release traffic and channels
10 for (u, v) ∈ Pdec do
11 SChu→v ← ReleaseTrafficFromChannels(γ, u, v,−∆FV×V [u, v], AV×V)
12 for sch ∈ SChu→v do
13 remove sch from the network
14 AV×V [u, v]← AV×V [u, v] \ {sch}

// allocate channels and traffic
15 sort (u, v) ∈ Pinc from the highest value of ∆FV×V [u, v] to the lowest one
16 FV×V t′ ← FV×V

t
17 for (u, v) ∈ Pinc do
18 f rej

t ← FindAndAllocateChannels(λ, u, v, ∆FV×V [u, v])

19 f inc
t ← ∆FV×V [u, v]− f rej

t
20 GroomTrafficInChannels(γ, u, v, f inc

t )

21 FV×V t′[u, v]← FV×V t′[u, v]− f rej
t

22 f tot
s ← f tot

s + ∑u∈V ∑v∈V FV×V t′[u, v]
23 f tot

r ← f tot
r + ∑u∈V ∑v∈V (FV×V

t [u, v]− FV×V t′[u, v])
24 FV×V

t ← FV×V t′

Algorithm 3 describes the GroomTrafficInChannels procedure that grooms traffic
in the available channels between nodes u ∈ V and v ∈ V. The amount of flow to
groom is defined by input variable fadd. The pseudocode is similar to the one presented
in Algorithm 2. Firstly, the set of SChs SChu→v between nodes u and v is obtained and
sorted according to the grooming strategy γ. The example is presented for the BT strategy;
however, when changing strategies, only Line 3 is affected. The variable frem holds the
value of traffic that needs to be groomed in the channels, and it is initially equal to fadd.
The available SChs SChu→v are processed consecutively, until not all the requested flow
is groomed. In particular, if the SChs’ sch residual capacity is higher than the remaining
flow frem, the remaining flow is fully added to the current SCh, and procedure ends its
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execution. Otherwise, the flow of the SCh is increased to its full capacity, and the remaining
flow is added to the next SCh.

Algorithm 2: ReleaseTrafficFromChannels.
Require : γ—traffic grooming strategy, u—starting node, v—ending node, fdec—flow to

decrease, AV×V—matrix of allocated channels
Ensure : Release of flow from channels between nodes u and v, set of emptied SChs

SChempty
Note : The presented example is for γ = BT

1 function ReleaseTrafficFromChannels(γ, u, v, fdec, AV×V):
2 SChu→v ← AV×V [u, v]
3 sort sch ∈ SChu→v according to γ, e.g., from the highest starting slot index to the

lowest one
4 i← 1
5 SChempty ← ∅
6 frem ← fdec
7 while frem > 0 do
8 sch← SChu→v[i]
9 if f (sch) ≥ frem then

10 f (sch)← f (sch)− frem
11 frem ← 0

12 else
13 frem ← frem − f (sch)
14 f (sch)← 0
15 SChempty ← SChempty ∪ {sch}
16 i← i + 1 // i will not exceed |SChu→v|
17 return SChempty

Algorithm 3: GroomTrafficInChannels.
Require : γ—traffic grooming strategy, u—starting node, v—ending node, fadd—flow to

add, AV×V—matrix of allocated channels
Ensure : Increase of flow in channels between nodes u and v
Note : The presented example is for γ = BT

1 function GroomTrafficInChannels(γ, u, v, fadd, AV×V):
2 SChu→v ← AV×V [u, v]
3 sort sch ∈ SChu→v according to γ, e.g., from the lowest starting slot index to the

highest one
4 i← 1
5 frem ← fadd
6 while frem > 0 do
7 sch← SChu→v[i]
8 if c(sch)− f (sch) ≥ frem then
9 f (sch)← f (sch) + frem

10 frem ← 0

11 else
12 frem ← frem − (c(sch)− f (sch))
13 f (sch)← c(sch)

14 i← i + 1 // i will not exceed |SChu→v|
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Algorithm 4: FindAndAllocateChannels.
Require : λ—traffic grooming strategy, u—starting node, v—ending node, finc—flow to

increase, AV×V—matrix of allocated channels
Ensure : Find and allocate channels between nodes u and v

1 function FindAndAllocateChannels(λ, u, v, finc, AV×V):
2 cu,v ← 0
3 for sch ∈ AV×V [u, v] do
4 cu,v ← cu,v + (c(sch)− f (sch))

5 falloc ← max( finc − cu,v, 0)
6 frem ← falloc
7 f ailure← False
8 while frem > 0 and failure = False do
9 sch← λ.FindChannelForFlow( frem)

10 if sch not found then
11 fupper ← falloc
12 flower ← 0
13 fcurr ← fupper/2
14 while | fupper − flower| > ∆ fmin do
15 sch′ ← λ.FindChannelForFlow( fcurr)
16 if sch′ found then
17 flower ← fcurr
18 sch← sch′

19 else
20 fupper ← fcurr

21 fcurr ← ( fupper − flower)/2 + flower

22 if sch found then
23 allocate sch
24 if c(sch) < frem then
25 frem ← frem − c(sch)

26 else
27 frem ← 0

28 else
29 f ailure← True

30 return frem

The FindAndAllocateChannels procedure is presented in Algorithm 4. It is responsible
for evaluating if new optical channels are required to be allocated to support the flow
increase finc between nodes u and v, or if the currently available ones are sufficient. In the
former case, it allocates SChs according to the provided allocation algorithm λ. Firstly, the
residual flow cu,v is calculated in the available SChs (Lines 2–4). In Line 5, it is calculated if
the current SChs can accommodate the traffic increase and, if not, how much flow falloc
should be allocated to the newly created SChs. Note that there may not exist a contiguous
spectrum block with capacity supporting the requested additional flow. In such a case, it is
necessary to allocate multiple small SChs. Finally, when the network is congested, it may
not be possible to find SChs of sufficient sizes to support all the flow. All of these cases
should be considered, and to this end, the frem variable is created, indicating how much
residual capacity is yet required while finding SChs and the f ailure variable, which is set
to True if it is not possible to find more SChs for a given node pair. In more detail, in the
loop (Line 8), new SChs are found until either all the flow is addressed ( frem = 0) or it is not
possible to find new SChs ( f ailure = True). Firstly, the SCh supporting all remaining flow
frem is sought using the FindChannelForFlow method (Line 9). The FindChannelForFlow
method finds the new SCh of at least the bit rate specified as a parameter, using the
allocation algorithm λ, and returns nothing if it is not possible to find such a channel.
Note that the capacity of the found SCh may be a little higher than the requested one due
to the transceivers’ granularity and applied modulation format. If the SCh supporting
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all the remaining flow is not found (Line 10), the algorithm looks for a SCh of a smaller
capacity. As it is not known in advance what the maximum supported flow of smaller
available SCh is, the binary search is applied to find this (Lines 11–21). Let us denote ∆ fmin
as the minimum flow granularity supported by a single transceiver using the least effective
modulation format (according to the network model, it is 100 Gbps). It is sufficient to find
the supported flow in the binary search with the ∆ fmin accuracy (Line 14). Next, in Line 22,
the algorithm checks whether any SCh is found. If so, it is allocated, and the remaining
flow frem is updated according to the SCh’s capacity. Otherwise, the variable f ailure is set
to True to break the search for new SChs. In the end, the algorithm returns the value of the
flow frem that cannot be allocated in the created SChs.

Note, depending on the selection of the allocation algorithm, we refer to the traffic
grooming algorithm as first fit traffic grooming (FF-TG), k-first fit traffic grooming (kFF-TG),
and fragmentation-aware traffic grooming (FragA-TG).

6. Numerical Experiments

The numerical experiments were conducted to evaluate the performance of the pro-
posed fragmentation-aware traffic grooming algorithm in an SS-FON. A European network
(Euro28) topology was considered with |V| = 28 nodes, |E| = 82 links, and 625 km of
average link length (Figure 1). We assumed that each network link was a single-mode
fiber bundle with 7 spatial modes. Each spatial mode provided 4 THz of optical spectrum
divided into flexible grid of 320 slots, each of 12.5 GHz in width. In the network, data
centers (DCs) were located at some of the network nodes. For simplicity, we assumed that
the number of connections and the bandwidth between a network node and a DC were
unlimited; thus, connections to the network nodes were equivalent to the connections to
the DCs connected to them. Three scenarios were analyzed, where the number of data
centers |R| was equal to {3, 7, 11}. The location of the data centers is presented in Figure 2,
where the colored nodes represent the ones connected to the data centers. We evaluated
two cases, with the spatial continuity constraint (SCC) active and with the SCC relaxed.
The former one allowed decreasing the network nodes’ cost and complexity, but resulted
in a higher restriction regarding the traffic allocation. The latter one allowed for higher
flexibility at the expense of higher cost. Moreover, we assumed that the requests were
allocated using only spectral SChs, i.e., that the SCh did not span across several spatial
modes on a single fiber.

We used the network traffic model proposed in [47]. The model considers network op-
eration within a given time perspective T (specified by the number of time points/iterations)
and ensures that the average traffic volume a each time point is equal to Bavg Gbps. Traffic
grooming was applied on the level of a pair of communicating nodes, and at each time
point, the model allowed assessing the total bit rate currently observed between each pair of
nodes. In order to verify whether a request had just arrived or expired, it was necessary to
compare the current flow value with the observation from a previous time point. Four traf-
fic types were considered—city-to-city, city-to-DC, DC-to-city, and DC-to-DC. City-to-city
was observed between each pair of communicating nodes and represents a general-purpose
data transmission between different cities. City-to-DC and DC-to-city affect each pair of a
city and assigned DC node (each city node is assigned to the closest DC from |R| available
DCs) and reflect a request and provision of DC-related services. Eventually, DC-to-DC
occurs between each pair of DC nodes and expresses an inter-DC synchronization. For
a particular pair of communicating nodes, the time process of each traffic type was modeled
using a trigonometric sine function, while the entire traffic was a sum of sine functions
corresponding to the traffic types observed for that pair of nodes. The parameters of the
sine functions (i.e., amplitudes, pulsations, initial phases) were properly designed based
on the real characteristics of the cities corresponding to the network nodes (including gross
domestic product and geographical distance). For a detailed description of the signals,
refer to [47]. In this paper, we assumed T = 10,000, and Bavg differed depending on the
number of DCs. For 3 DCs, it ranged from 675 to 850 Tbps, for 7 DCs from 575 to 750 Tbps,
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while for 11 DCs from 475 to 625 Tbps. To enable the network to reach a steady state, first,
1000 time points were not considered in the evaluation. For each pair of network nodes,
the k = 3 shortest candidate paths were computed.

To measure the network performance, the bandwidth blocking probability was used.
It is defined as the ratio of the summary bit rate of blocked requests to the summary bit rate
of all requests offered to the network. To increase the reliability of the results, the blocking
probability was calculated every 100 iterations, which resulted in 90 samples per single test
scenario. During the experiments, three traffic grooming algorithms were considered: the
proposed fragmentation-aware traffic grooming (FragA-TG) algorithm, and two reference
ones, FF-TG and kFF-TG.
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Figure 1. European network topology.
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Figure 2. Data centers’ location in the European network topology.
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In the first experiment, various traffic grooming strategies were evaluated, namely
the BT, LFLR, LFSR, SFLR, and SFSR for FF-TG and kFF-TG. Figures 3 and 4 present the
BBP as a function of the average traffic volume between each pair of nodes for various
allocation strategies, for FF-TG and kFF-TG, respectively. The results are reported for
different numbers of DCs, with the SCC active and relaxed. As can be observed, for
different numbers of DCs, different sets of allocation strategies decreased the BBP. In
particular, for three DCs, these were LFLR and SFLR, while for seven and eleven DCs, these
corresponded to BT, LFSR, and SFSR. With the increase of the DCs’ number, it was more
profitable to release traffic from smaller optical corridors first. Smaller SChs are usually
built on top of the larger ones, which are created during the initial network setup. This
was somehow confirmed by the similar good performance of the BT strategy that releases
the channels from the top of the spectrum first. When the number of DCs increased, the
DC–DC and client-to-DC connections dominated the network, creating complex traffic
patterns that could change during the network lifetime. Therefore, releasing traffic from
small requests first sped up the recycling of the optical corridors used and the allocation of
the same resources for other SChs. On the contrary, when the number of DCs was small,
city-to-city was the dominating traffic type. In such a case, traffic was distributed more
evenly in the network, and a more promising approach was to release the traffic from the
larger channels first. Such an approach increased the reusability of the already created
channels without the need for the constant deallocation and allocation of the SChs on
the same path. Decreasing the number of smaller SChs in favor of larger ones decreased
the number of slots wasted for the guardbands. As a consequence, this allowed a lower
blocking probability and allocating a higher amount of traffic. In particular, around 1%
was achieved approximately for 750, 600, and 475 Tbps of average traffic volume for 3, 7,
and 11 DCs, respectively.
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Figure 3. BBP as a function of the average traffic volume for various grooming strategies for the
FF-TG algorithm.
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Figure 4. BBP as a function of the average traffic volume for various grooming strategies for the
kFF-TG algorithm.

These results are further confirmed by Tables 2 and 3, where the average ranking and
percentage difference from the minimum result are presented, respectively, for various
grooming strategies. The presented results were averaged over both the FF-TG and kFF-TG
algorithms. We can observe that in the case of three and eleven DCs, the difference between
various grooming strategies was more significant. For further experiments, the grooming
strategies that were the best (according to Table 3) were selected for each test case (number
of DCs and the SCC scenario).

Next, different fragmentation metrics were evaluated in the FragA-TG algorithm,
namely the EF, SE, ABP, RMSF, and RSS. For each test scenario, the best allocation type from
the previous experiment was used. Figure 5 presents the BBP for various fragmentation
metrics applied in the FragA-TG algorithm as a function of the average traffic volume.
In most of the cases, the RMSF metric provided the lowest results. On average, it was
26.7%, 23.2%, 23.2%, and 26.6% better than the EF, SE, ABP, and RSS, respectively. The
RMSF metric accounted at the same time for the number and size of available contiguous
spectrum slots, as well as the index of the highest allocated slot, suggesting that these
parameters were suited to reflect the network fragmentation.

Table 2. Ranking of various grooming strategies for the FF-TG and kFF-TG algorithms.

Scenario Allocation Type

Data Centers SCC BT LFLR LFSR SFLR SFSR

3 relaxed 3.368 2.895 3.360 2.894 3.357
3 active 3.371 2.727 3.387 2.722 3.384
7 relaxed 3.530 4.031 3.535 4.037 3.541
7 active 3.601 3.902 3.601 3.910 3.602

11 relaxed 2.689 4.529 2.702 4.544 2.703
11 active 2.714 4.276 2.731 4.288 2.734
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Table 3. Average percentage and minimum result for various allocation strategies for the first fit and
k-first fit algorithms.

Scenario Allocation Type

Data Centers SCC BT LFLR LFSR SFLR SFSR

3 relaxed 4413.8 34.9 4771.1 44.9 5037.8
3 active 4241.3 49.1 4596.0 18.5 4980.4
7 relaxed 4.2 20.5 5.0 20.6 5.1
7 active 5.7 17.4 6.1 17.4 6.1

11 relaxed 0.7 78.6 1.4 79.5 1.4
11 active 0.7 67.7 1.3 67.9 1.4
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Figure 5. BBP as a function of various fragmentation metrics for the FragA-TG algorithm.

As the RMSF metric allows reducing the BBP the most, it was used in further exper-
iments. In Figure 6, the FragA-TG algorithm is compared with the two reference ones,
namely FF-TG and kFF-TG. In each case, FragA-TG was the best algorithm resulting in the
lowest BBP. On average, the BBP for FragA-TG was 89.3% and 60.4% better than for FF-TG
and kFF-TG, respectively. Moreover, when the number of DCs was higher, the amount
of allocated traffic was lower for similar BBP levels due to the complex traffic patterns.
However, FragA-TG can effectively reduce blocking, especially for lesser amounts of traffic.
With the increase of the traffic load, fragmentation management became less effective. This
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can be reasoned, as the number of free contiguous blocks decreased when the network was
congested, and all algorithms tended to select similar SChs.
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Figure 6. BBP as a function of average traffic volume for various traffic grooming algorithms.

Finally, in Figure 7, the impact of lane changes (SCC) is compared for various numbers
of DCs. As can be observed, in each test case, lane changes allowed reducing network
fragmentation, while the differences were the most significant for seven and eleven data
centers. In particular, the average difference between the SCC relaxed and active was
equal to 9.5%, 34.3%, and 33.3% for for 3, 7, and 11 DCs. One can conclude that the spatial
flexibility was more important in traffic patterns that were less uniform where certain nodes
(data centers) communicated more often and certain routes were more congested. The
ability to switch the traffic to another spatial mode along the route allowed reducing the
blocking. On the contrary, when the traffic was more uniformly distributed, the requests
could be allocated, preserving the spatial continuity more easily.
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Figure 7. BBP as a function of average traffic volume for the SCC relaxed and active, for the FragA-TG algorithm.

7. Conclusions

In this paper, we proposed the Fragmentation-Aware Traffic Grooming (FragA-TG)
algorithm in the context of SS-FONs with lane change ability for different numbers of data
centers. While grooming the end-to-end traffic from pairs of network nodes, the method
creates new optical corridors, minimizing the presented fragmentation metrics. According
to the case study performed, this allows significantly reducing the bandwidth blocking
probability (BBP), especially for smaller traffic loads and when the higher number of data
centers is considered. In more detail, five different fragmentation metrics were studied,
and it was shown that the root mean-squared factor metric outperformed the others. This
metric accounts for both the number and size of available contiguous spectrum slots, as
well as the index of the highest allocated slot, suggesting that these parameters are suited
to reflect the network fragmentation. Moreover, we considered five different grooming
strategies determining to and from which channels the traffic was groomed and released
first. According to obtained results, the selection of the strategy should depend on the
number of data centers. Furthermore, we demonstrated that, in each test case, lane changes
allowed reducing network fragmentation, while the differences were the most significant
for a higher number of data centers. In the future, we plan to design a machine learning
model to predict the traffic and design a fragmentation-aware traffic grooming algorithm
that applies those predictions to minimize the bandwidth blocking probability.
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47. Goścień, R. Traffic-Aware Service Relocation in Cloud-Oriented Elastic Optical Networks. arXiv 2021, arXiv:cs.NI/2105.07653.
48. Ye, Z.; Patel, A.N.; Ji, P.N.; Qiao, C. Root mean square (RMS) factor for assessing spectral fragmentation in flexible grid optical

networks. In Proceedings of the 2014 OptoElectronics and Communication Conference and Australian Conference on Optical
Fibre Technology, Melbourne, VIC, Australia, 6–10 July 2014; pp. 357–358.

http://dx.doi.org/10.1109/ICC.2019.8762005
http://dx.doi.org/10.1109/MNET.011.2000367
http://dx.doi.org/10.1109/ACCESS.2020.3025812
http://dx.doi.org/10.1109/ECOC.2014.6964075
http://dx.doi.org/10.1109/ONDM.2016.7494084
http://dx.doi.org/10.1364/JOCN.9.0000B1
http://dx.doi.org/10.1364/JOCN.9.000A99
http://dx.doi.org/10.1109/JLT.2015.2503434
http://dx.doi.org/10.1109/ACCESS.2018.2795102
http://dx.doi.org/10.1109/JLT.2014.2317576
http://dx.doi.org/10.1016/j.yofte.2015.10.001
http://dx.doi.org/10.1109/ICC.2019.8761380
http://dx.doi.org/10.1109/ECOC.2018.8535160
http://dx.doi.org/10.1109/ICC.2018.8422322
http://dx.doi.org/10.1109/ICOCN.2016.7875878
http://dx.doi.org/10.1002/bltj.21629

	Introduction
	Related Works
	Network Model
	Fragmentation Metrics
	Optimization Algorithm
	Grooming Strategies
	Allocation Algorithm
	Traffic Grooming Routing and Spectrum Assignment Algorithm 

	Numerical Experiments
	Conclusions
	References

