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Abstract: Redundancy techniques are commonly used to design radiation- and fault-tolerant circuits
for space applications, to ensure high reliability. However, higher reliability often comes at a cost
of increased usage of hardware resources. Triple Modular Redundancy (TMR) ensures full single
fault masking, with a >200% power and area overhead cost. TMR/Simplex ensures full single fault
masking with a slightly more complicated circuitry, inefficient use of resource and a >200% power
and area overhead cost, but with higher reliability than that of TMR. In this work, a high-reliability
Spatial and Time Redundancy (TR) hybrid technique, which does not abandon a working module
and is applicable for radiation hardening of half-duty limited DC-DC converters, is proposed and
applied to the design of a radiation-tolerant digital controller for a Dual-Switch Forward Converter.
The technique has the potential of double fault masking with a <2% increase in resource overhead cost
compared to TMR. Moreover, for a Simplex module failure rate, λ, of 5%, the Reliability Improvement
Factor (RIF) over the Simplex system is 20.8 and 500 for the proposed technique’s two- and three-
module implementations, respectively, compared to a RIF over the Simplex system of only 7.25 for
TMR and 14.3 for the regular TMR/Simplex scheme.

Keywords: triple modular redundancy TMR; time redundancy (TR); TMR/Simplex; reliability
improvement factor (RIF); half-duty limited DC-DC converter

1. Introduction

Space abounds with radiation sources that challenge the normal and stable operations
of electronic circuits on board spacecraft and satellites. Radiation may cause circuit mal-
function or, in the worst case, complete failure. This necessitates the radiation-tolerant
design of electronic circuits intended to be used in the space environment.

To ensure radiation tolerance, different methods have been proposed and are actually
being used in space [1–12]. Using radiation-hardened devices or fault-tolerant designs are
the most common methods. Redundancy is one of the solutions applied to ensure a circuit
is able to tolerate faults induced by radiation.

Redundancy techniques are used to construct electronic circuits that can endure radia-
tion effects in a space environment, and can operate reliably in the presence of radiation-
induced faults occurring in hardware and software. The use of SRAM FPGAs for the
design of digital circuits for space applications has increased recently due to the advan-
tages these technologies provide, which include flexibility in terms of quick turn-around
time and on-orbit reconfiguration capability. Considerable work has been undertaken for
the use of redundancy techniques for space applications implemented on SRAM-based
FPGAs [1–4,13–20].
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N Modular Redundancy (NMR) uses N copies of a module, where N is usually
odd, with a voting system to tolerate faults in up to (N − 1)/2 modules. Triple Modular
Redundancy (TMR) is currently widely used to mitigate radiation-induced faults and is
considered to have “saved” several space missions [1–12].

TMR offers significantly better reliability than Simplex (unmitigated system) for short
mission times. It is mostly used in applications in which mission times are typically short
compared to component life. This is because, after the first failure, TMR is equivalent to a
system of two modules in series, with the failure rate double that of a Simplex system. If
Rm is the reliability of one of the modules (Simplex system), the reliability equation of the
TMR system if an ideal voter is assumed is given by [21]:

RTMR = 3R2
m − 2R3

m (1)

A special form of TMR that combines advantages of TMR and Simplex in one system
is TMR/Simplex, which is a reconfigurable, masking redundancy method in which differ-
ences in the outputs of the modules are detected and cause a reconfiguration of the TMR
system. In particular, it detects a single module failure; the failed module and one of the
good modules are discarded leaving one remaining good module. The reliability of the
TMR/Simplex system if an ideal voter is assumed is given by [22]:

RTMR/Simplex = 1.5Rm − 0.5R3
m (2)

Figure 1 contrasts the reliability of Simplex, TMR, and TMR/Simplex systems versus
the normalized mission time (time/MTTFsimplex). As can be seen from Figure 1, TMR is
better than Simplex until 0.7 MTTFsimplex; however, TMR/Simplex is always better than
either TMR or Simplex alone.
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Figure 1. Reliability versus normalized mission time for Simplex, TMR, and TMR/Simplex systems.

As a measure of radiation hardness indicator, a parameter that has been found valuable
for evaluating reliable systems is the Reliability Improvement Factor (RIF) [22,23]. This is
defined as the ratio of the probability of failure of the non-redundant system to that of the
redundant system. If RN and RR are the reliabilities of the non-redundant and the redundant
systems, respectively, for a given mission time, and at a given radiation level, then:

RIF =
1− RN

1− RR
(3)
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Therefore, assuming Simplex module failure rate, λ = 5%, the RIF over the Simplex
system of the TMR method is 7.25, whereas the RIF of the TMR/Simplex scheme over the
Simplex system is 14.3.

The literature reports the output of research showing alternative methods to TMR or
TMR/Simplex, which have better reliability and reduced overhead costs [24,25]. However,
excluding Lima’s [26] hybrid method, which has been shown to provide reliability benefits
equivalent to those of TMR at a lower cost, no other method has been reported in the literature.

2. The Proposed Technique

The TMR/Simplex scheme provides higher reliability than either the TMR or Simplex
system alone, consequently increasing the mission time for which the scheme can be used.
However, it abandons a working resource and completely fails as soon as the selected good
module fails; thus, another technique is desired that will not discard a working resource or
cause a complete system failure as soon as the second module fails. In addition, the scheme
would be suitable for a radiation-tolerant digital controller design.

In an effort to address the above research questions, a new redundancy architecture
is proposed, as shown in Figure 2. In this architecture, a hybrid redundancy scheme that
combines Spatial and Temporal redundancies is used to design a high-reliability redundancy
scheme that mitigates the problems encountered with the ordinary TMR/Simplex technique.

Electronics 2021, 10, x  4 of 20 
 

 

 
Figure 2. Implementation of the proposed technique for the two-module case. 

 

Figure 2. Implementation of the proposed technique for the two-module case.

The motivation for the proposed technique rests on the fact that radiation-induced
faults result in one or more of the following effects on the DC-DC converter PWM controller
output [27–29]:

1. A change in pulse duration(s) of the PWM controller output (for one or more cycles).
2. A loss of pulse (due to complete failure of the PWM controller; mostly assumed to be

due to the permanent change in output to logic-low or 0).
3. Missing pulses (which occur because the PWM controller’s output is stuck at logic-

high or logic-low for one or more cycles).

For a given input voltage, the operating duty cycle and, consequently, the logic-high
duration of the pulse generated by the PWM controller can be known. The knowledge of
this pulse duration can be used to detect the occurrences of the three radiation-induced
fault categories mentioned above and mask them so that their effect does not alter the
correct output state.

To illustrate the concept, a two-module implementation of the proposed technique
is shown in Figure 2. However, the numbers of possible paralleled redundant elements
are limited only by other constraints, such as space and power requirements of a given
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design; otherwise, 2, 3, 4, 5, 6, 7, etc., redundant elements, irrespective of being an odd
or even number of elements, can be paralleled to reach the required level of reliability.
Consequently, for radiation hardening half-duty limited DC-DC converters, the reliability
obtained from the proposed technique outweighs most, if not all, of the ordinary modular
redundancy techniques.

Figure 2 shows three stages of the proposed voter. The functioning of each stage is
as follows:

2.1. First Stage

This stage consists of a counter, a comparator, a constant block, two delay blocks, and
two first-stage voters. In this stage, the following faults are detected,

1. Faults that result in a PWM pulse duration change larger than the maximum duty-
limit.

2. Faults that result in being stuck at logic-high or stuck at logic-low for one or more
PWM cycles.

If the above two fault categories are detected, these controllers’ outputs are replaced
with a low-duration pulse of the same frequency. The actual masking of these fault types
happens at the third stage. The first-stage voter (static detect in Figure 2) inputs the
following signals:

1. Each module’s PWM pulse output;
2. Each module’s PWM pulse output delayed by the maximum duty-limit used;
3. A low-duration PWM pulse of the same frequency.

In this stage, if each module’s PWM output pulse is free from the faults categorized above
or if radiation causes a pulse-duration change smaller than the fixed maximum duty-limit
used, then a comparison of that module’s PWM output pulse and its fixed maximum duty-
limit delayed counterpart should result in a difference, as shown in Figure 3a (upper-blue
and middle-red). If so, the first-stage voter propagates that pulse to the next stage as shown
in Figure 3a (lower-brown). However, if radiation causes a change in the pulse-duration
larger than the maximum duty-limit used, then the first-stage voter passes that pulse only for
the duration of time for which that pulse and its maximum duty delayed counterpart have
dissimilarity; otherwise, the low-duration pulse is passed as shown in Figure 3b. Furthermore,
if radiation causes a fault of being permanently or temporarily stuck at logic-low or logic-
high, a comparison with its fixed maximum duty-limit delayed equivalent will not result in a
difference. In this case, the first-stage voter will replace that particular module’s output with
a low-duration pulse with the same frequency, as shown in Figure 3c,d, respectively. The
first-stage voter pseudocode is shown in Figure 4.

Note that this stage detects either permanent or temporary stuck at logic-low or stuck
at logic-high faults that persist for one or more PWM cycles, and faults that result in a
change in PWM pulse duration that is larger than the maximum duty-limit used. However,
radiation-induced faults that result in a change in PWM pulse duration that is smaller than
the maximum duty-limit are not detected in this stage.
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Figure 3. First-stage detection process: (a) A 1.5 MHz 30% actual duty PWM pulse (upper-blue), its 48% pulse-duration
delayed counterpart (middle-red) and resultant first-stage voter output PWM pulse (lower-brown); (b) a faulty 1.5 MHz
70% duty (larger than the maximum duty, max-duty = 48%), PWM pulse (upper-blue), its 48% pulse-duration delayed
counterpart (middle-red) and resultant first-stage voter output PWM pulse (lower-brown); (c) a faulty 1.5 MHz 0% duty
(stuck at logic-low fault), PWM pulse (upper-blue), its 48% pulse-duration delayed counterpart (middle-red) and resultant
first-stage voter output PWM pulse (lower-brown); (d) a faulty 1.5 MHz 100% duty (stuck at logic-high fault), PWM pulse
(upper-blue), its 48% pulse-duration delayed counterpart (middle-red) and resultant first-stage voter output PWM pulse
(lower-brown).
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2.2. Second Stage

This stage consists of a counter, a comparator, a delay block, two pulse-duration
detection algorithm blocks, and two two-input AND blocks. This stage performs the
following functions:

1. Detects the pulse-durations of each inputted pulse and decides the current actual
pulse duration.

2. Detects and rejects faults that result in a PWM pulse duration change smaller than
the maximum duty-limit but larger than the actual PWM pulse duration

In this stage, the pulse durations of each inputted pulse are detected, and the actual
pulse duration is selected and used to generate a pulse that will be ANDED with the first
stage’s outputs. The ANDING process will allow, passing to the third stage, only those
PWM pulses that have equal or smaller pulse-durations than that of the selected actual
pulse duration.

Note that the previous correct PWM cycle’s duty-value, and the current input voltage
value (that is, the fact that the product of the input voltage and primary turn-on time is
almost a constant value, no matter how fast the input voltage changes), is used to select the
correct pulse duration in the second-stage voter (pulse width selector block in Figure 2).
Therefore, the only faults that can pass through this stage are those that result in smaller
pulse durations than that of the actual pulse duration.

The second stage works by inputting:

1. The outputs from the pulse-duration detectors;
2. The previous PWM cycle’s duty-value;
3. The current input voltage–output voltage relation, that is, current duty-value calcu-

lated using the equation:

duty =
N×Output voltage

Current input voltage
×NPWM (4)

where N is the turn-ratio and NPWM = 28 = 256 for the 8-bit DPWM used in the article.
Here, because N, NPWM, and output voltage are constants, only the current input voltage
value is sensed by the input sensing circuit.

The pseudocode for the second-stage pulse width selector block in Figure 2 is shown
in Figure 5:
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The TOLERANCE value is based on the allowable output voltage variation/tolerance.
The value used in the article is 2 clock durations, which corresponds to an allowable
duty-value variation of 0.78% or output voltage variation of a maximum of 140 mV above
or below the nominal 4 V value (maximum of 140 mV variation occurs at the largest input
voltage). The TOLERANCE value can be tightened if required.

Figure 6 below shows the simulation runs of the three-module implementation of the
proposed technique. In the figures, initially the three-module system is running with the
actual duty-value of 30%. Then, after approximately 0.46 milliseconds, the first module
is switched to a duty-value of 10% to emulate a radiation-induced fault (Figure 6a); after
approximately 0.8925 milliseconds, the second module is switched to a duty-value of 10%
(Figure 6b). Figure 6c shows outputs after AND blocks with the first module switched to
a duty-value of 80% after approximately 0.4975 milliseconds of the simulation run, and
Figure 6d shows the outputs with the second module switched to a duty-value of 80% after
approximately 0.8275 milliseconds of the simulation run. In Figure 6c,d, because faulty
pulses that have larger pulse durations than the maximum duty-value are masked by
the first stage, the outputs after AND blocks are constant zero-duration pulses which can
easily be masked by the third-stage voter. In all figures, the bottom pulse graph shows the
resultant actual PWM pulse output after the third stage during the simulation runs. This
shows that the failure(s) of one or two module(s) is masked by the two or single fault-free
remaining module(s).
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2.3. Third Stage

This stage consists of two run-time delay blocks and the final voter. In this stage, a
run-time, dynamically generated, delay is used to detect and reject smaller pulse-duration
faulty pulses that have passed through the second stage.

The pseudocode for the third stage is similar to that of the first stage, except that in
the third stage, no low-duration pulse is required as a replacement for the faulty pulses; in
addition, the delay duration is dynamically determined at the second stage and, thus, is
not constant. The final voter found in this stage determines the final correct actual PWM
pulse by inputting the two redundant modules’ PWM outputs and their actual duty-value
delayed counterparts.

The pseudocode for the third stage is shown in Figure 7:

Electronics 2021, 10, x  10 of 20 
 

 

 
(d) 

Figure 6. (a) Outputs after AND blocks and the final voter when module 1 is forced to output 10% duty to emulate a 
sudden change in pulse duration. (b) Outputs after AND blocks and the final voter when module 2 is also forced to output 
10% duty to emulate a sudden change in pulse duration. (c) Outputs after AND blocks and the final voter when module 
1 is forced to output 80% duty to emulate a sudden change in pulse duration. (d) Outputs after AND blocks and the final 
voter when module 2 is also forced to output 80% duty to emulate a sudden change in pulse duration. 

2.3. Third Stage 
This stage consists of two run-time delay blocks and the final voter. In this stage, a 

run-time, dynamically generated, delay is used to detect and reject smaller pulse-duration 
faulty pulses that have passed through the second stage. 

The pseudocode for the third stage is similar to that of the first stage, except that in 
the third stage, no low-duration pulse is required as a replacement for the faulty pulses; 
in addition, the delay duration is dynamically determined at the second stage and, thus, 
is not constant. The final voter found in this stage determines the final correct actual PWM 
pulse by inputting the two redundant modules’ PWM outputs and their actual duty-value 
delayed counterparts. 

The pseudocode for the third stage is shown in Figure 7: 

 
Figure 7. Third-stage final voter block pseudocode. 

As can be observed from Figure 8, although the actual pulse-duration delayed pulse 
(Figure 8d) results in a dissimilarity compared to the actual PWM pulse (Figure 8b), at 
each clock cycle in the PWM cycle the smaller pulse-duration faulty pulse (Figure 8a) is 
not different from its actual pulse-duration delayed equivalent (Figure 8c), which can eas-
ily be detected and rejected by the final voter. 

Figure 7. Third-stage final voter block pseudocode.

As can be observed from Figure 8, although the actual pulse-duration delayed pulse
(Figure 8d) results in a dissimilarity compared to the actual PWM pulse (Figure 8b), at each
clock cycle in the PWM cycle the smaller pulse-duration faulty pulse (Figure 8a) is not
different from its actual pulse-duration delayed equivalent (Figure 8c), which can easily be
detected and rejected by the final voter.
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3. Reliability Analysis of the Two-Modules Implementation Case

To conduct an effective evaluation of the dependability of a given fault tolerant system,
a measure of reliability is required. Although the true reliability obtained from the proposed
technique is dependent on the number of paralleled redundant modules, and increases
with the number of modules, the reliability of the two-module implementation case, shown
in Figure 2, can be calculated. Assuming Rm to be the reliability of one of the modules
(Simplex system), the reliability expression of the proposed technique, if an ideal voter is
assumed, can be derived from the following equations:

Rtwo modules = Probability of both modules are functioning + probability of only one of the modules is functioning (5)

Rtwo modules = B(2 : 2) + B(2 : 1) =
(

2
2

)
R2

m(1− Rm)0 +

(
2
1

)
R1

m(1− Rm)1 (6)

Rtwo modules = 2Rm − R2
m = 2e−λt − e−2λt (7)

Therefore, the RIF of the proposed two-module implementation over the Simplex
system is 20.8. This represents a 2.87-fold and 1.46-fold improvement in RIF over the
ordinary TMR and TMR/Simplex schemes, respectively, for the same system.

The graph in Figure 9 compares the reliability of Simplex, TMR, TMR/Simplex, and the
proposed technique implementations with two and three modules versus the normalized
mission time (time/MTTFsimplex).

As can be seen from Figure 9, the proposed technique provides the best reliability
for all t ≥ 0, compared to either TMR or TMR/Simplex methods, which makes it suitable
for applications to relatively longer mission times. The graph also accentuates the claim
that the reliability obtained from the proposed technique increases with the increase in the
number of paralleled redundant elements.
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4. Case Study
The Dual-Switch Forward Converter

Among the different topologies of DC-DC converters, those considered suitable for
applications in radiation environments are required to provide insulation between input
and output of the converter, and the power switch arrangement should not cause a short
circuit at the input of the converter in the case of a fault caused by radiation. Therefore,
Forward or Flyback converters are frequently selected [30].

The Dual-Switch Forward converter, like the typical Single-Switch Forward converter,
is derived from the Buck converter topology. The key difference between a Forward
converter and a Buck converter is that a transformer is introduced in the Forward converter.
The transformer creates the input–output separation, and the turn ratio offers a means
to adjust the duty cycle for the particular input and output voltage requirements of the
application. Figure 10 illustrates the Dual-Switch Forward converter topology. The circuit
consists of an input capacitor CIN, two switches QH and QL, clamp diodes DH and DL, a
power transformer T1, rectifier diodes D1 and D2, an inductor Lo, and a capacitor Co. With
a somewhat higher cost, the rectifier diodes D1 and D2 on the secondary side of the power
transformer can be replaced with synchronous rectifier switches to improve efficiency in
applications with relatively low output voltage.
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Figure 11 shows the two operational modes of the Dual-Switch Forward converter.
During operation, the two switches are turned ON and OFF simultaneously. The output
voltage is regulated by modulating the duty cycle of the switches. The relationship between
the input voltage VIN, output voltage VOUT, duty cycle D, rectifier diode forward-drop
VF, and transformer turns ratio N is defined by the following equation:

D =
N× ( VOUT + VF)

VIN
(8)
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When the two switches are turned ON, as shown in Figure 11a, the input voltage is ap-
plied to the primary power transformer. Consequently, the transformer core is magnetized,
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and the power flows to the secondary side circuit through the transformer coupling. When
the two switches are OFF, as shown in Figure 11b, the flow of power to the primary is cut
off. The voltage across the primary winding is reversed due to the residual magnetizing
inductance of the transformer, forcing the two clamp diodes DH and DL to conduct. This
effectively clamps the switches’ voltage to the input voltage, and applies the input voltage
in reversed polarity to the power transformer primary winding to demagnetize and reset
the transformer.

The primary of the transformer receives the voltage of the nearly equal magnitude but
opposite polarities during the ON and OFF period of the power switches. The maximum
duty cycle should be limited to less than 50% to ensure the volt-second balance between
the magnetizing and demagnetizing intervals, so that the Dual-Switch Forward converter
always achieves a complete reset of the power transformer during each switching cycle.

5. Design Parameters of the Converter

Design specifications of the Dual-Switch Forward converter are shown in the Table 1
below.

Table 1. Design parameters of the Dual-Switch Forward converter.

Parameter Rating Value

DC Input Voltage (Vin) range 80–144 V
Turn ratio, N 8

Output Voltage (Vout) 4 V
Output Current (Io) range 2–20 A

Inductor (L), ESL 1 µH, 8 mΩ
Capacitor (C), ESR 13 µF, 15 mΩ

Load (R) range 0.2–2 Ω
Switching Frequency (Fsw) 1.5 MHz

Output Power (Po) 80 Watts
Maximum duty cycle (Dmax) 0.48

Efficiency (η) >90%

A voltage-mode PWM controller (VMC) for the Dual-Switch Forward converter was
designed in the analog domain using the MATLAB control system toolbox. The designed
PID compensator has a gain margin of 11.2 dB and a phase margin of 54.2 degrees.

GComp (s) =
7.713 e−8 (

s + 4.33e5)2

s
(9)

The designed analog compensator was then converted to its equivalent digital form
using the bilinear transformation. The final digital PID compensator transfer function is
given by:

Gc (z) =
2.41e−2 − 3.74e−2z−1 + 1.45e−2z−2

1− z−1 (10)

6. Reliability, Hardware Resources, and Mean-Time-To-Failure (MTTF) Comparisons

The Mean-Time-to-Failure (MTTF) [21] and reliability comparisons of the methods
are shown in Table 2. As can be seen from Table 2, the proposed technique is superior for
relatively longer mission time applications than either TMR or TMR/Simplex techniques.
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Table 2. Reliability and MTTF comparison.

Methods
Reliability and MTTF (λ=5%)

MTTF
(in years)

Reliability for Mission Time t

t = 1 year RIF

Simplex 20 0.95 1
TMR 145 0.9931 7.25

TMR/Simplex 286 0.9965 14.30
Proposed Technique

(Two Modules) 417 0.9976 20.83

Proposed Technique
(Three Modules) 10,000 0.9999 500

Reliability is defined as the probability of not failing in a particular environment for a
particular mission time. The MTTF is derivable from the reliability of a given system. The
details are given in reference [21].

Respective MTTF values indicate an average lifespan before the first failure of the
system obtainable using each respective technique.

The Reliability Improvement Factor (RIF), also called the Reliability Improvement
Index (RII) in some literature, is a measure of the relative advantage of one redundancy
technique over the other with respect to the unmitigated system.

Table 3 shows analysis results, for each technique, of hardware resources after synthesis.

Table 3. Hardware resource comparisons.

- DSP
(80)

LUT
(17,600)

Registers
(35,200)

TMR\TMR/Simplex 3 1500 1467
Proposed Technique

(Two Modules) 3 1317 1536

Proposed Technique
(Three Modules) 4 1793 2094

7. Testing

To verify the functionality of the proposed technique, the digital controller for the Dual-
Switch Forward converter was implemented in the zynq-7000 (zybo) board using a Xilinx
system generator and MATLAB/Simulink. The hardware co-simulation block was generated.

A Hardware co-simulation setup was used to emulate radiation-induced faults during
simulation. In this setup, the pulse generator block of MATLAB/Simulink was used to
emulate (or inject) the pulse-duration changes caused by radiation-induced faults during
simulation, and the loss of pulses or stuck at logic-high or stuck at logic-low faults were
emulated using a constant block.

Two experiments were designed. Experiment 1 was used to test the injections of the
three radiation-induced fault categories in the presence of input disturbances, whereas
experiment 2 was used to test the injections of the three fault categories in the presence
of output disturbances. Table 4 shows the duty-value changes injected to emulate the
radiation-induced faults, and Figure 12 shows the synthesizable fault models inserted into
the desired places in the VHDL design to emulate the radiation-induced faults.

Table 4. Duty-value change used for different experiment sequences.

Fault Type Stuck at Logic-Low or
Permanent Failure Duty-Value Changes Stuck at Logic-High

Sequence No 1 2 3 4 5 6 7
Duty-Value (%) 0 10 40 60 80 90 100
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7.1. Experiment 1

In experiment 1, the simulation interval was initially set at 2 milliseconds, the input
DC-bus voltage was made to switch between 144 V and 128 V at a 0.3 millisecond interval,
and the output load was fixed at 0.2 Ω. Then the following sequence of events was executed:

1. Sequence 1: Stuck at logic-low for Multiple PWM cycles

a. At t = 0 ms, the simulation was started with the two controller modules out-
putting the same actual PWM pulse, that is, actual-duty = 8 × 4/144 = 0.22, (a
small duty-value increase due to losses was ignored and the ideal diode was
used, so VF = 0, as assumed in Equation (7)).

b. At t = 0.2 ms, the first controller module output was switched to duty = 0.
c. Starting from t = 0.3 ms, the periodic input disturbance was injected and

repeated at 0.3 ms intervals of switching between 144 V and 128 V until the
simulation was complete (note that the actual duty-value changes from 0.22 to
0.25 when the input DC-bus voltage changes from 144 V to 128 V).

d. At t = 0.5 ms, the first module was restored (switched back to the fist controller’s
output).

e. At t = 0.7 ms, the second controller module output was switched to duty = 0.
f. At t = 1 ms, the second module was restored (switched back to the second

controller’s output).
g. At t = 1.3 ms, the first controller module output was switched to duty = 0.
h. At t = 1.6 ms, the first module was restored (switched back to the fist controller’s

output).

The simulation was repeated for all duty-value changes shown in Table 4 to emulate
other fault types.

7.2. Experiment 2

In experiment 2, the same procedure and simulation interval was used as in experi-
ment 1, but the input DC-bus voltage was fixed at 144 V and the output load fixed part
was set to 0.8 Ω; in addition, the cyclic load current demand switched between 0 A and 2.5
A so that the total load current demand switched between 5 A and 7.5 A at 0.3 millisecond
intervals starting from 0.3 milliseconds after the simulation started.

7.3. Testing Using Synthesizable Fault Models

In this case, synthesizable fault models from [31] were used to inject different fault
types into the required places in the VHDL design. The different types of synthesizable
faults are shown in Figure 12.

When injecting the above faults at the required locations in the design, the Fault
Injection System (FIS) wire, in Figure 12, plays a major role. The respective faults would be
activated if FIS takes a value of 1, and the faults would become inactive if it takes the value
0. Figure 13 shows the schematic of the system after synthesis with synthesizable bit-flip
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fault models inserted at the outputs of each controller for a three-module implementation
of the technique.
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When testing with the synthesizable fault models, similar responses of the converter
to those in the cases of experiments 1 and experiment 2 (shown in Figures 14 and 15)
were observed in the presence of input disturbance (experiment 1) and output disturbance
(experiment 2). This proves the effectiveness of the proposed method.
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8. Experimental Results

The converter output responses are shown in Figure 14 for experiment 1, and in Figure 15
for experiment 2. As can be seen from Figures 14 and 15, the converter tolerates the three
radiation-induced fault categories previously discussed in the presence of input or output
disturbances. Similar converter responses were observed for the different duty-value changes
shown in Table 3, and for the injections of the three radiation-induced fault categories in the
presence of input or output disturbances.

Figure 16 shows the hardware co-simulation setup used during the experiments.
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9. Discussion

The proposed method is applicable for radiation hardening of half-duty limited DC-
DC converters and inverters or similar circuits and/or applications; examples include
isolated Dual-Switch Forward and Flyback DC-DC converters. The main limitation is that
the method initially adds a delay of two PWM cycles (approximately 1.33 µs in this paper)
in the control loop due to the pulse-duration detection algorithms.

The main advantage of the technique is that it can be used to parallel any number of
redundant modules, irrespective of being even or odd numbers, with a significant increase
in reliability with the number of paralleled redundant modules. Furthermore, the technique
continues to function even if only one module is free from radiation-induced faults. The two-
module implementation of the technique consumes slightly less resources (LUT) compared to
the TMR implementation. Each redundant module’s ADC implementation requires one DSP;
thus, TMR uses three DSPs, whereas the proposed method’s two-module and three-module
implementations use three and four DSPs, respectively. One more DSP is required for the
implementation of the ADC in the input voltage sensing circuit. Overall, the method provides
significantly higher reliability, in addition to efficiently using resources. The three-module
implementation consumes less than 2% more resources (LUT, registers), and uses one more
DSP compared to the TMR, but the increase in reliability is significant.

10. Conclusions

In this paper, a high-reliability hybrid redundancy technique as an alternative to
the regular TMR or TMR/Simplex schemes for radiation hardening of half-duty limited
DC-DC converters is presented. The technique provides the highest reliability compared
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to TMR and TMR/Simplex schemes. For the two-module implementation case presented
in this paper, the method provides 2.87-fold and 1.46-fold RIF over the Simplex system,
compared to TMR and TMR/Simplex techniques, respectively.

The technique can be used to parallel any number of redundant modules, irrespective
of being even or odd numbers, with a significant increase in reliability with the number
of paralleled redundant modules. The technique can be used for longer mission time
applications than both TMR and TMR/Simplex techniques. The technique can be used for
half-duty limited DC-DC converters or similar circuits in space systems, and/or in nuclear
or high energy physics facilities.
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