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Abstract

:

Network-on-chip (NoC) based system-on-chips (SoC) has been a promising paradigm of core-based systems. It is difficult and challenging to test the individual Intellectual property IP cores of SoC with the constraints of test time and test power. By reusing the on-chip communication network of NoC for the testing of different cores in SoC, the test time and test cost can be reduced effectively. In this paper, we have proposed a power-aware test scheduling by reusing existing on-chip communication network. On-chip test clock frequencies are used for power efficient test scheduling. In this paper, an integer linear programming (ILP) model is proposed. This model assigns different frequencies to the NoC cores in such a way that it reduces the test time without crossing the power budget. Experimental results on the ITC’02 benchmark SoCs show that the proposed ILP method gives up to 50% reduction in test time compared to the existing method.
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1. Introduction


Considering time-to-market, today’s system-on-chips (SoCs) are becoming sea-of-cores! The overall architecture of SoC is becoming complex. In this scenario, testing of each IP core as stand- alone and as a part of system is difficult. Test access mechanism (TAM) architecture is designed to fetch the test data from the automatic test equipment (ATE) to the core and to transfer test response from the core to sink. The bus-based TAM was being widely used in SoC. The typical bus-based TAM architecture for SoC is having blems related to scalable global synchronous clock, communication time and performance issues [1]. To overcome these issues, NoC based SoCs are introduced. Use of routers, channels and packet switching interconnections reduces the problem of test data communication from source to IP core and IP core to sink [2].



For effective reduction in test time under the constraints of power budget, test scheduling is the key point [3]. Minimization of test time with NoC being used as TAM is a multivariable problem, including the co-optimization of the core assignment to TAM for test data transportation, active exploitation of the channel bandwidth, and the number and location of the test interface. Further, it is to be noted that the test time and test power are correlated issues. Increase in test frequency may reduce the test time but simultaneously increases the dynamic test power. In this paper, an ILP based method is proposed to reduce the test time in NoC with multiple test clock frequencies. Here, the test power and the test time are formulated as a function of the test clock frequency, and hence this method gets the test time reduction for the predefined power limit. In the proposed method, dynamic clock control based on the power dissipation of the test session is adopted.



The whole paper is organized as follows. Section 2 discusses the prior work on TAM in NoC. The motivation and background are described in Section 3. The problem statement is described in Section 4. The proposed test methodology to establish the problem statement is shown in Section 5, whereas Section 6 discusses the experimental result analysis. Finally, Section 7 draws a conclusion.




2. Prior Work


TAM architecture is the mediator to transfer the test data from automatic test equipment to the core and the core to the sink. In NoC based SoC, the NoC fabric can be used as TAM replacing the dedicated TAM. Since no extra hardware is required to build TAM, it reduces the cost of NoC based SoC testing. The fundamental of reusing NoC as TAM is first introduced in [3]. Here, the core having a longer test time is given higher priority in scheduling to reduce testing time. This method was further developed in [4], with power constraint and increased test parallelism. In [5], the test time has been shown as a function of the TAM width and assignment of a core to the TAM width to minimize the test time. In [6], it is shown that the test time of the core varies in staircase pattern with TAM width.



For high speed data transport over the network, the time division multiplexing (TDM) approach was discussed in [7]. In [8,9], power-aware test scheduling is shown by effectively utilizing the on-chip network. Here the on-chip clocking is used in such a way that the faster clock is assigned to some cores and slower to remaining to limit the overall power consumption. In short, clock rate distribution is effectively designed in this methodology to have a lower test time. Test scheduling using rectangle packing solution and use of multiple test clocks for NoC test was proposed in [10]. Test scheduling with the different topology of the network was described in [11]. In [12], unicast-based multicast scheme is used for NoC based SoC testing, where different techniques like test data compression, power constraint scheduling, vector compactions are also combined to minimize test time. Power and thermal-aware NoC test scheduling with a multiple clock rate is proposed in [13]. The algorithm is designed based on Integer linear programming and simulated annealing technique. Co-optimization of pin assignment to the access point and NoC core test scheduling was proposed in [14]. Minimization of test time with the given pin count is well described here. In [15], test delivery optimization of many core systems is proposed. Here, NoC partitioning difficulty is formulated with dynamic programming. In [16], the hybrid test data transportation system for advanced NoC based SoC is described. As the schedule is affected by the location of the access point and the position of the embedded core, a new technique is developed here for concurrently testing several different cores.




3. Motivation


The ITC’02 benchmark NoC based SoC d695 was used as an example. The d695 has 10 IP cores with 2D mess topology, as shown in Figure 1a [4]. The IP cores included in d695 are standard ISCAS benchmark circuits. The database for the SoC d695 is shown in Figure 1b, which includes number of I/Os, scan chain, number of test patterns, test power and test time [17,18].



Here, there are 10 cores each with test time ti and power dissipation Pi. The cores can be tested individually or in groups i.e., sessions. The length of each session i.e., test time for that session can be defined as the maximum of test time of individual core being tested in that session and total power dissipation for that session is the summation of individual test power of cores being tested in that session.



Generally, the available NoC channel width exceeds the TAM width of IP core test wrapper and hence some channel width may remain idle during testing. If we assign the cores to channel in such a way that, parallel testing of core is maximum and the idle channel width is minimum, then the test time is reduced effectively. In [19], we have presented the algorithm for the effective utilization of idle channel width to determine the width of the TAM bus assigned to the individual core and improved partition strategy for the TAM bus. The algorithm also focuses on improved core assignment to the partitioned TAM bus and test scheduling. The limitation of the algorithm in [19] is that it is exhaustive in nature and has a long execution time for big SoCs.



Here, in Figure 2, we show the effective TAM and IO assignment for the test scheduling of SoC d695 cores without power constraints. The number in each rectangle block represents the core number and corresponding test time in terms of test clock cycles for that core. The shaded region in this figure shows the idle time. Cores are mapped to any one of the three I/O pair. Results show that cores 1, 2, 7, 8 and 10 are assigned to IO1, cores 3 and 6 are assigned to IO2, and cores 4, 5 and 9 are assigned to IO3. Total test time of the cores assigned to IO1 is 12,352 clocks, total test time of the cores assigned to IO2 is 12,303 clocks and total test time of the cores assigned to IO3 is 12,452 clocks. In short, total test time of the SoC d695 is the maximum out of these three, which is 12,452 clocks.



With single frequency allocation, assuming a normalized test frequency of 1Hz in Figure 2a, maximum test time out of three I/O pair is 12,452 s.



In [20], we have proposed a method to minimize the test time in NoC based SoC by variable clock frequency to session based scheduling. Let’s assume that the maximum allowable average power for SoC is Pmax and test power for individual core is Pcore, and test frequency is ftest. Here test time is inversely proportional to test frequency and dynamic test power is directly proportional to test frequency. Hence to reduce an individual core’s test time, we have increased its test frequency by a power factor time. The power factor was considered based on the power limit constraint of SoC. Power Factor = Pmax/Pcore. After increasing the test frequency, the scheduling/rectangle packing of IP core is converted into serial testing of cores. With experimental results on different benchmark SoCs, we have shown that the overall test time was reduced for each SoC. But the limitation here is reliability issues. As we have made each of the core to run at higher frequencies, the thermal reliability issues were still unanswered.



Here, in this paper, to overcome the limitation of reliability issues, we have adopted a power constraint test scheduling where the maximum power limit was set as the percentage of the gross of total functional power consumption of all core i.e., 30% power means 30% of summation of total power consumed by each core. This value of 30% was chosen to stringent the power constraints for our experiments [9]. We have further constrained the frequency to increase by factor two for some of the cores with lower power budget and at the same time the frequency is slow down by factor ½. With higher power budget cores. In general, we used ftest, 2ftest or 1/2 ftest to individual cores using Pmax and Pcore as constraint values.



Figure 3a,b shows the test scheduling of SoC d695 cores with power constraints. Here, Pmax value is taken as 30% of the total test power consumed by all cores in SoC. Number in each rectangle block represents core number and corresponding test clock cycles of that core. Cores are mapped to any one of the three I/O pair.



With single frequency allocation in Figure 3a, the maximum test time out of three I/O pair was 18,546 ns (considering a normalized test frequency of 1GHz) whereas, with multiple frequencies in Figure 3b, it was 12,439 ns considering the three clock frequencies ½ GHz, 1 GHz and 2 GHz, which showed the reduction in test time.



Further, we have used the TAM channel width and IP core’s bus width as constraint for scheduling. It means, the test time reduction problem formation was done using the integer linear program where the TAM channel width, IP core’s bus width, Pmax and Pcore were used as a constraint for scheduling and frequency allocation objective. The exact problem formation for ILP is described in the next section.




4. Problem Statement


The problem statement for the proposed method of test time minimization can be stated as below:




	
Given the number of inputs, outputs and scan chains for the NoC based SoC;



	
Given the maximum TAM width Wmax to be used for data transfer between IP cores of SoC;



	
Given the network topology for NoC to be used for IP cores of SoC;



	
Given the multiple test clock frequency for the testing of various IP Cores in NoC based SoC;








Determine:




	
Optimum allocation of the core to the input-output pairs.



	
Optimum allocation of test clock to the cores.



	
Scheduling algorithm to minimize test time with given power constraints.









5. Proposed Methodology


Here, ILP based test scheduling algorithm is proposed for a dedicated routing path, which is implemented for the non-preemptive test.



The ILP based schedule will assign each core a dedicated routing path, input port, output port, test clock frequency, channel through which test vector will transport from input port to the core and output response from core to the output port. Once the core is scheduled in the dedicated routing path, all the resources are reserved until entire test is finished for that core.



Let us consider:




	
Nc = Number of Cores;



	
Np = Number of input-output pairs available in NoC based SoC;



	
Wmax = a maximum TAM width;



	
ti = test time of core i;



	
fn = multiple test clock frequencies.



	
T = total test time



	
Tro = time consumed in the router



	
Tchan = time consumed in NoC channels



	
Nchan = number of channels



	
Nro = the number of routers



	
Pro = power consumed in the router



	
Pchan = power consumed in NoC channels



	
Nchan = number of channels



	
Nro = number of routers



	
Si = length of wrapper-scan-in chain



	
So = length of wrapper-scan-out chain



	
TP = Test pattern count of the core








Here we are considering mesh network as the network topology for IP Cores of NoC based SoC.



The test time ti of the core i is the combination of the two entities.



(1) The time it takes to transmit data through a number of channels and routers, which is defined as Tcri


Tcri=Nchan∗Tchan+Nro∗Tro



(1)







(2) Test time of the core which is defined as Tcorei



Core test time Tci depends on the TAM width selection and arrangement of the scan chain with the best fit decreasing algorithm [17]. So total core test time in terms of clock cycles is given as


Tcorei=(1+max(Si,So))∗TP+min(Si,So)



(2)







The combined test time of the SoC can be defined as



In NoC, the testing time of core is considerably higher than the transmit time. So here, the transmit time is neglected as in contrast to core test time. Here, Si and So is basically a wrapper scan in and scan out flip flops and it works on the edge of clocks, so the test time measured here is in the number of clock cycles it used.




ti=∑i=1NcTcorei



(3)





The scheduling of the core will start after calculating test time of each core. Here, we are proposing two scheduling techniques: 1. test scheduling without power constraint; 2. test scheduling with power constraint. ILP formulation is developed to schedule the cores. We will discuss and analyze these two techniques here.



(3) ILP formulation for Test Scheduling with single frequency allocation and without power constraint:



The main motive behind this algorithm is to reduce test time of the SoC. So, the main objective for this ILP formulation becomes the minimization of test time.



Main Objective: Min T



Let Xij is the 0-1 binary variable which is defined as


Xij=1,if core i is assigned to I/O pair j.=0,otherwise











Each core is mapped to one and only one input-output pair. Mathematically, we can write this unity condition using the binary variable Xij, which is defined as


∑j=1Npxij=1, ∀i, 1≤i≤Nc



(4)







Since test time of SoC is maximum of individual I/O pair’s test time. The maximum test time among all I/O pairs can be given as


T=max∑i=1Ncti∗xij, ∀j, 1≤j≤Np



(5)







(4) Pseudo Code for the ILP Problem formulation



The detail description of ILP formulation in form of pseudo code is shown in Figure 4.



(5) Power aware test scheduling with multiple frequency allocation.



In NoC, power consumed in routers and channels is given as


Pcri=Nchan∗Pchan+Nro∗Pro



(6)







Power consumption in each core can be calculated from information, like the number of input-outputs, a number of scan flip flops etc. So total power consumption can be given as,


Ptotal=∑i=1Nc(Pcri+Pcorei)



(7)







Power aware test scheduling starts with Equation (6) and (7). Here, Cores are scheduled in such a way that power consumption in a given session should not go beyond Pmax value. Mathematically it is defined as:


∑j=1Np∑i=1Nc∑k=1fnPi∗Xijkl≤Pmax, ∀1, 1≤l≤S



(8)




where, S is the number of sessions.



Since test time of SoC is the maximum of individual I/O pair’s test time. The maximum test time among all i/o pairs can be given as


T=max(∑j=1Np∑i=1Nc∑k=1fnti∗xijk), ∀1, 1l≤S



(9)







The ILP model of this whole system can be summarized as



Objective: Minimize ‘T’ Subject to:


∑j=1Np∑k=1fnxijk=1, ∀i, 1≤i≤Nc










∑i=1Ncxijk≥1, for j=1, ∀k, 1≤k≤fk and j=1










∑j=1Np∑i=1Nc∑k=1fnPi∗Xijkl≤Pmax, ∀1, 1≤l≤S










T=max(∑j=1Np∑i=1Nc∑k=1fnti∗xijk), ∀1, 1l≤S











The detail description of ILP formulation in form of pseudo code is shown in Figure 5.




6. Experimental Results and Analysis


Here, the proposed algorithm was implemented on the windows core i3 processor with 2.00 GHz frequency and 4 GB RAM. The simulation was done on MATLAB 14 and LPSOLVE. The algorithm was applied to the widely used ITC’02 benchmark SoCs. Since the power consumption of each core is not mentioned in the ITC’02 benchmark database, it was taken from [21]. For the proposed algorithm, it was assumed that SoCs have the similar NoC fabric as given in [9,15,17] including network topology, core placement etc.



The simulation results of the proposed algorithm for various SoCs were compared with [9,17]. Table 1 and Table 2 show the detailed results for ITC’02 benchmark SoC d695. Columns 2–3 in Table 1 show the results in case of normal algorithm and ILP based Algorithm implementation with two cases:




	
Single frequency allocation: where the normal test frequency is applied to each core and then test scheduling is done.



	
Multiple frequency allocation: each core is mapped with any one of f/2, f, and 2f frequency and then power constrained test scheduling is done.








Frequency allocation was done with the ILP model as described earlier. Results are shown in Table 2, which describes the allocation of frequencies to different cores and allocation of cores to I/O pairs. Column 1 shows the number of I/O pairs for each system. Column 2 shows the mapping of the core to different I/O pairs and allocation of frequency to the core. For example, for I/O pair 2/2, cores 3, 4, 6 and 9 are assigned to I/O pair 1 and cores 1, 2, 5, 7, 8 and 10 are assigned to I/O pair 2. It also shows the allocation of frequency to the cores. For example, Core1-f/2 means core1 is assigned with frequency f/2. Similarly, all the cores are assigned with a specific frequency. Optimized results of test time are shown in the last column of that table.



Table 3, Table 4 and Table 5 show the % reduction in test time for three different benchmark SoCs.




7. Conclusions


Here, it is shown that significant test time reduction is achieved by mapping the appropriate test clock frequency to the core with power constraint test scheduling. Here, the dedicated routing path algorithm was chosen to transport test data to the core. The ILP method was used to solve the scheduling of the core in NoC. Experimental results on the ITC’02 benchmark show that the ILP based method reduced test time up to 50%, which shows the effectiveness of this method.
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Figure 1. (a) ITC’02 Benchmark circuit for NoC based system-on-chips (SoC)—d695 [4] (b) SoC d695 database [17,18]. 
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Figure 2. Test scheduling with effective test access mechanism (TAM) width allocation. 
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Figure 3. (a) Power aware test scheduling with single frequency allocation (b) Power aware test scheduling with multiple frequency allocation. 
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Figure 4. Pseudo code for ILP problem formulation. 
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Figure 5. Pseudo code for Proposed ILP Problem for Power aware test scheduling with Variable Test Frequency Allocation. 
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Table 1. Results of test scheduling with single frequency allocation and without power constraint for SoC d695 using integer linear programming (ILP).






Table 1. Results of test scheduling with single frequency allocation and without power constraint for SoC d695 using integer linear programming (ILP).





	Number of I/O Pairs
	Test Time (nS) Required in Case of Single freq. Allocation [11]
	Test Time (nS) Required in Case of Single freq. Allocation with Proposed ILP
	Test Time (nS) Required in Case of Multiple freq. Allocation [11]
	Test Time (nS) Required in Case of Multiple freq. Allocation with Proposed ILP





	2/2
	18,869
	18,561
	14,176
	9457



	3/3
	13,412
	12,452
	9073
	6454



	4/4
	10,705
	9828
	9073
	4914
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Table 2. Proposed clock allocation & core scheduling in case of multiple frequency allocation without power constraint using ILP.






Table 2. Proposed clock allocation & core scheduling in case of multiple frequency allocation without power constraint using ILP.





	
No. of I/O Pairs

	
Pair No.

	
A Sequence of Core Allocation with Corresponding Frequency Allocation to Particular I/O Pair

	
Test Time nS






	
2/2

	
1

	
Core3-2f, Core4-2f, Core6-2f, Core9-2f

	
9457




	
2

	
Core1-f/2, Core2-f, Core5-2f, Core7-2f, Core8-2f, Core10-2f




	
3/3

	
1

	
Core2-f, Core7-2f, Core8-2f, Core10-2f

	
6454




	
2

	
Core3-2f, Core6-2f, Core1-f/2




	
3

	
Core4-2f, Core5-2f, Core9-2f




	
4/4

	
1

	
Core6-2f

	
4914




	
2

	
Core1-f/2, Core2-f, Core7-2f, Core8-2f




	
3

	
Core3-2f, Core4-2f, Core9-2f




	
4

	
Core5-2f, Core10-2f
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Table 3. Comparison of the proposed test scheduling results with preceding work [9] for SoC d695.
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No. of I/O Pairs

	
Test Time in ns [9]

	
Test Time in ns [Proposed]

	
% Reduction in Time as Compared to [9]




	
50% of the Total Power Limit

	
30% of the Total Power Limit

	
50% of the Total Power Limit

	
30% of the Total Power Limit

	
50% of the Total Power Limit

	
30% of the Total Power Limit






	
2/2

	
15,576

	
21,029

	
9167

	
12,881

	
41.4%

	
38.7%




	
3/3

	
12,887

	
18,317

	
8706

	
12,326

	
32.4%

	
32.7%




	
4/4

	
13,696

	
18,317

	
8706

	
12,326

	
36.4%

	
32.7%
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Table 4. Comparison of proposed test scheduling results with preceding work [9] for SoC p22810.
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No. of I/O Pairs

	
Test Time in ns [9]

	
Test Time in ns [Proposed]

	
% Reduction in Time as Compared to [9]




	
50% of the Total Power Limit

	
30% of the Total Power Limit

	
50% of the Total Power Limit

	
30% of the Total Power Limit

	
50% of the Total Power Limit

	
30% of the Total Power Limit






	
2/2

	
177,915

	
211,505

	
152,671

	
153,111

	
14.4%

	
27.6%




	
3/3

	
154,478

	
199,151

	
106,560

	
107,926

	
31.0%

	
45.8%




	
4/4

	
143,044

	
195,122

	
76,546

	
95,718

	
46.4%

	
50.9%
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Table 5. Comparison of proposed test scheduling results with preceding work [9] for SoC p93791.
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No. of I/O Pairs

	
Test Time in ns [9]

	
Test Time in ns [Proposed]

	
% Reduction in Time as Compared to [9]




	
50% of the Total Power Limit

	
30% of the Total Power Limit

	
50% of the Total Power Limit

	
30% of the Total Power Limit

	
50% of the Total Power Limit

	
30% of the Total Power Limit






	
2/2

	
498,353

	
538,062

	
338,902

	
417,432

	
31.9%

	
22.41%




	
3/3

	
436,400

	
523,082

	
279,212

	
354,218

	
36.0%

	
32.2%




	
4/4

	
387,841

	
512,280

	
275,207

	
353,913

	
29.0%

	
30.9%
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Define number of cores, number of I/O pairs, test power of the cores Pi, maximum power budget
of the SOC Pmax and
test clock frequencies.
Calculate the test time of each core using Equations 1, 2 and 3. Store the test time in an array.
Define Array A, which takes the maximum test time of the core in a particular session.
Make List 11, which contains all unscheduled cores along with test time with different frequencies.
Make List 12, which contains all scheduled cores
Start a new session for scheduling
While List 11 is not empty do
Find free I/O pair
If no free I/O pair
Update current test time of the cores with all I/Os
Repeat procedure from Step 7
Else
If Y P<P,.
Check for routing path
If the core is attempted
Insert the core in List 12
Remove the core from List 11
Update current test time
Repeat procedure from Step 7
Else
Remove recently added core from List 11
Repeat procedure from Step 7
End if
Else if no more core is suitable for schedule in the session
Remove the recently added core from List 11
Update Array A with the maximum test time of the core
Start a new session and repeat procedure from Step 6
Else
Remove recently added core from List 11
Repeat procedure from Step 7
End if
End if
End while

Final test time is the sum of all test time stored in Array A.
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