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Abstract: In this paper, we characterize the interplay between power consumption and performance
of a matchline-based Content Addressable Memory and then propose the use of a multi-Vdd design to
save power and increase post-fabrication tunability. Exploration of the power consumption behavior
of a CAM chip shows the drastically different behavior among the components and suggests the
use of different and independent power supplies. The complete design, simulation and testing
of a multi-Vdd CAM chip along with an exploration of the multi-Vdd design space are presented.
Our analysis has been applied to simulated models on two different technology nodes (130 nm
and 45 nm), followed by experiments on a 246-kb test chip fabricated in 130 nm Global Foundries
Low Power CMOS technology. The proposed design, operating at an optimal operating point in a
triple-Vdd configuration, increases the power-delay operation range by 2.4 times and consumes 25.3%
less dynamic power when compared to a conventional single-Vdd design operating over the same
voltage range with equivalent noise margin. Our multi-Vdd design also helps save 51.3% standby
power. Measurement results from the test chip combined with the simulation analysis at the two
nodes validate our thesis.

Keywords: Content Addressable Memory (CAM); TCAM; multi-Vdd; multi supply; associative memory;
tunable operation; standby power; searchline power; matchline power

1. Introduction

Content Addressable Memories (CAM) operate by comparing data in parallel, which makes
the search operation extremely fast; however, it also makes the CAMs power hungry. High power
consumption is the primary design issue with CAM design, and there have been various attempts
towards improving the power efficiency of CAMs. We discuss related techniques in this avenue in
Section 3. In this paper, we analyze and model the power consumption behavior of content addressable
memories and then propose a multi-Vdd design for content addressable memories to reduce power
consumption and achieve a highly tunable design. We evaluate our design, present simulation analysis
on two nodes (130 nm and 45 nm) and finally present experimental results from our fabricated test
chip at 130 nm Global Foundries Low Power CMOS technology.

A post-fabrication tunable design, with variable search speeds operating over a large power-delay
space, helps us adapt performance based on the workload, accommodate for process variations,
and reduce design margin overheads. Our design does not require the use of any level converters
thereby avoiding their power and area overhead. The chip design incurred a two-pin overhead for
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the full chip along with design overhead on the test board to create and route the additional external
supplies. However, these could also be traded-off with the power and area overhead of an internal
on-chip voltage generator. The power saved and optimum operating points for the multi-Vdd design
are workload dependent. For our workloads, which consisted of particle physics data, we could
get a dynamic power saving of 25.3% and a standby power saving of 51.3%. Other power-saving
techniques can be applied on top of our multi-Vdd design to yield even better results. For most designs
and workloads, we find that reducing searchline swing by reducing the driver voltage, along with
decreasing the matchline charging time, by increasing the voltage for the current driver to the matchline,
together, to be the most effective way to optimize power for a given performance point.

The paper is organized as follow: First, we give a background on CAMs and the architecture of our
CAM chips. Here, we also introduce our target application, which lies in high energy particle physics.
Then, we summarize the related work in this field in Section 3. In Section 4, we explain our multi-Vdd
CAM design and its operation, along with the power saving techniques we employed. We explore
the power consumption behavior of matchline-based content addressable memories in Section 5.
Then, in Section 6, we show the behavior of the multi-Vdd CAM chip through simulation analysis
over a range of input voltages and explore its power-delay space, which indicates opportunities for
optimization. In Section 7, we present testing results from the test chip to validate our analysis, and we
present our conclusions in Section 8.

2. Background

A CAM is a memory device that performs two functions: (1) It stores data; and (2) It compares
the stored data with input data, in parallel across the whole chip. Most CAM designs are able to
search their entire stored data in a single clock cycle. Figure 1 shows the block diagram of our
CAM chip. The main components of the CAM chip are: data and clock drivers, row and column
address decoding blocks and the CAM core [1,2]. The CAM core consists of a 2D array of CAM cells,
with 3D IC implementations in development [3–7]. CAM cells have three main types: NAND, NOR,
and Ternary [2].
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The primary applications of CAMs lie in Internet Protocol packet classification and
forwarding [1,8]. They are also used in translation look-aside buffers, Huffman coding/decoding [2],
and also for classifying experimental data in sciences, such as high energy particle physics. CAMs have
also been found to be suited for accelerating data-intensive parallel workloads [9] including
graphics [10–12] and search engines [13]. The target application for our CAM chip lies in high
energy particle physics to filter data obtained from particle collisions in particle colliders. The filtering
and detection of collision data needs to be done in real-time, and CAMs are the best hardware resource
to do just this [3,6,14–18].
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Data is loaded in the CAM cells by inserting the row and column addresses along with the data
to be stored and a write signal. Data is most commonly stored in SRAMs, however, other technologies
like RRAM and STTRAM are being explored [1,9,19]. This operation is usually not as timing or
power critical as the search operation itself, as writes are infrequent in CAMs. So, the writes can be
done at a lower clock frequency. Once the data is loaded in the CAM cells, we move to the search
operation. In the search operation, in every clock cycle, data is sent to each of the CAM cells, where it
is compared. Data is compared in parallel in each of the CAM cells; and inside each cell, all the bits
are compared in parallel, too. This high level of parallelism helps make the comparison operation
extremely fast. Post-processing of the outputs of CAMs, which is either a match or mismatch, is highly
application-specific. Common post-processing blocks are priority encoders, whose output is based
on a given priority order; or threshold logic comparators, whose output is based on the number of
matches/ mismatches in a group of CAM cells. In our previous work [20], we presented our design for
a multi-Vdd CAM and initial testing results with an emphasis on our tracking trigger target application.
In this paper, we expand on that work, explore our design in much greater detail, and generalize the
modeling of the power behavior.

3. Related Work

Approaches to reduce the power consumption in CAMs have targeted primarily two main
components: matchline power and searchline power [1,2,21–32]. In most applications, a much larger
number of mismatches occur than matches [32], and hence many techniques have been tailored to
reduce the mismatch power consumption. The selective pre-charge technique [26] proposes the use
of NAND type cells in the higher order bits of the matchline which stop current propagation at the
mismatched bit when input data mismatches with the stored data in a CAM cell. Although this
technique saves power, it also increases the impedance along the matchline and, therefore, slows the
comparison operation. Hence, usually NOR type cells are preferred for workloads requiring higher
speed. For NOR type cells, a mismatch-dependent power saving scheme utilizes a precharge controller
which predicts the mismatched state on the matchlines [21] and avoids precharging them to their
full high level in case of a mismatch which saves matchline power. Low swing searchlines [31] have
been proposed to save the searchline power. Another technique utilizes low swing searchlines [22] on
global searchlines with higher capacitive loads, and full swing on local searchlines which have lower
capacitive loads. This technique can be combined with a pipelined search scheme [22] which activates
fewer portions of the CAM initially, and then proceeds by activating only those portions which match.
To address the precharging power consumption, a pre-charge free design was proposed [23]. A design,
which reduces the leakage power in CAM’s proposed two novel TCAM cells [24]. A charge-shared
matchline [30] reduces the matchline power consumption by reducing the capacitance on the matchline.
In the current-race scheme [25], the matchline is pre-discharged, as opposed to traditional precharging.
Then, when new data is sent to the CAM cells for comparison, the matchline is charged using a current
source. Since most workloads incur a higher number of mismatches than matches, this scheme saves
power by not discharging the pre-charged matchline to the ground in most clock cycles. This scheme
also has the added benefit of removing the searchline reset [2,25], thereby saving searchline power too.
These aforementioned techniques can be applied along with a multi-Vdd scheme with an additional
design effort and area overhead as and where it is deemed necessary. We utilize the selective precharge
and current race scheme in our design, as we will elaborate in Section 4.

TCAMs have also been employed to help reduce power in other systems such as in the FPU
inside GPUs [10], by replacing some of their operations. These TCAMs store the result of common
operations, and then consequently the re-execution of the core is instead replaced by just a search
and read inside the TCAMs, which saves power. TCAMs can also be used in applications which can
tolerate approximate results like in multimedia applications running on GPUs, which leverage the
acceptability of a lower quality of service through voltage over-scaling [10–12] to get a much lower
power consumption. These techniques benefit especially from the use of non-volatile memories which
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can provide higher densities, and lower power consumption under certain conditions. However,
most applications, including ours, cannot tolerate approximate results, and the integration of
non-volatile memory is not feasible for most applications.

The multi-Vdd technique is used in CMOS VLSI designs [33–36], including SRAMs [37–40],
FPGAs [41–46], and CAMs [28,29,47] to reduce power and improve reliability. It has been shown
to have an outsized effect on VLSI designs when compared to transistor sizing and the use of dual
threshold transistors [48]. Voltage scaling is highly effective as power reduces quadratically; however,
it also impacts the delay [49,50]. The idea for using multi-Vdd in systems usually encompasses using
the extra timing slack or running paths off the critical path at a lower supply [34]. The multi-Vdd
approach is useful even when wire capacitance is dominant over gate capacitance, which is not true
of most other power saving techniques. Multi-Vdd designs have the added benefit of allowing much
larger post-fabrication tuning, which not only helps in reducing power consumption but can also
increase the yield [51]. Multi-Vdd has been proposed for CAM designs; however, most studies only
focus on the static power saving [28] or only on a particular design [29]. One study suggests the use of
higher Vdd for the priority encoder [47], however, this restricts it to CAM devices where the priority
encoder delay is significant and part of the critical path.

We present a general study where we separate the post-processing of CAM match/mismatch
outputs from the CAM delay and operation. Our study also involves testing of a fabricated chip,
which is paramount in reaching convincing conclusions on the multi-Vdd feasibility. We have used
some of the existing power saving techniques that are complementary to the study of multi-Vdd
operation space. However, there are other compatible techniques that can be used along with our
multi-Vdd CAM design to further improve results depending on the workload. We present a general
study to correctly evaluate the benefits of a multi-Vdd design in CAMs starting from the basic principles
of power consumption behavior of the components.

4. Multi-Vdd CAM Design

To evaluate multi-Vdd design in CAMs, we use a traditional design incorporating both binary and
ternary unit cells. We employ a matchline-based architecture with a selective precharge scheme [26]
along with a current race scheme [25]. Our total input word size is 60 bits, divided into 15-bit segments
(Figure 2). The outputs of 4 CAM cells are AND-ed or OR-ed in a threshold control logic cell to form
an effective 60-bit CAM cell, which gives the final output. Figure 3 shows the layout of the test chip
used in our evaluation. It is 5.46 mm × 5.46 mm, and each 15-bit CAM cell macro is 25 µm × 25 µm at
the 130 nm node. Figure 4 shows a photograph of our fabricated test chip. Table 1 summarizes the
three power supplies we use in our design.
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Table 1. Power supplies used and supplied components.

Supply Components Supplied

VCHARGE Matchline
CVDD SRAM, sense-amplifier (SR-FF)

DVDD (Driver-Vdd) Data (Senseline) and Clock (CLK) Drivers

Our CAM cell design is a mixed-type CAM with both Binary and Ternary Cells. Ternary cells
require a larger area, and hence were used only where required. We employed a combination of
NAND, NOR, and Ternary type cells, in order to satisfy power-delay requirements and also to keep
our analysis general. Figure 5 shows the schematic of our CAM cell. Each CAM cell is 15 bits where
bits 14–11 are NAND type cells which form the selective precharge; bits 9, 8, 7, 6, 4, 3, 2, and 1 are NOR
type cells; and finally bits 10, 5, and 0 are NOR-type-Ternary cells [2] for wildcard inputs. The input
and clock drivers are laid out along the periphery with the CAM core in the center. Altogether our
CAM core forms a 2D array of 128 × 128 15-bit CAM cells.

In our design, we leverage the selective precharge technique [26] and the current race scheme [25];
both of which we introduced in the previous section. We use four NAND type cells in the higher order
bits of the matchline to stop further propagation of the matchline current in case of a mismatch thereby
saving matchline power. The current-race scheme [25], pre-discharges the matchline, as opposed to
traditional precharging. Then, when new data is sent to the CAM cells for comparison, the matchline is
charged using the VCHARGE supply. In our workload, we expect a much larger number of mismatches
than matches, and hence, this scheme saves power by not discharging the pre-charged matchline to
the ground in most clock cycles.
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CAM operation begins by loading data into the SRAM cells of the CAMs after which the search
cycle commences. The search clock-cycle can be divided into two parts. First, when the clock signal is
high, the previous charge on the matchline is discharged to ground. Also, during this time, new data
is sent to the CAM cells through the searchlines. Then, when the clock signal drops to 0 the search
period begins and the matchline starts charging from the VCHARGE node. If there is no mismatch
between the input data and the stored data, the matchline charges and once it reaches the designed
threshold voltage of the SR-FF sense amplifier, the state of the CAM switches to a match. If there is
a mismatch between the input data and the stored data, then, depending on the location(s) of the
mismatched bit, the matchline is connected to the ground by one of the NOR or Ternary cells or the
charging of the matchline is blocked by one of the NAND cells, higher up the bits in the matchline.
This stops the matchline from charging up to the threshold voltage of the senseAmp and so the CAM
stays in the mismatched state. These two periods, the pre-discharge and the compare/charge periods,
constitute one complete clock cycle in the CAM operation. The state of the CAM is stored until
a reset signal is sent. At the end of the workload input data stream, the output data of the CAM
is read out, and the state of the CAM is reset to mismatched. We store the output in the SR-FF to
be read-out/processed separately in a different phase. By storing the output, we can separate the
delay and power behavior of the post-processing circuitry (threshold logic cell and output drivers),
which can be highly application-specific. For our design, we used a simple threshold comparator,
however, as explained, its delay and power do not influence the operation of the main CAM core.

We employed a multi-Vdd design where we separated the voltage domains based on the different
power consumption behaviors of the functional blocks of a CAM chip (Table 1). We detail the
power consumption behaviors of the functional blocks in Section 5. The functional blocks have been
divided into three voltage domains, each controlled by an independent voltage source. The data input
and clock drivers are supplied by the Driver-VDD (DVDD) supply, the matchlines inside the CAM
cells are supplied by the VCHARGE supply, and finally, the SRAM storage cells and the matchline
sense-amplifiers in the CAM cells are supplied by the CVDD supply. The availability of separate
supplies not only allowed us to save power and optimize the operation of the CAM chip based on the
workload, but it also allowed us to study the power consumption behavior of CAMs in detail.

The primary issues with multi-Vdd designs are the area overhead due to level converters and
static power loss at the boundary of voltage domains [52]. In our design, for optimal operation,
care is taken such that there is no path where a component operating at a lower supply domain will
drive a component operating at a higher supply voltage [34]. This meant that we did not need any
level converters in our design, which helped us avoid the area and power overhead. This was done
by having the different voltage domains connect inside the CAM cells, connected by the matchline
through the SR-FF senseAmp. The matchline signifies the match/mismatch state of the CAM cell,
and it is not a digital signal. Its state, defined by its voltage level, is detected by the SR-FF, which can be
designed to operate over a larger voltage range than the traditional digital voltage abstraction. Another
boundary between the supply domains occurs inside the comparators of the CAM cells. Similarly,
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this is not an issue, and a voltage converter is not needed, as all that is required to evaluate the result
of the comparison is that the logic-high signal of the senselines crosses the NMOS threshold voltage.
Two serially connected NMOS comparator transistors’ gates could be connected to different voltage
domains, and this chain of transistors would still perform the comparator operation without the gate
voltages being the same, as long as they are above the threshold voltage and not part of the critical
delay (See Figure 5). The absence of level converters though does mean that we will need to operate
over a limited total voltage supply range or a limited range of difference between the supply voltages.
This range can be increased if level converters are incorporated into the design. However, as we will
show in Section 6, a very small range of difference between the supplies in our design, of only about
0.2 V, was sufficient to optimize the operation of the CAM chip and achieve more than a two-fold
improvement in the power-delay operation space.

Other optimizations in our design are that the charging of the matchline through the VCHARGE
node can be blocked by the transistor M1 (shown in Figure 5) when the search operation is not being
performed, which helps us reduce the static power loss through VCHARGE. To improve the noise
margin and to ensure that we do not get false matches, the transistors in the comparators are sized so
that the worst case single bit mismatch of the input with the stored word keeps the matchline voltage
low enough so as not to switch the senseAmp.

Providing the different power supplies externally requires additional pins. Based on estimated
power requirements, we budgeted two pins for VCHARGE, two pins for CVDD and four pins
for DVDD. This leads to a two-pin overhead for the multi-Vdd design, as otherwise, a single-Vdd
design could be supplied by six pins. The overhead of supplying the different voltages externally
with additional pins can be traded-off with an internal voltage generator and its additional design
complexity, area and power overhead.

5. Power Consumption Behavior of Matchline Based Content Addressable Memories

It is important to understand the power consumption behavior of CAMs to aid the design of
CAMs and to evaluate the power saving mechanisms that have been proposed. The CAM matchline
and senseline drivers are the two major sources of power consumption within a CAM chip. We use a
modified compact modeling scheme [53] to model the power consumption behavior in the CAM cell.

The different functional blocks of the chip consume power in different fashions in the CAM
chip. The power consumption of the data drivers, supplied by DVDD in our design, only depends
on the Hamming distance of the input bits with respect to the previous inputs. DVDD power is
independent of whether the input data matched or mismatched, and hence, independent of the power
behavior of the CAM cells themselves. The CAM cell power consumption behavior depends on the
match/mismatch of the data and also on the location of the mismatched bit. The power consumed
by the matchline inside the CAM cell, which is supplied by VCHARGE in our design, is highly
dependent on the match/mismatch of the input data with the stored data. Further, in the selective
precharge scheme, in the mismatch case, the power consumed also depended on whether the mismatch
happened in the selective precharge bits or in one of the NOR or ternary cells. As explained in Section 3,
this is because a mismatch in the selective precharge bits stops the current from flowing further in the
matchline. The power consumed by CVDD depends on whether or not the state of the CAM switches
as CVDD supplies the SR-FF as well. Otherwise, the CVDD power consumption trends are the same
as any typical SRAM array with additional power consumption in the SR-FF senseAmp.

Based on the observations described above, the behavior of the power supplies can be modeled
using Equations (1)–(3):

PDVDD = ∑
D=All Drivers

(HD ∗ PBit
D ) (1)

PCVDD = PMatch
SR−FF ∗ NMatch + PSRAM (2)

PVCHARGE = PMiss
NAND ∗ NNAND + PMiss

NOR ∗ NNOR + PMatch
CAM ∗ NMatch (3)
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In Equation (1), PDVDD is the total driver power over the set of all drivers as a function of HD,
the Hamming distance of the inputs of a given driver D at the current cycle and PBit

D , which is the
power consumption per input bit switch. In Equation (2), PCVDD is the total CVDD power, PMatch

SR−FF
is the power consumed by SR-FF from a cell match, NMatch is the number of CAM cells that match,
and PSRAM is the power consumed in the SRAMs of the CAM cells during the search operation,
which is usually negligible compared to the other parameters in the search operation. However, it is
the major component in standby mode. In Equation (3), PVCHARGE is the matchline supply power
composed of three components: The first component is PMiss

NAND, the power per CAM cell mismatch
triggered by a NAND cell. The second term contributing to the matchline supply power is the power
per CAM cell mismatch, PMiss

NOR, triggered by a NOR cell. Both these terms are multiplied by the number
of CAM cells that experience each corresponding type of miss. The final term indicates dissipation
due to a CAM cell’s match state, PMatch

CAM , multiplied by NMatch, which is the number of matched CAM
cells. This simple model classifies the power consumption behavior of the three supplies as outlined in
Table 1.

The values of PBit
D , PMatch

SR−FF, PSRAM, PMiss
NAND, PMiss

NOR and PMatch
CAM will vary based on the

implementation. The coefficients denoted by N# are entirely workload-dependent. The aggregate
behavior as depicted in Equations (1)–(3), however, will remain similar for traditional
matchline-based CAMs.

When analyzing standby power, we observe that all the supplies burn power depending on the
fraction of the chip they supply power to. In conventional CAM designs, to go into standby, the supply
for most of the chip will need to be kept high, so that the data in the SRAMs is not lost. However,
in our design, we can completely turn off the Driver-VDD (DVDD) and VCHARGE in standby mode,
which helps us save power. This is one of the reasons we chose to connect the SR-FF in the CAM cells
to the same supply as the SRAMs so that the state of the CAMs can also be saved in standby.

6. Multi-Vdd CAM Behavior

In this section, we describe the behavior of our proposed multi-Vdd CAM design in detail.
To simulate as well as test our chip, we use worst-case, and pseudo-realistic data banks obtained using
simulations of a particle collider expected in future runs [17]. In this section, we present the behavior
of our design with simulation analysis.

6.1. Unit CAM Cell

We simulated our CAM cell design in 130 nm Global Foundries PDK using Cadence tools.
The CAM cell, as summarized in Table 1, is supplied by the VCHARGE and CVDD lines. Matchline
risetime for a single CAM cell in our design is defined as the time it takes to charge the matchline from
10% to 90% of the charging supply. Figure 6 shows the simulation results of matchline risetime vs. the
different supply voltages, where each trace corresponds to varying a single supply, while the others
are kept constant at 1.35 V. From the figure, we can see that VCHARGE has the maximum effect on
the matchline risetime. Increasing VCHARGE by 0.1 V effectively reduces the matchline risetime in
half. The other supply in the CAM cell, CVDD, affects the matchline risetime to a much less extent.
Also, shown in the figure is the behavior of the CAM cell when only a single supply is used. With only
a single supply available we do not observe the same amount of gains in performance (reduction in
matchline risetime delay), nor do we observe the same range of operation.



J. Low Power Electron. Appl. 2018, 8, 25 9 of 18

J. Low Power Electron. Appl. 2018, 8, x FOR PEER REVIEW  8 of 17 

 

behavior as depicted in Equations (1)–(3), however, will remain similar for traditional matchline-
based CAMs. 

When analyzing standby power, we observe that all the supplies burn power depending on the 
fraction of the chip they supply power to. In conventional CAM designs, to go into standby, the 
supply for most of the chip will need to be kept high, so that the data in the SRAMs is not lost. 
However, in our design, we can completely turn off the Driver-VDD (DVDD) and VCHARGE in 
standby mode, which helps us save power. This is one of the reasons we chose to connect the SR-FF 
in the CAM cells to the same supply as the SRAMs so that the state of the CAMs can also be saved in 
standby. 

6. Multi-Vdd CAM Behavior 

In this section, we describe the behavior of our proposed multi-Vdd CAM design in detail. To 
simulate as well as test our chip, we use worst-case, and pseudo-realistic data banks obtained using 
simulations of a particle collider expected in future runs [17]. In this section, we present the behavior 
of our design with simulation analysis. 

6.1. Unit CAM Cell 

We simulated our CAM cell design in 130 nm Global Foundries PDK using Cadence tools. The 
CAM cell, as summarized in Table 1, is supplied by the VCHARGE and CVDD lines. Matchline 
risetime for a single CAM cell in our design is defined as the time it takes to charge the matchline 
from 10% to 90% of the charging supply. Figure 6 shows the simulation results of matchline risetime 
vs. the different supply voltages, where each trace corresponds to varying a single supply, while the 
others are kept constant at 1.35 V. From the figure, we can see that VCHARGE has the maximum 
effect on the matchline risetime. Increasing VCHARGE by 0.1 V effectively reduces the matchline 
risetime in half. The other supply in the CAM cell, CVDD, affects the matchline risetime to a much 
less extent. Also, shown in the figure is the behavior of the CAM cell when only a single supply is 
used. With only a single supply available we do not observe the same amount of gains in performance 
(reduction in matchline risetime delay), nor do we observe the same range of operation. 

 
Figure 6. CAM cell matchline risetime vs. VCHARGE/CVDD. 

The propagation delay of a CAM cell is the duration of time from when the inputs are available 
in the CAM cell to be compared, to when the output is available at the SR-FF. This delay consists of 
the pre-discharge delay, when the previous charge on the matchline is discharged, the matchline 
risetime up to the threshold of the SR-FF, and finally the delay inside the SR-FF. The first part of the 
delay where the previous charge is discharged depends on the size of the discharging transistor and 
also on how much time is to be allocated to the input data to settle inside the comparators. For our 
design, we found 1 ns to be sufficient to discharge the matchline and completely eliminate false 
positives. So, for our designs, we utilize a clock cycle, which stays high for 1 ns and low for the rest. 
The matchline risetime follows the behavior we observed in Figure 6 and finally, the delay through 
the senseAmp depends on the senseAmp design. For our design, we found the matchline risetime up 
to the threshold voltage to be the most sensitive to the supply voltages. This is due to two factors: 
The charging rate of the matchline is controlled by VCHARGE, and the threshold voltage of the SR-
FF is weakly dependent on the CVDD supply. Together, these factors imply that for the fastest 
operation, VCHARGE should be maintained as high as possible, along with a low CVDD. 

Figure 6. CAM cell matchline risetime vs. VCHARGE/CVDD.

The propagation delay of a CAM cell is the duration of time from when the inputs are available in
the CAM cell to be compared, to when the output is available at the SR-FF. This delay consists of the
pre-discharge delay, when the previous charge on the matchline is discharged, the matchline risetime
up to the threshold of the SR-FF, and finally the delay inside the SR-FF. The first part of the delay where
the previous charge is discharged depends on the size of the discharging transistor and also on how
much time is to be allocated to the input data to settle inside the comparators. For our design, we found
1 ns to be sufficient to discharge the matchline and completely eliminate false positives. So, for our
designs, we utilize a clock cycle, which stays high for 1 ns and low for the rest. The matchline risetime
follows the behavior we observed in Figure 6 and finally, the delay through the senseAmp depends on
the senseAmp design. For our design, we found the matchline risetime up to the threshold voltage
to be the most sensitive to the supply voltages. This is due to two factors: The charging rate of the
matchline is controlled by VCHARGE, and the threshold voltage of the SR-FF is weakly dependent on
the CVDD supply. Together, these factors imply that for the fastest operation, VCHARGE should be
maintained as high as possible, along with a low CVDD.

A scatter plot of the two power supplies inside a CAM cell versus their corresponding matchline
risetime is depicted in Figure 7. Using more power from VCHARGE directly corresponds to better
performance, whereas such a benefit is not apparent when budgeting more power from CVDD.
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6.2. Full CAM Chip

In the full chip, the important parameter to consider is the critical propagation delay of the CAM
chip, which is the path from the input pads, through the senseline interconnects, to the CAM cells,
ending at the match/mismatch output of the CAM cells. Inside the CAM cell, the delay is composed
of the pre-discharge time, the matchline risetime, and the delay through the SR-FF senseAmp. In our
design, the critical path ending in the SR-FF helps us separate the post-processing of the match data
from the performance of the CAM structures.

We simulated our triple-Vdd CAM design in the 130 nm Global Foundries PDK using Cadence
tools. Figure 8 shows the variation in the total propagation delay versus the supply voltages. Each trace
corresponds to varying a particular supply while the others are kept constant at 1.35 V. Also shown is
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the behavior when only a single supply is available in the design. We can observe that VCHARGE has
the most drastic effect on the performance of the CAM. The behavior shows the same dependency as
that of a single CAM cell (Figure 6), and hence, shows that the matchline risetime inside the CAM cell is
the critical delay whose behavior influences the whole chip behavior the most. We again see a smaller
dependency between CVDD and the propagation delay. Again, this is primarily due to the relation
between the threshold voltage of the SR-FF and CVDD. The propagation delay does not depend on
DVDD to any appreciable degree, and hence, its effect on the delay can be ignored. This factor is
dependent on the design of the drivers. Reducing searchline swing and trading off the corresponding
delay penalty by increasing the supply for matchline charging can obtain power savings.
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Figure 9 shows the propagation delay versus VCHARGE for different values of CVDD.
Two observations are important to note from this plot: (1) The delay of the full chip depends most on
the matchline risetime behavior in the CAM cells; and (2) having access to multiple supply lines allows
us to operate the chip over a much larger delay range. Operating over the same voltage range, in a
single supply design, the range of propagation delay is from 4.65 ns to 11.29 ns. On the other hand,
when we have access to multiple supplies, we can vary the propagation delay from 3.27 ns to 26.2 ns,
which is an increase in the delay range by 2.4 times.J. Low Power Electron. Appl. 2018, 8, x FOR PEER REVIEW  10 of 17 
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6.3. Noise-Margin Analysis

The range of voltages we use is determined by the acceptable level of noise margin for the design.
Through our analysis, we found and confirmed that the most critical case, which can result in an
erroneous result from the CAM is when we have a single bit mismatch in one of the NOR bits of the
CAM cell [25]. This could lead to a matchline voltage that is high enough to cause a false positive.
Care must also be taken that the level of voltage is high enough to allow a low enough propagation
delay for a given range of operating frequency requirement. In a current race scheme to guarantee
correct operation, we need to make sure the matchline voltage remains low enough in the worst case
single bit mismatch in one of the NOR cells. To assist in doing this, we size the discharge transistors in
the comparators of the NOR cells to be large enough to keep the matchline low. This also increases the
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area and thus, it is application dependent. Another technique is to have a higher threshold voltage for
the senseAmp. However, this increases the matchline risetime required to reach that threshold and in
turn, also increases the matchline power consumption.

We define the noise margin for our design as the difference in the matchline voltage levels between
a perfect match and a single-bit NOR cell mismatch. By appropriately sizing the discharge transistors
in the NOR cells, we can keep this well under control. For our design, we performed Monte Carlo
simulations for the worst-case single-bit mismatch scenario with both process and mismatch variations.
Our results showed that the voltage on the matchline increased to between 6.59 mV to 39.6 mV, with a
mean of 20.66 mV, and a standard deviation of 4.79 mV. This is well below our designed matchline
match voltage of 600 mV. This leads to an ample noise-margin of about 580 mV, which can be reduced
judiciously for a more compact design. Figure 10 shows a Monte Carlo simulation of the distribution
of the matchline voltage, for the worst case single-bit mismatch, for our design at 1.35 V. We performed
this simulation for the corner cases and chose our range of voltages as those where a minimum 250 mV
of noise margin was available in the worst case. A smaller noise margin can be chosen as acceptable by
other applications at a higher risk of false positives.

J. Low Power Electron. Appl. 2018, 8, x FOR PEER REVIEW  10 of 17 

 

 
Figure 9. Propagation delay vs. VCHARGE/CVDD. 

6.3. Noise-Margin Analysis 

The range of voltages we use is determined by the acceptable level of noise margin for the design. 
Through our analysis, we found and confirmed that the most critical case, which can result in an 
erroneous result from the CAM is when we have a single bit mismatch in one of the NOR bits of the 
CAM cell [25]. This could lead to a matchline voltage that is high enough to cause a false positive. 
Care must also be taken that the level of voltage is high enough to allow a low enough propagation 
delay for a given range of operating frequency requirement. In a current race scheme to guarantee 
correct operation, we need to make sure the matchline voltage remains low enough in the worst case 
single bit mismatch in one of the NOR cells. To assist in doing this, we size the discharge transistors 
in the comparators of the NOR cells to be large enough to keep the matchline low. This also increases 
the area and thus, it is application dependent. Another technique is to have a higher threshold voltage 
for the senseAmp. However, this increases the matchline risetime required to reach that threshold 
and in turn, also increases the matchline power consumption. 

We define the noise margin for our design as the difference in the matchline voltage levels 
between a perfect match and a single-bit NOR cell mismatch. By appropriately sizing the discharge 
transistors in the NOR cells, we can keep this well under control. For our design, we performed Monte 
Carlo simulations for the worst-case single-bit mismatch scenario with both process and mismatch 
variations. Our results showed that the voltage on the matchline increased to between 6.59 mV to 
39.6 mV, with a mean of 20.66 mV, and a standard deviation of 4.79 mV. This is well below our 
designed matchline match voltage of 600 mV. This leads to an ample noise-margin of about 580 mV, 
which can be reduced judiciously for a more compact design. Figure 10 shows a Monte Carlo 
simulation of the distribution of the matchline voltage, for the worst case single-bit mismatch, for our 
design at 1.35 V. We performed this simulation for the corner cases and chose our range of voltages 
as those where a minimum 250 mV of noise margin was available in the worst case. A smaller noise 
margin can be chosen as acceptable by other applications at a higher risk of false positives. 

 
Figure 10. Distribution of matchline voltage for worst case single-bit mismatch in 2000-point Monte 
Carlo simulation. 

6.4. Power-Delay Optimization 

Finally, let us examine the power-delay operation space of our multi-Vdd CAM design. Figure 11 
shows the total propagation delay on the x-axis and the corresponding power consumption on the y-

Figure 10. Distribution of matchline voltage for worst case single-bit mismatch in 2000-point Monte
Carlo simulation.

6.4. Power-Delay Optimization

Finally, let us examine the power-delay operation space of our multi-Vdd CAM design. Figure 11
shows the total propagation delay on the x-axis and the corresponding power consumption on the
y-axis for a single pattern of the chip. Each data point on the scatter plot is a combination of the
three supply voltages. In this plot, operation points are also depicted for when only a single-supply
is available in the design. Immediately we can see that a multi-Vdd design operates over a much
larger power-delay space when compared to a single-Vdd design, which is constrained. This larger
space provides us with an opportunity for optimizing the setting of the voltages to obtain better
performance for the same power consumption or lower power consumption for the same performance.
At every point on the single-Vdd power delay line, we can find an equivalent multi-Vdd operating
point, which gives the same propagation delay while consuming less power. In Figure 11, these are
points which have the same X-intercept as the single-Vdd operating point, but a lower Y-intercept.
The lowest point we find on the multi-Vdd space satisfying such a condition is the optimum operating
point for the respective performance/delay requirement.
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For example, consider a point on the single-Vdd line, and another on the multi-Vdd scatter plot,
both with a propagation delay of 6.4 ns. The single-Vdd point corresponds to setting the supply at
1.35 V, and the multi-Vdd point with least total power consumption corresponds to setting VCHARGE
at 1.3 V, CVDD at 1.2 V and DVDD at 1.2 V. Even though they have the same delay, the multi-Vdd
design point burns 20.04% less power. Overall, we achieve a power reduction of 25.3% in the best
case and 10.61% on average using empirically obtained optimum values of supply voltages when
compared to a case of similar performance with only a single supply design, operating over the same
supply range. At worst, the multi-Vdd design consumes the same power as the single-Vdd design.

We extended our analysis to a more advanced 45 nm node and simulated our design using
the 45 nm NCSU PDK. Figure 12 shows simulation results for a single CAM cell at the 45 nm node.
Comparing Figure 12 with Figures 6, 7 and 11 shows that the overall behavior remains the same.
This implies that opportunities for optimization with multi-Vdd supplies exist even at more advanced
nodes. The only difference from the 130 nm node is that the optimal operation points will correspond
to a different combination of voltages, which again can be determined empirically using a plot like
Figure 11 for any particular application.
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6.5. Standby Power Consumption

In the standby mode, for a typical chip even with clock gating, in order to conserve the data in
the SRAMs and to preserve the state of the CAM chip, a large fraction of the chip would still have to
be kept powered. However, in our particular design, because we connect the SRAMs and the SR-FF
inside the CAM cells to a separate CVDD supply, we can turn off DVDD and VCHARGE completely,
which helps us save power. CVDD can be reduced to the data retention voltage [54] thereby saving
even more power. Considering a multi-Vdd design from the beginning also enables us to leverage
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multiple SRAM optimizations, which would not be possible otherwise, or would require separate
internal voltage generation [24,25]. Our measurements with our test chip revealed that by turning off
DVDD and VCHARGE in the standby mode, we can save ~51.3% of the standby power, as we detail in
the next section.

7. Experimental Results

To verify our analysis, we fabricated our design in 130 nm Global Foundries 8 metal layer
technology. Figure 4 shows a photograph of the test chip. The chip is part of the VIPRAM project
at Fermilab [6]. It is a prototype PRAM chip for future upgrades to the Level-1 trigger system of
the Compact Muon Solenoid (CMS) experiment at the Large Hadron Collider (LHC) in CERN [17].
The chip die size is 5.46 mm by 5.46 mm. A single 15-bit CAM cell macro takes 25 µm by 25 µm.
The test chip has a CAM array of 128 rows by 128 columns for a total memory size of 246 kilobits.
The chip was wire bonded on a 144-pin quad flat package. The typical power consumption of the chip
is approximately 190 mW when operating at 75 MHz with a supply of 1.35 V. Testing was performed
on a custom FPGA board [15] connected to a Linux machine [55]. The setup permitted changing of
voltages for all the supplies independently using the external voltage regulator. Figure 13 shows
a picture of our testing board. Figures 14–17 show some of the essential experimental results from
the chip.

Figure 14 shows the active power dissipation distribution while the chip is performing search
operations. From Figure 14 we see that the maximum amount of power is burned in driving the data
across the chip (DVDD), followed by charging the matchline (VCHARGE), and finally the SRAMs and
the SR-FF (CVDD). This implies decreasing power dissipation from DVDD, i.e., the searchline driver
power should have the most drastic effect on reducing total power consumption. We scanned the chip
to find the maximum achievable clock frequency for different voltage combinations. The inverse of
these frequencies gave us an estimation of the delays inside the CAM chip. Thereby, we obtained
a voltage-delay operation region for the CAM chip where the different data points correspond to
different settings of the input voltage levels. Again, we observed no dependence of internal delay on
DVDD. Figure 15 shows these measured results, showing the relation between the voltage levels of
VCHARGE and CVDD/DVDD plotted against the critical propagation delay. These measurements
can be compared with the simulation data from Figure 9. We observe the same trend in both.
Power measurements from the chip agreed with our simulations and showed a wide range of power
consumption with dissipation increasing from every supply with increasing voltage. For example,
we see that in a single supply setup, with all voltages at the same level of 1.33 V, we measured a
propagation delay of 12.7 ns; whereas in a multi-Vdd setup, we were able to obtain a delay of 12.7 ns
with voltage settings of 1.3 V for VCHARGE, 1.25 V for CVDD and 1.25 V for DVDD while achieving a
15% reduction in power.
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We performed standby current measurements with our experimental setup. We summarize our 
experimental results in Figure 16, which shows the standby power variation in our design when all 
three supplies are powered and kept at the same voltage. At 1.35 V, we observed a current of 0.88 
mA from DVDD, 0.92 mA from CVDD and 0.0084 mA from VCHARGE. Figure 17 shows the 
distribution of this standby power. This amounts to a total of ~2.5 mW standby power. This can be 
reduced to just 1.242 mW without affecting operation by simply turning off the DVDD and 
VCHARGE supplies, which is a saving of 51.3%. These savings can be further improved by scaling 
down the CVDD supply to the data retention voltage (DRV) of the SRAMs [54]. Such high standby 
power savings are very encouraging, especially as our design does not incorporate any specialized 
design techniques to reduce standby power, besides using a multi-Vdd supply. Specialized standby 
power saving techniques [24] can be further applied along with the multi-Vdd technique to achieve 
even better results. 

8. Conclusions 

We presented a thorough power characterization of matchline-based content addressable 
memories. Through this analysis, we proposed a customized multi-Vdd scheme in CAMs. From the 
power model, simulation analysis and testing results we see that the use of the multi-Vdd scheme in 
CAMs helps reduce power consumption and at the same time makes the chip’s performance highly 
tunable. We showed the existence of an optimum operation point for a particular delay requirement 
in the power-delay space of multi-Vdd CAM devices, which provides the same performance as a 
single-Vdd device at much lower power consumption. We found significant standby power savings 
when the storage cells of the CAMs and the output register were connected to a separate supply. 
Finally, we validated our analysis and design by presenting measurement results from a test chip 
employing our multi-Vdd design in 130 nm 8 metal layer Global Foundries technology. 
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We performed standby current measurements with our experimental setup. We summarize our
experimental results in Figure 16, which shows the standby power variation in our design when all
three supplies are powered and kept at the same voltage. At 1.35 V, we observed a current of 0.88 mA
from DVDD, 0.92 mA from CVDD and 0.0084 mA from VCHARGE. Figure 17 shows the distribution
of this standby power. This amounts to a total of ~2.5 mW standby power. This can be reduced to
just 1.242 mW without affecting operation by simply turning off the DVDD and VCHARGE supplies,
which is a saving of 51.3%. These savings can be further improved by scaling down the CVDD supply
to the data retention voltage (DRV) of the SRAMs [54]. Such high standby power savings are very
encouraging, especially as our design does not incorporate any specialized design techniques to reduce
standby power, besides using a multi-Vdd supply. Specialized standby power saving techniques [24]
can be further applied along with the multi-Vdd technique to achieve even better results.

8. Conclusions

We presented a thorough power characterization of matchline-based content addressable
memories. Through this analysis, we proposed a customized multi-Vdd scheme in CAMs. From the
power model, simulation analysis and testing results we see that the use of the multi-Vdd scheme in
CAMs helps reduce power consumption and at the same time makes the chip’s performance highly
tunable. We showed the existence of an optimum operation point for a particular delay requirement
in the power-delay space of multi-Vdd CAM devices, which provides the same performance as a
single-Vdd device at much lower power consumption. We found significant standby power savings
when the storage cells of the CAMs and the output register were connected to a separate supply.
Finally, we validated our analysis and design by presenting measurement results from a test chip
employing our multi-Vdd design in 130 nm 8 metal layer Global Foundries technology.
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