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Abstract: The electrooculogram (EOG) is one of the most significant signals carrying eye movement
information, such as blinks and saccades. There are many human–computer interface (HCI) applica-
tions based on eye blinks. For example, the detection of eye blinks can be useful for paralyzed people
in controlling wheelchairs. Eye blink features from EOG signals can be useful in drowsiness detection.
In some applications of electroencephalograms (EEGs), eye blinks are considered noise. The accurate
detection of eye blinks can help achieve denoised EEG signals. In this paper, we aimed to design
an application-specific reconfigurable binary EOG signal processor to classify blinks and saccades.
This work used dual-channel EOG signals containing horizontal and vertical EOG signals. At first,
the EOG signals were preprocessed, and then, by extracting only two features, the root mean square
(RMS) and standard deviation (STD), blink and saccades were classified. In the classification stage,
97.5% accuracy was obtained using a support vector machine (SVM) at the simulation level. Further,
we implemented the system on Xilinx Zynq-7000 FPGAs by hardware/software co-design. The
processing was entirely carried out using a hybrid serial–parallel technique for low-power hardware
optimization. The overall hardware accuracy for detecting blinks was 95%. The on-chip power
consumption for this design was 0.8 watts, whereas the dynamic power was 0.684 watts (86%), and
the static power was 0.116 watts (14%).

Keywords: blink; classification; electrooculogram (EOG); field-programmable gate array (FPGA);
machine learning; saccade; support vector machine (SVM)

1. Introduction

Various medical conditions, such as strokes, spinal cord injuries, amyotrophic lateral
sclerosis (ALS), and locked-in syndrome (LIS) render patients paralyzed [1,2]. Paralyzed
people are unable to move the affected parts of the body either partly or entirely. They face
difficulties in performing routine activities and communicating with the external world,
which impacts their quality of life [3]. Therefore, scientific research is being conducted to
ease the lives of these partially or fully disabled people by creating an alternative form
of communication.

Human–machine interfaces (HMIs), also known as human–computer interfaces (HCIs),
can be helpful in this regard by connecting the human body with the external environ-
ment [2]. Generally, HMIs utilize electro-physiological signals such as electroencephalo-
gram (EEG), electromyogram (EMG), and electrooculogram (EOG) signals [4,5]. Low-power
HMIs integrated into portable applications can benefit paralyzed people [6]. However, de-
signing HMIs involves various algorithms in different signal processing stages, resulting in
complexity for hardware realization. Thus, there is scope for research on efficient hardware
implementations of HMI.
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Recently, EOG-based HMI has emerged as a promising technology [7,8]. EOGs contain
information related to the eyes, representing various eye movements. Eye movements can
be considered an essential element used to express the desires, emotional states, and needs
of people [9]. Therefore, translating EOGs can greatly help people with major disabilities.
The major advantages of EOGs include their non-invasive nature, consistent signal pattern,
and low cost [10,11]. EOGs contain information regarding eye movements: blinks, saccades,
and fixation. Blinking refers to the act of shutting and opening the eyes very quickly.
Saccades are rapid movements of the eye that change the point of fixation. Fixation refers
to the interval between two saccades. During fixation, the eyeball is fixed on the focus.

The blinking information from EOGs is utilized in many healthcare and technological
applications. These include communication technologies [1], brain–computer interfaces
(BCIs) [12], fatigue detection [13], drowsiness detection [14], and computer vision syndrome
detection [15]. Eye blink-related features can also be combined with EEG signals for drowsi-
ness detection in drivers [16]. On the other hand, in many applications of EEG signals, eye
blinks can contaminate the original information [17,18]. As blinks are an uncontrollable
and involuntary activity, they can create EOG artifacts. The accurate detection of blinks can
be beneficial in denoising EEG signals in such cases. Therefore, designing an efficient blink
detector is necessary.

Blinking and saccade information can be derived from EOGs using various algorithms,
applying either machine learning or traditional approaches. Banerjee et al. [19] detected
blinks utilizing the RBF kernel space vector machine (SVM) algorithm and achieved 95.33%
accuracy. Ryu et al. [20] adopted a differential EOG signal based on a fixation curve
(DOSbFC) to remove baseline drift and noise. They achieved 94.3% accuracy in detecting
blinks, horizontal saccades, vertical saccades, and fixation. Molina-Cantero et al. [1] utilized
adaptive K-means for classifying single blinks, double blinks, and long blinks with 89.9%
accuracy. Gundugonti and Narayanam [21] detected blinks using the Haar discrete wavelet
transform architecture with a Radix-2r multiplier and 4:2 compressor. Gundugonti and
Narayanam [22] used thresholding for eye movement detection.

In recent years, point-of-care (POC) systems have become popular for providing early
detection and quick monitoring [23]. POC refers to systems where testing is performed
at the patient’s location. These systems require digital designs. Digital design can be
defined as the process of designing electronic circuits, systems, or devices that have specific
purposes to address needs in the field of concern. These designs provide cost-effectiveness,
quick monitoring, remote healthcare facilities, etc. [24]. POC systems based on EOG can be
utilized in detecting eye diseases and various eye conditions. A digital blink detector can
be considered an EOG-based POC system, as it can be utilized in the diagnosis of diseases
by monitoring the blink rate. Digital blink detectors can detect blinks in real time. The
detection of blinks can also be utilized in various applications other than disease detection.
These applications may include drowsiness monitoring in drivers, which can save them
from major road accidents, and fatigue detection in smart office workstations.

A popular approach to digital design involves application-specific integrated circuits
(ASICs). These are also known as application-specific processors or application-specific
integrated processors. An ASIC refers to an integrated chip designed for a particular
application [25]. These designs are seen in many advanced technologies and electronic
devices. Application-specific processors can be designed using field-programmable gate
arrays (FPGAs). FPGAs have advantages such as a reconfigurable design capability, low
latency, and low power [26,27]. FPGAs allow a custom-made circuit design scheme. It is
possible to speed up data processing using a parallel architecture and minimize resource
utilization via a serial architecture. ASIC design in an FPGA fixes the functionality and
reduces the number of components used. Therefore, these compact designs provide the
benefits of low cost, high performance, and power efficiency.

ZedBoard is a low-cost development board manufactured by Digilent. This board
employs Xilinx Artix-7 FPGAs coupled with a dual-core ARM Cortex-A9 processor [27].
The ZedBoard has a broad range of applications, such as digital signal processing (DSP),
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image processing, and industrial automation. This FPGA system-on-a-chip (SoC)-based
board enables designers to accelerate the custom DSP algorithm, as it is possible to program
the Zedboard whenever necessary [28]. The proposed work used a ZedBoard as the
processing unit for hardware implementation. The ZedBorad was programmed using
System Generator, a design tool for the implementation of DSP algorithms in Xilinx devices.

In this work, we classified blinks and saccades by adopting a machine learning ap-
proach. The software design with linear SVM offers 97.5% accuracy. The feasibility of
our design is shown by implementing the design in ZedBoard Xilinx Zynq-7000 FPGA by
hardware/software co-design. This work uses dual-channel EOG, i.e., horizontal and verti-
cal EOG. The entire process takes advantage of hybrid serial-parallel techniques of FPGA.
The hardware design offers 95% accuracy. The on-chip power consumption for this design
is 0.8 watts, where dynamic power is 0.684 watts (86%) and static power is 0.116 watts
(14%). The results show that our design can achieve fast, low-power, and real-time EOG
processing. The paper makes the following key contributions:

• A dual-channel EOG signal processor for blink detection with better accuracy at the
software level than state-of-the-art works.

• A first-of-its-kind hardware-implemented EOG signal processor for blink detection.
• Better accuracy in the hardware-implemented model than the state-of-the-art works.

The rest of this paper is arranged as follows. Section 2 discusses the background of
EOG and various eye movements. Section 3 contains a brief description of the methodology
of this work. The performance analysis of the proposed work and comparison with state-
of-the-art works are depicted in Section 4. Finally, Section 5 concludes this paper.

2. Background

This section contains a brief discussion of the electrooculogram (EOG) signal and
various eye movements.

2.1. Electrooculogram

The eye can be considered a dipole, having its positive and negative poles at the
cornea and retina, respectively [8]. The eye has a steady corneo-retinal potential generated
within the eyeball by the metabolically active retinal epithelium. The potential can be
measured by placing electrodes on the skin surface around the eyes, which is referred to
as the electrooculography technique. This technique provides electrooculograms (EOGs),
which represent the recording of eye movements. The amplitude of EOG varies in the
range of 50–3500 microvolts (µV). The frequency range of EOG is 0–30 Hz [10]. EOG
is non-invasive, consistent, and inexpensive [10,11]. EOG can contain either horizontal
data or vertical data, and in some cases, both depending on the electrode configuration of
data acquisition. Nowadays, modified elctrode configuartion [29], eyeglasses [20], EOG
sensors [30], optical sensors [31], and contact lenses [32] are also available for EOG data
acquisition. The EOG data suffers from some noises that introduce inaccuracies in diagnosis
and other applications. These noises include power line interference, baseline wander, etc.
For any biomedical application of EOG, the efficient removal of the noise from the EOG
signal is necessary. After the removal of the noises, these denoised signals can be sent for
further processing. EOG has a wide range of applications in various fields, such as medical
diagnosis, ophthalmic Research, and human-machine interface (HMIs), etc. EOG has a
great impact on the development of HMI, as EOG is the primary tool for eye movement
analysis. EOG helps to detect various eye movements such as blinks, saccades, and fixation.

2.2. Blinks

Blinking can be defined as an automatic process of eyes getting open and closed. This
is a rapid and repetitive movement of the eyelids. Eye blinks are an integral part of the
normal function of the eyes. This movement helps to spread a thin layer of tear film across
the surface of the eye and ensures moisture in the eyes. Blinks also protect eyes from
damage caused by excessive brightness by reducing the amount of light entering the eye.
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Generally, blinking occurs throughout the whole day. The average blink duration ranges
from 100 to 400 ms [8]. The average blink rate can be 12 to 19 blinks per minute at rest.
This rate can be influenced by environmental and physical factors. Environmental factors
include temperature, relative humidity, and brightness. The physical factors include the
health of the eyes, activity level, level of cognitive workload, or fatigue.

2.3. Saccades

Saccades can be represented as the movement of the eyes while viewing a visual scene.
During this activity, simultaneous movement of both eyes is seen. Saccade duration ranges
from 300 to 400 ms [33]. During this period, the eyes abruptly change the point of fixation.
Saccades play an important role in reading. They allow our eyes to move from one word
and one line to the next. Saccades can be detected using eye-tracking technologies [20].

2.4. Fixations

Fixation is the stationary state of the eyes. Fixations represent the interval between
two saccades. Fixation time is the time to focus after stopping the eyeball, which ranges
from 100 to 200 ms [8]. This movement helps to construct a continuous and coherent visual
perception. For example, during reading, fixations occur at each word in a text and process
the visual information within each.

3. Methodology

A simplified block diagram of the complete system is illustrated in Figure 1. In this
work, two-channel EOG is taken as input. The raw EOG data is then processed to detect
blinks. As EOG contains a noise of baseline drift and measurement circuit, the raw data
needs to be preprocessed to achieve usable signals. Thus, at the first stage of processing,
filters are used to eliminate these noises. The high pass filter is dedicated to eliminating
the baseline drift. The low pass filter allows the desired frequency components to be
passed. The next stage is feature extraction. Statistical features are measured in this stage.
These features are then used for classification. The classification is performed utilizing
a linear support vector machine (SVM) algorithm. In this work, the EOG processor is
primitively simulated in software. Then, the design is realized into hardware with Xilinx
FPGA. During hardware implementation, both complexity reduction and speeding up are
taken into account and traded off.

3.1. Dataset

In our design, the test EOG signal is obtained from the eye movement EOG dataset [34].
It contains blink and saccade information on a total of six subjects. The EOG signals are
recorded with a sampling frequency of 256 Hz. The EOG data consists of horizontal and
vertical EOG signals. The data was collected from a standard setup of electrodes as shown
in Figure 1. The electrode pair (red) attached close to the lateral corners near the eyes
provides the horizontal EOG, EOGh. The electrode pair (green) placed above and under
the right eye provides vertical EOG, EOGv. There are ground electrode, G on the forehead,
and a reference electrode, R behind the left ear.

The horizontal EOG, EOGh and vertical EOG, EOGv can be represented as given in
Equations (1) and (2).

EOGh(t) = V3(t)−V4(t) (1)

EOGv(t) = V1(t)−V2(t) (2)

Here, Vx(t) denotes the EOG potential recorded using electrode x where, x = 1, 2, 3, 4.
The duration of one trial of EOG signal is 4 s, containing blink for 2 s and saccade for
2 s. For each subject, a total of 300 such trials were recorded in three separate sessions,
specifically with 100 trials being recorded in each session. The raw signals of this dataset
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represent voltage signals having an amplitude in the range of −6000 to 6000 µV range.
The signals are normalized before use.
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Figure 1. Simplified block diagram of the complete system.

3.2. Simulation

In this work, the EOG processor is first simulated in MATLAB. The processing is done
in three stages: preprocessing, feature extraction, and classification. For efficient detection
of the eye blinks, various approaches, such as variable mode extraction (VME) [35] and
moving standard deviation (MSD) [36] can be adopted in the software backend. How-
ever, for fulfilling the aim of implementing the software design in hardware, features,
and classifiers with simple structures are suggested to be used [37].

3.2.1. Preprocessing

Preprocessing is the first stage of EOG processor design. It is necessary to prepare the
data before sending it to the application stage as the raw data suffers from some unwanted
noises. In this work, the obtained raw EOG data is preprocessed using two finite impulse
response (FIR) filters: a high pass filter (HPF) with 0.03 Hz cutoff frequency, and a low pass
filter (LPF) with 30 Hz cutoff frequency as shown in Figure 1. The HPF is a constrained-
least-square filter with an order of 26. Constrained-least-square filters are chosen as this
type of filtering technique is feasible to filter out the baseline wander noise [38]. The LPF is
an equiripple filter with an order of 25. The equiripple method is chosen as it meets the
specifications without overperforming [39]. This method shows equal ripple in the pass
band and stop band. Therefore, in case of the lowpass filter, the equiripple filter is adopted.
The filters employed are not zero-phase filters. The orders of the filters are chosen with
minimum order to obtain the desired frequency response. The high pass filter is capable of
baseline drift mitigation [34]. The low pass filter denoised the raw signal to achieve the
useful EOG component, which lies below 30 Hz. The magnitude response of the high pass
filter and the low pass filter shows satisfactory results per the requirements [10].



J. Low Power Electron. Appl. 2023, 13, 61 6 of 16

3.2.2. Feature Extraction

The preprocessed horizontal and vertical EOG data are utilized for selecting features.
The preprocessed data of six subjects are segmented into small epochs. These epochs
either carry saccade or blink movement. Features of three types: time-domain features,
frequency-domain features, and time-frequency hybrid features can be extracted from
electrophysiological signals. As this work opts for hardware-software codesign of blink
detection from EOG signals, the features that require fewer hardware resources for imple-
mentations need to be chosen [40]. Thus, only time-domain features, i.e., simple statistical
features are used. At first, for feature selection, several statistical features, such as mean,
mean absolute deviation, standard deviation, root mean square, kurtosis, and skewness
for both channels’ EOG signals have been checked. Then, we have chosen root mean
square (RMS) and standard deviation (STD) as our desired features using the MRMR
algorithm [41].

The root-mean-square is a statistical measure used to find the average value of a set
of values. It is often used in the context of signal processing, statistics, and mathematics.
It is particularly useful for calculating the root average of a set of values, especially when
dealing with varying magnitudes. The root-mean-square level of a vector x containing N
scalar observations, can be found using Equation (3).

xRMS =

√√√√ 1
N

N

∑
i=1
|xi|2 (3)

The standard deviation is a statistical measure of the amount of variation or dispersion
in a set of values. It quantifies how spread out or how much the values in a data set differ
from the mean (average) of that data set. It informs how much individual data points
deviate from the mean. For a random variable vector x containing N scalar observations,
the standard deviation is defined as Equation (4).

S =

√√√√ 1
N − 1

N

∑
i=1
|xi − µ|2 (4)

where µ is the mean of x as given in Equation (5).

µ =
1
N

N

∑
i=1

xi (5)

The above-mentioned features are calculated from preprocessed epoch data of all six
subjects. These features are then utilized for classification.

3.2.3. Classification

In this work, binary classification is used for detecting blinks and saccades. In this
work, the Support vector machine (SVM) algorithm is utilized for classification. Linear
SVM has been chosen for its efficient behavior by providing the desired accuracy that
outperforms other known classifiers [42]. In hardware implementation, linear SVM needs
fewer resources than other popular classifiers, such as the tree classifier and the KNN classi-
fier. Thus, the SVM algorithm is selected for classification. SVM is one of the most efficient
machine learning algorithms, which has been mostly used for pattern recognition [43]. It
works relatively well when there is a clear margin of separation between the two classes.
SVM works by mapping data to a high-dimensional feature space so that training data
points can be categorized, even when the data are not linearly separable. A separator
between the categories of the training data is found, and then the data are transformed so
that the separator can be drawn as a hyperplane. The features of test data with assigned
labeling can be used to predict the group of it. Here, in this work, the calculated features
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are used in the linear SVM classifier. We have used the 80:20 training: testing method to
train the classifier.

The scoring function utilized in the SVM binary classification algorithm is given in
Equation (6).

f (x) = x′β + b (6)

where: x is an observation. The vector β contains the coefficients that define an orthogonal
vector to the hyperplane, and b represents the bias term. Here, the training features are
used as vector x, and the weight values, β and bias term are found from the trained model
in MATLAB. The classifier then provides the output either as +1 or −1. According to the
assigned labeling, the classifier detects the eye movement either as blink or saccade.

3.3. FPGA Implementation

Our proposed EOG processor design is realized in hardware using ZedBoard. It is
a low-cost development board that uses Xilinx Artix-7 FPGAs [27]. The block diagram
of the FPGA-implemented system is depicted in Figure 2. It takes horizontal EOG signal
and vertical EOG signal as input and provides blink/saccade information after processing.
The FPGA-implemented system contains three subsystems.

• Preprocessing Subsystem
• Feature Extraction Subsystem
• Classification Subsystem
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Figure 2. Block diagram of the FPGA implemented system.

3.3.1. Preprocessing Subsystem

Figure 3 depicts the block diagram of the preprocessing subsystem. It consists of a
control unit (red) and a filter unit (black). The control unit takes horizontal data EOG_h(i)
and vertical data EOG_v(i) as input and passes sequentially to the filter unit using a
multiplexer, Mux 1. The output of the control unit Mux_out(i) is given as input for the
filter unit. The control unit block has two up counters: Counter_Slow and Counter_Fast.
These counters work at 256 Hz and 2.56 MHz, respectively. The random-access memory
(RAM) block stores the vertical data while horizontal data is preprocessed in the filter
unit. The vertical data stored in the RAM is passed sequentially. Multiplexer 2 generates
addresses for the memory block, RAM.
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Figure 3. Block diagram of the preprocessing subsystem.

The filter unit contains two filters designed using Matlab FDATool. The first filter is a
high pass FIR constrained-least-squares filter with a 0.03 Hz cutoff frequency. The second
filter is a low pass FIR equiripple filter with a 30 Hz cutoff frequency. The order of the filters
is set as 26 and 25 respectively as mentioned in Section 3.2. The preprocessing subsystem
provides Pre_out(i) as output.

3.3.2. Feature Extraction Subsystem

The Pre_out(i) signal from the preprocessing subsystem is given as input in the feature
extraction subsystem. In the feature extraction subsystem, we extract two features, root
mean square (RMS) and standard deviation (STD).

Figure 4 demonstrates the internal formation of the RMS calculator. The RMS features
can be implemented using Equation (7).

RMS =

√√√√ 1
N

N

∑
i=1
|Pre_out(i)|2 (7)

Here, Pre_out(i) represents a preprocessed EOG epoch. N is the no. of observations in
Pre_out(i). In the RMS calculator block, the preprocessed EOG epoch, Pre_out(i), is squared.
Then, the average of the squared term is calculated consecutively using a multiplier,
an accumulator, and a divisor circuit. The RMS is obtained by the square root of this
average squared term. The RMS_H and RMS_V are calculated serially and stored in
the register. In the Pre_out(i) signal, both the horizontal and vertical data are present.
The control signal Ctrl_rms(i) helps in maintaining coherence in the process. It provides the
signals to calculate RMS_H and RMS_V using the same unit. en(1) and en(2) signals helps
to store the RMS_H and RMS_V features in two different registers. In this way, the features
are extracted using one unit of RMS feature extractor, which saves resources.
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Figure 4. Block diagram of the RMS calculator in feature extraction subsystem.

Figure 5 illustrates the internal formation of the STD calculator. The STD features of
all EOG epochs are extracted using Equation (8).

STD =

√√√√ 1
N − 1

N

∑
i=1
|Pre_out(i)− µ|2 (8)
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Figure 5. Block diagram of the STD calculator in feature extraction subsystem.

Here, µ represents the mean. For the hardware implementation, considering the
absolute value of epoch amplitude, mean can be calculated using Equation (9).

Mean, µ =
1
N

N

∑
i=1

Pre_out(i) (9)
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In the STD calculator block, we first determine the mean, µ. the absolute value of each
preprocessed EOG epoch observation is accumulated and divided by the total number of
observations to determine the mean,µ. Subtraction of the mean from Pre_out(i) provides
deviation. Then, the average of the squared deviation is calculated consecutively using
a multiplier, an accumulator, and a divisor circuit. The STD is obtained by the square
root of this average squared deviation. The STD_H and STD_V are determined serially.
These values are stored in two registers. Here, the control signal, Ctrl_std(i), maintains the
coherency of the operation for horizontal and vertical EOG data.

3.3.3. Classification Subsystem

As mentioned in Section 3.2, we have chosen linear SVM for classification. SVM is a
simple machine-learning technique that avoids complexity during hardware implementation.

Figure 6 shows the FPGA implementation of the SVM classifier. It can be translated in
hardware using (10).

f (x) = x′w + b (10)

where, x contains the features. The vector w contains the coefficients or weights that define
an orthogonal vector to the hyperplane, and b is the bias term. In this case, x contains
four features. w contains the weights W1–W4, and b is the constant bias. In the classifier
block, at first, the features are multiplied by the weights. Then, weighted features are
added with bias and results f(x). Then, the f(x) value is passed through the signum function.
The function here simply gives the sign for the given values of f(x) using Equation (11).

class =
f (x)
| f (x)| (11)

The signum function is realized using a divisor circuit. The output of this classifier
subsystem of Figure 6 is class. For an f(x) value greater than zero, the value of the class is
+1 (blink), and for an f(x) value lesser than zero, the value of the class is −1 (saccade).
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Figure 6. Block diagram of the classifier subsystem.

4. Result Analysis

This section demonstrates software and hardware results. Figures 7 and 8 show input
and superimposed software-hardware results for only subject S1. In both figures, the data
are represented in normalized form.
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Figure 7. Raw and Preprocessed Horizontal EOG Signal.

Figure 8. Raw and Preprocessed Vertical EOG Signal.

Figure 9 depicts the confusion matrix of the binary classifier. The number of true
positive (TP), false positive (FP), true negative (TN), and false negative (FN) cases is 744, 27,
309, and 0, respectively. Here, TP represents the cases where a blink is detected as a blink,
FN represents the cases where the blink is detected as a saccade, TN represents the cases
where a saccade is detected as a saccade, and FP represents the cases where a saccade is
detected as a blink.
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Figure 9. Confusion Matrix for Binary Classifier of Blink Detection.

Several parameters, such as accuracy, precision, recall, and F1 score, are calculated to
verify and analyze the system performance of the proposed classifier.

Accuracy is a measurement statistic that compares the proportion of accurate pre-
dictions made by a model to total predictions. It can be determined by Equation (12).

Accuracy =
TN + TP

TN + TP + FN + FP
∗ 100 (12)

Sensitivity means how well a machine learning model can identify positive examples.
It is also known as Recall. It can be expressed by Equation (13).

Sensitivity =
TP

TP + FN
∗ 100 (13)

Specificity refers to how an algorithm or model can forecast a true negative for each
possible category. It is defined by Equation (14).

Speci f icity =
TN

TN + FP
∗ 100 (14)

Precision represents the quality of a positive prediction made by the mode It is defined
by Equation (15).

Precision =
TP

TP + FP
∗ 100 (15)

The F1 score can be calculated as the harmonic mean of the precision and recall scores
as given in Equation (16).

F1 score =
TP

TP + 0.5 ∗ (FP + FN)
∗ 100 (16)

The accuracy, sensitivity, specificity, precision, and F1 score found are 97.5%, 100%,
91.64%, 96.5%, and 98.22% respectively.

The proposed model is implemented on Xilinx Artix-7 FPGA. The accuracy of the
implemented EOG processor is 95%. The eyeblink detection latency is 0.29 µs.

For qualitative analysis, the software and hardware results are compared using the
Pearson correlation coefficient and root square error (RSE). These parameters can be used
to verify the software-hardware agreement [37]. Pearson Correlation Coefficient, r, is
calculated using the equation given in (17). Then, RSE is calculated as given in (18).

r =
1

n− 1
(

∑X ∑Y (X− X)(Y−Y)
SXSY

) (17)

RSE =
√
(X−Y)2 (18)
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Here, n denotes the total number of paired data. X and Y are the simulation and
hardware outputs, respectively. The averages of these corresponding data are presented by
X and Y, respectively. SX and SY denote the corresponding standard deviations.

The Pearson correlation coefficient is 0.98. The root mean square value is found in the
10−3 range. These values represent that our prototype agrees with the software model.

Table 1 shows the FPGA resource utilization for this design. Usage of Look Up Table
(LUT), LUT-Random-Access Memory (LUTRAM), Flip-Flops (FF), Blocked Random-Access
Memory (BRAM), Digital Signal Processing (DSP), Bonded Input/Output blocks (IO) and
Global Buffer (BUFG) are 37%, 4%, 4%, 1%, 54%, 46%, and 3% respectively.

Table 1. FPGA Resource Utilization.

Resource Utilization Available Percentage Utilization

LUT 19,684 53,200 37%
LUTRAM 696 17,400 4%

FF 4256 106,400 4%
BRAM 1 140 1%

DSP 119 220 54%
IO 92 200 46%

BUFG 1 32 3%

Power consumption in Zedboard consists of two major components. These are static
power and dynamic power. Static or standby power refers to the total amount of power
the device consumes when it is powered up but not actively performing any operation.
Dynamic or active power refers to the total amount of power the device consumes when it
is actively operating. As shown in Table 2, our prototype uses a total of 0.8 W power only.
Dynamic power consumption is 0.684 W (86%). The dynamic power is utilized in Clocks
(0.029 W), Signals (0.306 W), Logic (0.241 W), BRAM (0.007 W), DSP (0.076 W), and I/O
(0.025 W). The static power consumption is 0.116 watts (14%).

Table 2. FPGA Power Consumption.

Logic Operation Power Consumption

Clocks 0.029 W (4%)
Signals 0.306 W (45%)

Dynamic (86%) Logic 0.241 W (35%)
BRAM 0.007 W (1%)

DSP 0.076 W (11%)
IO 0.025 W (4%)

Device Static (14%) - 0.0116 W

Total On-Chip power 0.8 W

Table 3 compares this work and state-of-the-art works of EOG-based blink detection.
Banerjee et al. [19] achieved 95.33% accuracy in blink detection with RBF kernel SVM.
Ryu et al. [20] achieved 94.3% accuracy in detecting blinks, horizontal saccades, vertical
saccades, and fixation with differential EOG signal based on a fixation curve (DOSbFC)
method for baseline drift and noise removal. Molina-Cantero et al. [1] achieved 89.9%
accuracy with adaptive K-means for classifying single blink, double blink, and long blink.
Gundugonti and Narayanam used thresholding for the blink and saccade detection and
implemented it in FPGA [22]. The first and second works of Table 3 were carried out at
the software level. The third work adopted implementation in the discrete circuit only for
the preprocessing stage. The fourth work implemented DWT and thresholding approach
in FPGA.
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Table 3. Comparative study of state-of-the-art works of EOG based blink detection.

Implementation

References Detection
Approach Accuracy Preprocessing Feature

Extraction Classification Device

Banerjee et al. [19] RBF kernel SVM 95.33% × × × ×

Ryu et al. [20] DOSbFC and
Thresholding 94.3% × × × ×

Molina-
Cantero et al. [1] Adaptive K-means 89.9% X × × Discrete

Gundugonti and
Narayanam [22]

DWT and
Thresholding - X × X FPGA

Proposed work Linear SVM 97.5% * and 95% ** X X X FPGA

* Software Accuracy, ** Hardware Accuracy.

The proposed design has better accuracy than all state-of-the-art works. This work
demonstrates a machine learning based reconfigurable implementation of a dual-channel
EOG processor incorporating preprocessing, feature extraction, and classification stages for
blink detection.

5. Conclusions

In this paper, We propose an application-specific Electrooculogram (EOG) processor
to detect blinks. The EOG signals are preprocessed using FIR filters of minimum order.
Statistical features are extracted and then used for classification. The proposed architecture
detects the saccades and blinks efficiently with software and hardware accuracies of 97.5%
and 95%, respectively. Hardware resource utilization for different units and power con-
sumption are presented. The on-chip power consumption for this design is only 0.8 watts.
Experimental results demonstrate the designed EOG processor offers efficacy in terms of
classification accuracy, implementation complexity, and power consumption. The proto-
type can be integrated into smart cars as a driver monitoring system. The detected blink
from the proposed design can be employed to provide security as an access controller in IoT
devices. This work can also be extended to real-life applications by focusing on reliability
and cost-effectiveness. The system can be employed in online applications such as e-health
systems that will benefit the health care of paralyzed people.
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