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Abstract: In comparison to their performance with normative standards or even simple 

heuristics, humans do not perform well in complex decision-making. The application of 

systems thinking to help people to understand and handle interdependent and complex 

systems is proposed as a means of improving this poor performance. The aim of this study 

is to investigate the effect of a generic systems thinking method, i.e., a structured method, 

on performance. A laboratory experiment was conducted using a dynamic and complex 

simulation task. The results demonstrated that subjects provided with a structured method 

achieved a higher performance. In addition, mental model accuracy had a significant effect 

on performance, as already shown by several previous studies. The results of our study 

provide a way of teaching subjects how to improve their performance when coping with 

complex systems in general. This has implications for education in the fields of complex 

systems and system dynamics. 
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1. Introduction 

The question of how to improve the performance of people who need to control complex systems  

has become increasingly important. Several methods for dealing with complexity are discussed in the 

literature, such as in in Größler, Maier, and Milling [1], Capelo and Dias [2], Ritchie-Dunham [3], 

Rouwette, Größler and Vennix [4], Sengupta and Abdel-Hamid [5], Richmond [6], Sterman [7], 

Sweeney and Sterman [8]. However, less attention has been paid to so-called “heuristic competence” [9]. 
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Not a well-defined term, it indicates the general ability of a subject to perform well in complex systems. 

Our study tries to shed further light on the ability of “heuristic competence”. 

Many experimental studies show that subjects, in contrast to their performance with normative 

standards or simple heuristics, do not perform well in complex decision-making (e.g., [10–13]). Different 

characteristics of a system lead to this poor performance. Misperception of feedback relations is one of 

the more important causes of poor performance [10–12]. In addition to feedback relations, the concept 

of accumulation is also a reason [13,14]. Two insufficiencies may also result in poor performance: first, 

mental models of the causal structure of systems are highly simplified compared to reality. Mental 

models are abridged, analogous representations of an external system inside a person’s mind [15,16]. 

The second insufficiency is a person’s inability to infer the dynamic behavior of such causal structures [7]. 

The literature discusses several ways of enhancing the decision-making of subjects in complex 

systems. Providing structural information about the underlying system in order to increase transparency 

seems to have a positive effect on performance [1–3]. Knowledge of cause-and-effect relationships 

supports learning and the development of mental models which are more similar to a real system. These 

more accurate mental models lead to a higher performance [17,18]. 

In addition to a greater transparency to facilitate learning, different kinds of decision information and 

their presentation have also been investigated. Outcome feedback is present in all studies that use 

simulators, because subjects need to be provided with the results of their previous decisions [4].  

Subjects’ performance did improve when they were provided with cognitive feedback or feedforward in 

comparison to outcome feedback alone [5,19,20]. 

The last approach for enhancing complex decision-making that should be mentioned, is the 

application of systems thinking. Systems thinking is a conceptual framework for handling and 

understanding interdependent and complex systems [6,7]. It consists of knowledge, tools, and techniques 

developed for analyzing and handling systems and their inherent complexity [21,22]. Overcoming 

barriers to learning in such systems is a critical element and needs several requirements and thinking 

skills. Generally, even highly educated subjects exhibit persistent and systematic errors in the application 

of systems thinking and its basic concepts. 

The literature provides a large number of structures and schemes for systems thinking. To name but 

a few authors: Gharajedaghi [23] defined four foundations of systems methodology (holistic thinking, 

operational thinking, systems theories, interactive design); Senge [21] stated five disciplines of the 

learning organization (systems thinking, personal mastery, mental models, shared vision, team learning); 

based on Senge, Frank [24] developed thirty laws of engineering systems thinking, Richmond [6] listed 

seven critical skills for systems thinking (dynamic, closed-loop, generic, structural, operational, continuum, 

scientific), and Valerdi and Rouse [25] presented seven competencies [26] for systems thinking. 

Despite this previous work and the widespread use of systems thinking (e.g., [27,28]), there has been 

a more recent call for empirical work to analyze the relationship between systems thinking and mental 

models or decision-making processes [29]. The current study addresses this empirical research gap by 

examining a specific structured method of thinking as an iterative approach to learning about and dealing 

with a complex task. 

In an exploratory study, Maani and Maharaj [30] examine the link between systems thinking and 

complex decision-making. A total of ten subjects participated in an interactive, computer-based 

simulation while being asked to verbalize their thoughts. The protocols were analyzed to see whether 
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more systems thinking, or certain dimensions of it, might have an impact on the performance in a 

complex task. In addition to finding Richmond’s [6] dimensions of systems thinking to be relevant, they 

found a specific pattern of behavior which differentiated high and low performers. This pattern, which 

Maani and Maharaj [30] called the “CPA cycle”, consists of a series of three phases: Conception, 

Planning, Action. 

Our study investigates the relationship between a structured method, i.e., the CPA cycle of Maani and 

Maharaj [30], and mental model accuracy and performance. A laboratory experiment was duly designed 

and conducted. A complex and dynamic simulation task was used to investigate the proposed link 

between the dependent and independent variables. The results show a positive impact of a structured 

method on performance, but no impact on mental model accuracy. Mental model accuracy itself shows 

a high effect on performance. The last finding is comparable to earlier studies. 

The remainder of this article is organized as follows. Section 2 provides an overview of the theory 

and states the proposed hypotheses. Section 3 describes the course of the experiment, measurement 

variables, and statistical methods used for analyzing the data. Results are illustrated in Section 4.  

Section 5 concludes with a discussion of the findings, limitations, and implications, together with future 

research directions. 

2. Theory and Hypotheses 

The findings of Maani and Maharaj [30] suggest that the use of a structured method may enhance 

subjects’ performance in a complex task. A structured method is defined as a thinking pattern that 

structures the process of collecting information, developing appropriate strategies, and implementing 

these into actions. A structured method, the authors found, has three distinct phases: 

• Conception 

• Planning 

• Action 

In the first step—the conception phase—subjects try to gain an understanding of the structure of a 

problem. Transferred to the task used in the experiment of managing a start-up company, this would, for 

example, mean identifying a backlog of orders. Particularly in this phase can systems thinking be used. 

Following on from the conception phase is the planning phase. One or more strategies for handling the 

problem are developed. These are, ideally, based on the understanding gained from the previous phase. 

With regard to this example, production capacity could be increased or the price could be raised in order 

to reduce the number of new orders and to catch up with the existing orders. Eventually, a decision for 

one strategy is made, and this strategy is implemented through specific actions: The price is raised by a 

specific amount that relates to the size of the backlog. It is important to note that in order to be effective, 

the CPA cycle needs to be iterative. The action phase of one cycle should lead to the conception phase 

of a new cycle. Especially in a complex and opaque task, an understanding can only be gained 

progressively. 

One limitation of their study is the small sample size of ten participants, which is a result of the 

applied research method. Due to the high density of data and the labor-intensive analysis of verbal 
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protocols, the sample size of verbal protocol analysis is commonly between two and 20 persons [31], 

leading to an exploratory orientation. 

Our research focuses on how the CPA cycle enhances information usage, strategic planning, and 

implementation, aiming to achieve an increased understanding of the underlying structure of the task 

and enhanced performance. The expected relationships and hypotheses are illustrated by the research 

model in Figure 1. 

 

Figure 1. Proposed research model. 

Hypothesis 1: The use of the CPA cycle positively influences performance in the complex task. 

Subjects who follow the CPA cycle should be able to use given information in a more effective way, 

especially with the aim of developing strategies and translating them into action. The information 

processing capabilities of the subjects should be enhanced [32]. Thus, the CPA cycle is an  

information-driven method with a focus on the implementation of strategies. As a result, subjects should 

tend to learn and act more effectively. Ultimately, this leads to higher performance in the  

experimental task. 

Hypothesis 2: Application of the CPA cycle results in a more accurate mental model of the underlying 

system in the complex task. 

Enhanced learning on account of the CPA cycle helps subjects to acquire a better understanding of 

the underlying system and a deeper assessment of the consequences of their decisions. Feedback on the 

system leads to a re-evaluation of the mental model of the system. Assumed relationships between 

variables may be altered and new ones may be added, resulting in an improved understanding.  

This also enhances subjects’ ability to build more accurate mental models. The changed mental model 

induces different strategies and decisions affecting future behavior [2,7]. This process is iterative. 

Hypothesis 3: Higher mental model accuracy is associated with higher performance in the  

complex task. 

Subjects with more accurate beliefs about the causal relationships in a system are supposed to achieve 

a superior performance. These subjects are able to assess the effects that may result from different actions 

in a given situation. In general, they are more likely to identify and follow effective strategies to achieve 

success. This positive relationship between mental model accuracy and performance outcome is well 

established in the literature [2,3,17,18]. Maani and Cavana [33] developed an analogy of an iceberg for 

a conceptual model which can relate behavior to mental models. The behavior or the decisions made are 

visible above the waterline. The mental model itself, which reflects beliefs, assumptions, or values, is at 

the deepest level. These two levels are linked by two further levels: first, the systemic structure shows 

the relationships of the different components. Second, the patterns of a larger set of behaviors are 

deduced from past behaviors or outcomes [28]. 
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Hypothesis 4: The relationship between the use of the CPA cycle and the performance in the complex 

task is mediated by mental model accuracy. 

The proposed research model in Figure 1 specifies a mediation model, where Hypothesis 1 indicates 

a direct effect, while Hypotheses 2 and 3 together constitute an indirect effect of the CPA cycle on 

performance in the complex task. As a result, Hypothesis 4 is derived. The use of the CPA cycle results 

in a more accurate mental model of the underlying system, i.e., learning, which then leads to a higher 

performance in the complex task. 

3. Methods 

To test the stated hypotheses, we conducted an experiment. It incorporated two treatments: a control 

treatment and a CPA treatment. In the latter, subjects were taught how to use the CPA cycle.  

An interactive computer simulation was used as a complex task. This simulation represented a fictitious 

start-up company. Subjects controlled three decision variables: market price, investment in production 

capacity, and marketing spending. Performance was measured through cumulative profit. 

3.1. Participants and Design 

In total, 58 students from a major German university participated in the experiment. Four subjects 

had to be excluded. One subject broke off participation during the course of the experiment, one subject 

failed to understand the task because of insufficient language skills, and two subjects showed a huge 

deviation in their performance in the third trial of the task from their first two trials. This resulted in a 

final sample size of 54 subjects. 

Of the remaining students, 34 were male and 20 were female. The average age was 23.6 years  

(SD = 3.4). A one-factorial between-subjects design was used for the experiment. All subjects were 

randomly assigned to one of the two treatments. 30 subjects participated in the control group, while  

24 formed the CPA group. The average payment for participating was 14.21 € (about $15.50) with a 

minimum of 12 € and a maximum of 18 €. 

Table 1 summarizes the demographics of the participants. The participants were mostly male students, 

about half of them studying engineering or industrial engineering, followed by business/management 

science. The rest of them are distributed across natural science, such as biology or physics, and ‘other’. 

The latter in this case comprised medical or political science, geography, and linguistics. 

A comparison of the two groups did not reveal any significant differences. The t-test for comparing 

the age of both groups is not significant (t (51) = 1.46, p > 0.15). To test for independence between the 

categorical data of gender and group and field of study and group, respectively, Fisher’s exact test was 

used. Fisher’s exact test allows expected frequencies to be less than four and the matrices to be larger 

than 2 × 2, as is the case here [34]. The null hypothesis that ‘gender’ and group are stochastically 

independent cannot be rejected (p > 0.78, Fisher’s exact test). The same holds for “field of study” and 

group (p > 0.36, Fisher’s exact test). 
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Table 1. Subject demographics. 

Variables Control Group CPA Group 

Age 

M 24.17 22.88 

SD 3.88 2.59 

N 30 24 

Gender 
Male 18 16 

Female 12 8 

Field of study a 

Engineering 12 5 

Industrial Engineering b 5 9 

Business/Management 7 5 

Science 3 3 

Other c 3 1 

a One subject did not answer this question; b The degree program “Industrial Engineering” is comprised of 

lectures on both business and engineering. This degree program is particularly popular at the German university 

where the study took place; c “Other” includes medical science, political science, geography, and linguistics. 

There was only one student from each of these disciplines. 

3.2. Simulation Overview 

The participants run a simulation of a start-up company by making decisions every three months over 

a period of four years. This makes for a total of 16 decision points. The start-up company introduces a 

new product to the market. Due to the novelty of the product, it is assumed that the company is a 

monopolist, so there is no competition during the whole time horizon of the simulation. The decision 

maker has to decide about production capacity, selling price, and marketing budget per quarter. Figure 2 

presents a simplified representation of the underlying causal relationships of the simulation, associated 

with different areas, such as production, demand, and accounting. This shows how the variables are 

interrelated. 

 

Figure 2. Causal relationships of the simulation (simplified). 
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Participants analyze the status of the company and make decisions based on the obtained information. 

The selling price and the marketing budget can be set within a given range. The price elasticity of demand 

is inelastic in the high and low price areas, while it is near to unity in the middle of the spectrum. The 

effect of the marketing effort is diminishing, and the effect also depends on the price. To increase the 

capacity, new machines could be acquired, which would be ready to use with a one-quarter delay. The 

company follows a make-to-stock strategy. Storage capacity is assumed to be unlimited. If products are 

stocked, incoming orders are fulfilled immediately, otherwise the orders enter the backlog and are 

fulfilled when more products become available. A high backlog has a negative effect on incoming orders 

because of the low delivery capacity of the company. On the other hand, a high stock leads to inventory 

costs. The game interface can be seen in Figure 3. It was translated from the German. 

 

Figure 3. Simulator interface for controlling the task (translated from the German). 

Profit is calculated as revenues minus expenses. Revenues are determined by the number of sold 

products in a quarter multiplied by the price of this time period. The expenses are the sum of the fixed 

costs, the variable costs, and the marketing expenses. Fixed costs are calculated proportionally to the 

number of machines. Variable costs are proportional to the production of the period, taking into account 

the learning curve effect. Marketing expenditure is defined by the subject within a range of zero and a 

maximum given marketing budget. Regardless of any losses, the company cannot go bankrupt. 

During the simulation, participants were able to access outcome feedback in the form of financial and 

non-financial information about the current state of the company. Extensive information about former 

periods was available during each run of the simulation in the form of graphical representations. A 

number of variables were offered for selection, such as profit, sales, orders, or production in order to 
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display graphically the entire history up to the current period or a specified quarter. The interface for 

obtaining information is presented in Figure 4. 

 

Figure 4. Simulator interface for obtaining information (translated from the German). 

3.3. Procedure 

Subjects were randomly assigned to one of the two treatments. First, both treatment groups 

participated in an interactive, computer-based learning program. In the CPA treatment, the learning 

program consisted of information about the different phases of the cycle, as given by Maani and  

Maharaj [30]. Following the explanation of each step of the CPA cycle, a small case study was  

presented. This case study was solved by explicitly referring to the CPA cycle. Several multiple-choice 

questions and a test at the end of the program facilitated the learning success. The control group took 

part in a learning program with a similar structure, but which included nothing that was relevant to the 

task that followed. The control group undertook this program to avoid any potential motivational  

effects given by an upstream task. The learning program represents a transfer of explicit  

knowledge [35]. Explicit knowledge can be codified and is context-independent [36]. 

Subsequent to the learning program, all subjects completed three runs of the simulation.  

The simulation had the same underlying structure and initial conditions for both treatments.  

Subjects were given detailed instructions on the simulation. In order to become familiar with the 

simulation and the interface, the first two runs were defined as a learning phase. During the simulation 

participants could obtain outcome feedback in the form of financial and non-financial information (see 

Figures 3 and 4). 

Following on from this learning phase, subjects were asked to complete a questionnaire on the 

underlying structure of the simulation. This was done in order to assess the mental model of the 
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underlying structure by each participant. The employed elicitation method constitutes a combination of 

Markiczy and Goldberg [37] and the pairwise comparisons mapping of Hodgkinson, Maule, and  

Bown [38]. A preliminary test revealed that the participants had considerable problems using the 

cognitive mapping approach of Markiczy and Goldberg [37] due to the unfamiliarity of the task.  

This led to the development of a questionnaire (the pilot test was conducted to assess the procedure and 

comprehensibility of the experiment. Additionally, changes in the elicitation method of mental models, 

it led to minor changes in provided documents). 

The questionnaire consisted of 25 questions on bivariate causal relationships between existing and 

non-existing variables in the underlying system. The set of questions was the same for both treatments. 

For each question, the subjects had to decide whether there was a positive, a negative, or no relationship 

at all between the two given variables. 

The number of correct answers as the percentage of all items in the questionnaire was used to assess 

mental model accuracy. The score ranged from 0% to 100%, with 100% meaning that all questions had 

been answered correctly. Participants were provided with a monetary incentive depending on their 

performance in this task. 

After completion of the questionnaire on the mental model, all subjects performed a final run of the 

simulation. They were prompted to try to achieve the highest possible cumulative profit. The final profit 

measure served as a performance indicator. In particular, a high performance was monetarily 

incentivized to motivate subjects and to strengthen the reliability of the measure. 

The experiment ended with a questionnaire on demographics and general questions about the learning 

program, the simulation, and the mental model elicitation. After this, participants were paid individually 

and left the laboratory. 

3.4. Measures 

Performance was measured by cumulated profit of the third and final run of the simulation.  

As previous runs were treated as a learning phase, they had no influence on subjects’ performance.  

The performance of the final run was monetarily incentivized. 

Subsequent to the learning phase, participants’ understanding of the underlying structure of the 

simulation, i.e., the mental model, was captured. All subjects answered 25 questions on the underlying 

structure of the simulation. Appendix A provides the instructions along with examples of the questions. 

All questions had to be answered. The option “No Answer” was offered in case subjects were unsure 

about their answer. They were asked to select this option rather than randomly guessing. This approach 

was used in order to increase the reliability of the response. 

The questions were the same for both treatment groups. The variable “mental model accuracy” was 

calculated as a percentage of correct answers, resulting in a range from 0% to 100%, with 0% meaning 

no understanding at all and 100% meaning a full understanding. 

Through examination of the structure and the dynamics and behavior of the simulation, a subset of 

causal relationships was identified. These serve as key correcting variables. This subset consists of six 

out of 25 bivariate relationships and forms the deep structure of the simulation. There are two different 

groups in the subset: The first group consists of cost relationships; the second one of control factors.  

In the system at hand, knowledge of the cost relationships should enable subjects to identify important 
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factors which significantly influence the objective criterion. The control factors, on the other hand, put 

subjects in a position where they can influence the system according to the cost relationships and finally 

enable them to achieve a high cumulative profit. The calculation and range are similar to mental model 

accuracy. The deep structure variable consists of six items of the questionnaire addressing participants’ 

understanding of the structure, while the remaining 19 items form the non-deep structure. 

In addition to the stated variables, the following variables were recorded: the time it took to perform 

each of the three runs of the simulation; the time necessary to complete the respective learning program; 

the time for answering the 25 questions on mental model accuracy; a participant’s age and experience, 

measured in terms of work experience and the number of economics lectures attended.  

Economics lectures were included, because these might have an effect on the behavior of participants in 

an economics task like the one at hand. It also might be relevant to subjects’ responses to the test of their 

understanding of the mental model. 

3.5. Data Analysis 

The Shapiro-Wilk test was used to test for normality of the dependent variable. The performance 

measure is significantly non-normal distributed (W = 0.81, p < 0.001), given the high negative skewness. 

Due to the skewed distribution of the dependent variable, generalized linear models were estimated using 

a Poisson link function. It may be noted that in a Poisson regression, the dependent variable is the log of 

the conditional mean. A regression parameter indicates the increase or decrease in the log mean of the 

dependent variable, holding the other conditions constant. To interpret the coefficients in their original 

scale, it is necessary to exponentiate them. The exponentiated coefficients have a multiplicative rather 

than an additive effect on the dependent variable [39] (for further details on generalized linear models, 

see [40]). 

Three values were calculated to detect outliers and influential cases that may significantly alter the 

results of a regression. These are the Studentized residuals, hat values, and Cook’s distance. Studentized 

residuals are the difference between the adjusted predicted value and the original observed value divided 

by the standard error. They follow a normal distribution. Values above 3 and below −3, respectively, 

should be very unlikely and are used as a cutoff value. Hat values measure the influence of an observed 

value on the outcome variable. There is no clear cutoff value. A value between two and three is 

recommended [41,42]. Cook’s distance measures the influence of a single case on the regression model 

as a whole. A value of one or above is seen as problematic [43]. 

To fit the dependent variable into a Poisson distribution, the scale of the performance variable was 

inverted and classified into several classes of the same width. The Kolmogorov-Smirnov test for 

goodness of fit was used to check the difference between the theoretical Poisson distribution and the 

distribution of the performance measure. Mental model accuracy as a dependent variable was analyzed 

using ordinary least squares (OLS) regression. The Shapiro-Wilk test is not significant (W = 0.97,  

p < 0.27). It shows a normal distribution and makes OLS regression applicable. 

To test for mediation, the guidelines of Baron and Kenny [44] and Kenny, Kashy, and Bolger [45] 

were followed. Four steps have been discussed in establishing mediation: (1) the initial variable (here, 

the treatment variable) significantly influences the outcome (performance); (2) there is a significant 

relationship between the initial variable and the mediator (mental model accuracy); (3) the mediator 
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affects the outcome variable while controlling for the initial variable; and (4) if the relationship between 

the initial and outcome variable becomes zero, the mediator completely mediates the connections 

between these two variables. Step 4 is only necessary to show a complete mediation effect. Partial 

mediation occurs if the effect of the initial variable on the outcome is significantly less in Step 3 than in 

Step 1. 

4. Results 

Table 2 provides a correlation matrix of the used variables, together with means and standard 

deviations. All three measures for mental model accuracy are significantly correlated with the sum of 

the profits over all three trials. They are also significantly correlated with the profits of the first trial.  

The time it took to answer the questionnaire for eliciting mental model accuracy is likewise significantly 

correlated to the different measured variables of mental model accuracy. The profits for the three trials 

demonstrate substantial variance, given the high standard deviations. The standard deviation is 

decreasing over the three trials. 

Table 2. Correlations, means, and standard deviations for used variables. 

Title 1 2 3 4 5 6 7 

1. Profit Trial 1 –       

2. Profit Trial 2 −0.03 –      

3. Profit Trial 3 0.09 0.22 –     

4. Sum Profit 0.91 ** 0.35 * 0.30 * –    

5. Treatment 0.20 0.00 0.15 0.21 –   

6. Mental Model Accuracy 0.25 * 0.20 0.19 0.33 ** −0.03 –  

7. Deep Structure Accuracy 0.41 ** 0.14 0.19 0.45 ** 0.10 0.67 ** – 

8. Non-Deep Structure  0.23 * 0.20 0.18 0.31 ** −0.04 0.99 ** 0.63 ** 

9. Time Trial 1 −0.08 0.22 0.17 0.03 −0.18 0.08 0.08 

10. Time Trial 2 −0.01 0.26 0.21 0.12 −0.23 0.18 0.19 

11. Time Trial 3 0.09 −0.04 0.16 0.09 0.08 0.22 0.19 

12. Time Learning Program −0.24 0.18 0.09 −0.15 0.39 ** −0.25 −0.21 

13. Time Mental Model Eliciting 0.07 0.07 0.15 0.11 0.02 0.46 ** 0.40 ** 

14. Sum Time −0.11 0.24 0.21 0.01 0.00 0.07 0.08 

Total        

M −4,192,703 172,893 1,979,012 −2,040,798 0.44 0.51 0.57 

SD 16,452,601 6,229,292 2,626,056 18,050,432 0.50 0.12 0.23 

Control group        

M −7,515,759 189,463 1,569,052 −5,757,244  0.51 0.54 

Std. Deviation 21,188,270 6,009,013 2,879,091 22,293,876  0.12 0.21 

CPA group        

M −38,882 152,180 2,491,462 2,604,760  0.52 0.61 

SD 5,029,246 6,624,915 2,224,045 9,142,733  0.13 0.24 
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Table 2. Cont. 

Title 8 9 10 11 12 13 14 

1. Profit Trial 1        

2. Profit Trial 2        

3. Profit Trial 3        

4. Sum Profit        

5. Treatment        

6. Mental Model Accuracy        

7. Deep Structure Accuracy        

8. Non-Deep Structure  –       

9. Time Trial 1 0.08 –      

10. Time Trial 2 0.18 0.59 ** –     

11. Time Trial 3 0.21 0.41 ** 0.41 ** –    

12. Time Learning Program −0.25 0.40 ** 0.31 * 0.07 –   

13. Time Mental Model Eliciting 0.45 ** 0.19 0.14 0.44 ** 0.02 –  

14. Sum Time 0.07 0.91 ** 0.71 ** 0.53 ** 0.65 ** 0.32 * – 

Total        

M 0.65 23.82 12.51 10.12 14.73 5.37 66.81 

SD 0.15 8.92 2.77 2.24 5.36 1.78 15.44 

Control group        

M 0.64 25.27 13.09 9.92 12.82 5.25 66.80 

Std. Deviation 0.15 9.91 3.09 2.35 5.38 1.84 18.00 

CPA group        

M 0.65 22.08 11.82 10.38 17.03 5.53 66.83 

SD 0.16 7.37 2.21 2.12 4.43 1.73 12.16 

** p < 0.01, two-tailed t-test; * p < 0.05, two-tailed t-test. 

Figure 5 illustrates mean profit across all three trials for both treatment groups. The group provided 

with the structured method starts at a relatively high level compared to the control group. The CPA group 

shows only a small amount of improvement. The control group shows a sharp increase in the second 

trial, but ultimately remains behind the CPA group. 

 

Figure 5. Mean cumulative profit for the CPA group and the control group over all trials. 
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4.1. Test of Hypotheses 

Given that the dependent variable was negatively skewed, a general linear model with a Poisson link 

function was estimated in order to test for the relationships proposed in the hypotheses. This allows for 

the accommodation of non-normal response distributions, as in the current analysis. Two subjects were 

excluded because of a very high divergence in their performance in the third round from the distribution. 

Their standardized performance was greater or near to −3. As a first step, the dependent variable was 

inverted. Following this, performance was fitted into a Poisson distribution, leading to 14 groups with a 

constant width of about one million. The Kolmogorov-Smirnov test for checking the assumption of a 

Poisson distribution is non-significant with D = 0.19 and p < 0.06. 

Model 1 of Table 3 tests for the impact of the treatment, mental model accuracy, the number of 

previous economics lectures attended, the sum of earnings in former trials, and the time needed to 

perform all three trials. 

Table 3. Results of GLM for performance. 

Variables 
Model 1 

Unstandardized B Std. Error Standardized β 

Intercept 2.63 *** 0.54  

Treatment CPA −0.40 * 0.18 −0.08 

Mental Model Accuracy −0.02 * 0.01 −0.09 

Economics Lectures Attended 0.03 ** 0.01 0.09 

Total Performance in Trials 1 & 2 † −0.01 0.01 −0.06 

Total Time for Trials 1, 2, & 3 −0.01 0.01 −0.07 

Null Deviance 78.00 on 45 degrees of freedom 

Residual Deviance 44.82 on 40 degrees of freedom 

AIC 185.15 

† Performance scaled to one-million units;* p < 0.05; ** p < 0.01; *** p < 0.001. 

Six subjects were excluded after performing the GLM regression. Given model 1, they had a large 

impact on results. Their impact was specified by the values of the Studentized residuals of above 3 or 

below −3, hat values of above three times the mean [41,42], and a Cook’s distance of near to or greater 

than one [43]. Assessing the residual deviance of model 1 using a Chi-squared test with 40 degrees of 

freedom leads to a non-significant result with p = 0.28, indicating a reasonable fit of the whole model. 

On average, subjects in the CPA treatment reached a higher performance in comparison to the control 

group (B = −0.4, exp(B) = 0.67, p < 0.05). This supports Hypothesis 1, which asserts that the use of a 

structured method, i.e., the CPA cycle, leads to a higher performance. It is associated with a decrease of 

−0.4 in the log mean category of performance, while controlling for the other variables. Note that the 

scale of performance was inverted, so a lower category is related to a higher performance, and vice versa. 

To help interpret the effect, the coefficient was exponentiated to render it interpretable in the original 

scale. The use of a structured method leads to a multiplication of the performance category by 0.67, 

leading to an increased performance. The effect of mental model accuracy is significant (B = −0.02, 

exp(B) = 0.98, p < 0.05), indicating that an increase in an understanding of the underlying system leads 

to a higher performance. This supports Hypothesis 3. The number of economics lectures attended has a 
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significant and negative effect on performance in the task (B = 0.03, exp(B) = 1.03, p < 0.01). The more 

such lectures that a subject has attended, the lower her performance. The performance in the first two 

learning trials and the time needed to perform all three trials were not significant predictors of 

performance in the final trial. 

Table 4 shows the influence of the treatment, the time needed to answer the questionnaire for the 

mental model, the total performance for the first two trials, and the time needed to perform these trials 

on the score for mental model accuracy. Model 2 was estimated by using an ordinary least squares (OLS) 

regression. The treatment does not have a significant effect on mental model accuracy  

(B = −1.24, p > 0.66). Hypothesis 2 is therefore not supported. Significant predictors are the time needed 

to complete the questionnaire (B = 3.62, p < 0.001) and the overall performance of the learning trials  

(B = 0.45, p < 0.001). The time needed for these two trials is not significant. 

As already outlined, to test Hypothesis 4, the guidelines of Baron and Kenny [44] and Kenny, Kashy, 

and Bolger [45] were followed. One additional model was necessary to cover the first step. The result of 

the GLM regression for performance without controlling for mental model accuracy is shown as  

Model 3 in Table 5. The existing models capture the other three steps. 

The treatment, i.e., the independent variable, has a significant effect on performance, i.e., the 

dependent variable (B = −0.43, exp(B) = 0.65, p < 0.05). In comparison to Model 1, the total performance 

in trials 1 and 2 (B = −0.02, exp(B) = 0.98, p < 0.001) and the total time needed for all three trials become 

significant (B = −0.02, exp(B) = 0.98, p < 0.05). “Economics lectures attended” remains a significant 

predictor (B = 0.03, exp(B) = 1.04, p < 0.01). The strength of all effects is slightly greater when not 

controlling for mental model accuracy. The whole model shows an acceptable fit concerning the residual 

deviance. A Chi-squared test with 41 degrees of freedom leads to a non-significant result with p = 0.15. 

Because of the significant relationship between initial and outcome variable, Step 1 is met. 

Table 4. Results of OLS for mental model accuracy. 

Variables 
Model 2 

Unstandardized B Std. Error Standardized β 

Intercept 32.72 *** 6.14  

Treatment CPA −1.24 2.79 −0.05 

Time for Questionnaire 3.62 *** 0.76 0.53 

Total Performance in Trials 1 & 2 † 0.45 *** 0.12 0.42 

Total Time for Trials 1 & 2 0.02 0.13 0.02 

Adjusted R2 0.41 

F 9.73 *** 

Observations 51 

Residual Standard Error 9.52 on 46 degrees of freedom 

† Performance scaled to one-million units * p < 0.05; ** p < 0.01; *** p < 0.001. 

Model 2 represents the necessary regression for Step 2 in the guideline. As discussed above, the CPA 

cycle does not have a significant effect on mental model accuracy. Step 2 is therefore not met. Since its 

being met is essential for establishing mediation, Hypothesis 4 is not supported. For the sake of 

completeness, the remaining two points are briefly discussed. Model 1 covers the third step. Mental 

model accuracy, as the potential mediator, is a significant predictor of performance. This fulfills the 
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condition for Step 3. Simultaneously, the CPA cycle remains significant, and its effect size is only 

marginally diminished in comparison to Model 3. This result does not comply with the requirement of 

step 4 and is connected to the non-compliance of Step 2. 

Table 5. Results of GLM for performance without controlling for mental model accuracy. 

Variables 
Model 3 

Unstandardized B Std. Error Standardized β 

Intercept 1.86 *** 0.43  

Treatment CPA −0.43 * 0.18 −0.09 

Economics Lectures Attended 0.03 ** 0.01 0.09 

Total Performance in Trials 1 & 2 † −0.02 *** 0.01 −0.11 

Total Time for Trials 1, 2, & 3 −0.02 * 0.01 −0.09 

Null Deviance 78.00 on 45 degrees of freedom 

Residual Deviance 50.28 on 41 degrees of freedom 

AIC 188.62 

† Performance scaled to one-million units; * p < 0.05; ** p < 0.01; *** p < 0.001. 

4.2. Deep Structure 

Model 4 in Table 6 shows the effect of deep structure understanding on performance. Model 3 uses 

the same independent variables as Model 1, with the difference being that mental model accuracy is split 

into two variables: deep structure and non-deep structure. The deep structure subscale had a Cronbach’s 

α = 0.65, while the non-deep structure, consisting of the remaining items, had a Cronbach’s α = 0.62. 

Both levels are low, but still acceptable [46]. Deep structure accuracy has a highly significant effect on 

performance (B = −0.02, exp(B) = 0.98, p < 0.001); non-deep structure is not significant. The estimated 

predictor of the number of economics lectures attended is significant and comparable to model 1. The 

other predictors are not significant. This includes the treatment effect of the structured method. The 

model itself shows a reasonable fit when assessing the residual deviance using a Chi-squared test with 

39 degrees of freedom. The test is non-significant with p = 0.67. 

Table 6. Results of GLM for performance using deep structure. 

Variables 
Model 4 

Unstandardized B Std. Error Standardized β 

Intercept 2.14 *** 0.54  

Treatment CPA −0.21 0.17 −0.04 

Deep Structure −0.02 *** 0.00 −0.20 

Non-Deep Structure 0.01 0.01 0.05 

Economics Lectures Attended 0.04 ** 0.01 0.10 

Total Performance in Trials 1 & 2 † −0.00 0.01 −0.00 

Total Time for Trials 1 & 2 −0.00 0.01 −0.02 

Null Deviance 84.38 on 45 degrees of freedom 

Residual Deviance 34.66 on 39 degrees of freedom 

AIC 178.44 
† Performance scaled to one-million units; * p < 0.05; ** p < 0.01; *** p < 0.001. 
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4.3. Subject Demographics 

It is possible that the demographics of the subjects who participated in the experiment will have had 

an influence on the results of this study and, therefore, on their generalizability. To analyze these 

potential factors, a generalized linear model has been estimated that relates performance to different 

demographic variables. Model 5 in Table 7 presents the results in which performance in the complex 

task is explained by age, gender, the number of economics lectures attended, prior work experience, as 

well as prior experiment participation and major field of study. A Chi-squared test with 36 degrees of 

freedom leads to a non-significant result with p = 0.09. The residual deviance is not significant at the 

five percent level, but the model should still be interpreted with caution due to the low p-value. 

Table 7. Results of GLM for performance using subject demographics. 

Variables 
Model 5 

Unstandardized B Std. Error Standardized β 

Intercept −0.19 0.90  

Age 0.02 0.03 0.02 

Gender    

Female −0.02 0.24 −0.00 

Economics Lectures Attended 0.04 * 0.02 0.11 

Prior work experience a 0.00 0.01 0.01 

Prior experiment participation 0.59 * 0.28 0.08 

Field of study b    

Engineering 0.83 0.54 0.17 

Industrial Engineering 0.69 0.54 0.14 

Business/Management 0.48 0.57 0.10 

Science 0.78 0.66 0.11 

Null Deviance 66.07 on 45 degrees of freedom 

Residual Deviance 48.16 on 36 degrees of freedom 

AIC 195.51 

a Measured in months; b Implemented as dummy variables; * p < 0.05; ** p < 0.01; *** p < 0.001. 

Only two variables were significant. As before, the number of economic lectures attended has a 

negative effect on performance (B = 0.04, exp(B) = 1.04, p < 0.05). If a subject had not participated in 

an experiment before the experiment presented in this study, her performance was significantly lower 

than that of experienced subjects (B = 0.59, exp(B) = 1.81, p < 0.05). 

5. Discussion 

5.1. Summary 

Prior work has discussed systems thinking as a way of coping with complex systems and overcoming 

barriers to learning. For example, Richmond [6] and Sterman [7] propose possible requirements for 

improving learning in complex systems and eventually enhancing performance. Maani and Maharaj [30] 

empirically examined systems thinking in their experiment. Their results suggest that a specific pattern 

of behavior explains subjects’ performance. They called this structured method “CPA cycle”. However, 
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besides Maani and Maharaj [30], further empirical studies are necessary to shed further light on systems 

thinking and its implications. In our study, an experiment was conducted to test for the impact of such a 

structured method on performance in a complex task. 

Our results show that the use of the CPA cycle does have a positive effect on performance.  

This provides empirical evidence for the findings of Maani and Maharaj [30]. Using a structured method 

to cope with a complex system helps participants in their decision-making process. It enhanced the 

information processing capabilities of the subjects, eventually leading to a more efficient utilization of 

information [32]. Unlike in previous research, subjects learned how to use a general method of handling 

complex systems, and some of them did not make use of it in the first place. This implies the importance 

of learning, education, and experience when dealing with complex systems. This result is in accordance 

with previous studies. Sweeney and Sterman [8] conducted an experiment to test the knowledge of highly 

educated subjects about basic concepts of system dynamics and systems thinking. Subjects revealed a 

poor level of understanding. The authors conclude with a call for more education in system dynamics 

and systems thinking. In another experimental study, Doyle, Radzicki, and Trees [47] come to the 

conclusion that even a modest system dynamics intervention can promote learning. 

The findings also show that mental model accuracy influences performance outcomes. This is 

consistent with prior research [2,3,17,18], suggesting that subjects with a better understanding of the 

underlying structure and causal relationships of the systems achieve a higher performance. In addition, 

our results indicate that a complete understanding of the system is not necessary. An accurate mental 

model of the deep structure, formed by key relationships, is sufficient to reach a higher performance. 

This is in line with the findings of Gary and Wood [17]. Knowledge of the environment is of high 

importance, but an understanding of the key links influencing the environment is even more important. 

A relationship between the CPA cycle and mental model accuracy was not found. This may indicate 

that the CPA cycle does not improve learning and revision of mental models; therefore, it does not lead 

to an improved understanding of the structure of the task. The hypothesized mediation effect of the 

structured method on performance via the intermediate variable of mental model accuracy is, 

correspondingly, also not significant. This relationship was in addition separately analyzed, confirming 

this result. Why the use of the CPA cycle enhances performance in the experiment, but does not 

simultaneously improve mental model accuracy, remains unclear. A possible explanation may be the 

elicitation method of mental model accuracy that may conceal the effect. Alternatively, only a direct 

effect of the CPA cycle may exist, which works through enhancing the decision-making process itself. 

Rather surprising is the negative effect of the number of economics lectures attended. Typically, the 

expectation is that knowledge of how companies work and how they are managed would be beneficial 

for achieving a high performance outcome. This should hold true for the task at hand, where the subjects 

had to manage a simulated company. That the opposite occurred, suggests that an economics background 

obstructs the open-mindedness of subjects. This leads to a bias in their decisions. They may expect 

aspects such as “marketing”, for example, to be of high relevance given their economics knowledge, 

while in the simulation it has less priority. 
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5.2. Limitations and Future Research 

This study has some limitations which may reduce the significance of its conclusion. The first 

limitation may lie in the applied experimental method [48]. An experiment allows an environment to be 

controlled, leading to a high internal validity. On the other hand, the artificial situation may reduce the 

external validity. It would be of interest not only to repeat this study with other tasks in order to 

strengthen the generalizability of our results but also to test the CPA cycle in a different setting, such as 

in a classroom. A classroom experiment would enable an in-depth training that would incorporate other 

aspects of systems thinking. Further, the use of students as subjects, as in the experiment conducted for 

this research, may not be representative of the general population. Several studies discussed the use of 

students as subjects in laboratory experiments, arguing that incorporating students does inherently 

reduce external validity [49–51]. 

A bias between the two groups may result from differences concerning, for example, age, gender, or 

field of study. The composition of the two groups after random allocation was tested in relation to these 

three demographic variables. No significant differences were found. Additionally, the effect of several 

demographic variables on performance was analyzed, and two of them were significant.  

First, the already mentioned number of economics lectures attended, and second, prior participation in 

experiments. The latter may be explained by a level of insecurity about what to expect and how to behave 

in this new situation. This could have led to distraction and less concentration on the task at hand. It 

must be noted that this was for only four subjects the first experiment. Hence, this result should be 

interpreted with caution due to the small number of cases. The four subjects were spread evenly across 

the two groups. Other demographic factors, such as age, gender, or major field of study, do not have a 

significant impact on performance. These results do not support a gender effect in systems thinking, 

unlike that indicated in a study by Sweeney and Sterman [8]. However Sweeney and Sterman only found 

a marginally significant effect. A potential bias between the two groups, which may have resulted in a 

higher performance of the CPA group, was not found in the current study. 

The focus of this research is on the general link between a structured method and complex  

decision-making. To fully understand the cause-effect relationships of the CPA cycle during  

decision-making and the reasons why it may not influence the mental model of subjects, further research 

is needed. This research should concentrate on the difference between the process of  

decision-making with and without using the CPA cycle. Additionally, changes in the mental models 

could allow a deeper insight into learning effects. Doyle, Radzicki, and Trees [47] described general 

features of a rigorous method to measure changes in mental models and also provided a detailed example 

of the application of the method. Limitations concerning the elicitation method may also relate to this 

study. 

The elicitation method used to elicit the mental models of the participants should also be mentioned. 

The measure of mental model accuracy applied in this study does not include all possible elements of 

mental models, and also the procedures to measure and distinguish these elements need further research [16]. 

Another constraint is the degree of ability of participants to apply enhanced elicitation methods to mental 

models. The method used in this study was designed to be easy to use so that it would be applicable in 

an experimental setting. More elaborate procedures may be able to capture both the development of 
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mental models over time and how a structured method may influence this development and, therefore, 

the learning process. 

The proposed structured method—the CPA cycle—is not the only one discussed in the literature. 

Sterman [7], for example, mentions the PDCA cycle (Plan–Do–Check–Act) used in improvement 

processes of total quality management [52]. The DMAIC approach (Define–Measure–Analyze–

Improve–Control) in Six Sigma should likewise be mentioned in this context [53]. A comparison of 

these methods could give insights into the relevance of different parts of the procedures and would 

increase the generalizability of the results. 

The results of this study support the notion of “heuristic competence” being a general capability of 

coping with complex systems. We have shown that subjects can be taught to use a structured method, 

i.e., the CPA cycle, which improves their performance. This has implications for future research in the 

field of systems thinking and education in system dynamics. 
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Appendix A. Instructions on and Examples of the Questions about Causal Relationships 

(Translated from the German) 

So that we can measure your understanding of the system in this simulation, we would kindly ask you 

to answer the following 25 questions. These questions refer to possible relationships between variables 

in the simulation. The questions all take the following form: 

 

Please indicate whether there is a relationship between the stated variables by referring to your 

understanding of the system at hand. Does the left variable (‘X’) have a positive, negative, or no 

influence on the variable on the right (‘Y’)? Please use only your knowledge about the simulation. Focus 

exclusively on direct relationships and ignore any intervening variables. Indirect relationships are not 

relevant. 
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Explanation of the Different Relationships 

o Positive: The variable X has a positive influence on variable Y. An increase of X leads to an 

increase of Y, all else being equal. A decrease in X leads to a decrease in Y, all else being equal. 

X and Y move in the same direction. 

o Negative: The variable X has a negative influence on variable Y. An increase of X leads to a 

decrease of Y, all else being equal. A decrease in X leads to an increase in Y, all else being equal. 

X and Y move in the opposite direction. 

o No relationship: There is no direct relationship between these variables. Any change to variable 

X has no influence on variable Y. 

o No Answer: If you are unsure about the answer, please use this option rather than simply making 

a guess. 

Question No. Variable X Variable Y 

Question 4 Stock Storage Costs 

Question 9 Number of machines Fixed Costs 

Question 17 Price Sales 

Question 18 Time Incoming Orders 

Question 24 Cumulative Production Variable Costs 
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