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Abstract: The real estate price index serves as a crucial indicator reflecting the operational
status of the real estate market in China. However, it often lags until mid-next month,
hindering stakeholders from grasping market trends in real time. Moreover, the real estate
market has an extremely complex operating mechanism, which makes it difficult to accurately
assess the impact of various policy and economic factors on the real estate price index.
Therefore, we hope, from the perspective of data science, to explore the emotional fluctuations
of the public towards the real estate market and to reveal the dynamic relationship between
the real estate price index and online news sentiment. Leveraging massive online news
data, we propose a forecasting scheme for the real estate price index that abandons complex
policy and economic data dependence and is solely based on common and easily obtainable
online news data. This scheme involves crawling historical online real estate news data in
China, employing a BERT-based sentiment analysis model to identify news sentiment, and
subsequently aggregating the monthly Real Estate Sentiment (RES) index for Chinese cities.
Furthermore, we construct a Vector Autoregression (VAR) model using the historical RES
index and housing price index to forecast future housing price indices. Extensive empirical
research has been conducted in Beijing, Shanghai, Guangzhou, and Shenzhen, China, to
explore the dynamic interaction between the RES index and both the new housing price index
and the second-hand housing price index. Experimental results showcase the unique features
of the proposed RES index in various cities and demonstrate the effectiveness and utility of
our proposed forecasting scheme for the real estate price index.

Keywords: real estate price index; online news; sentiment analysis; BERT, VAR; time
series forecasting

1. Introduction

The real estate market is a dynamic and complex system, affected by the financial
market, economic policies, land prices, emergencies, mortgage rates, and other factors [1].
Because most Chinese people regard housing as a necessity for marriage and children’s
education [2], house prices have become the people’s and policymakers’ key concern.
Therefore, an accurate forecasting tool for the real estate market is not only useful for the
formulation of scientific policies but also has great guiding significance.

As a key accessing metric of the real estate market, the real estate price index offers
an insightful representation of the market’s operational status. The general practice in
many countries is that the national authoritative department regularly publishes this

Systems 2025, 13, 42

https://doi.org/10.3390/systems13010042


https://doi.org/10.3390/systems13010042
https://doi.org/10.3390/systems13010042
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/systems
https://www.mdpi.com
https://orcid.org/0000-0001-6497-104X
https://doi.org/10.3390/systems13010042
https://www.mdpi.com/article/10.3390/systems13010042?type=check_update&version=2

Systems 2025, 13, 42

2 0f 22

index, providing stakeholders with critical insights into the evolving trends of the market.
However, owing to the complexity of the economic statistics workload, the release of the
real estate price index always has significant lags. For example, the monthly real estate
price index of 70 cities in China released by the National Bureau of Statistics of China
usually has a delay period of more than 15 days, that is, 50% of the statistical period [3].
This imposes limitations on objectively and timely evaluating the dynamics of the real
estate market [4]. Specifically, the delay is a significant information friction with measurable
effects on important economic variables. For example, a release of the house price index
has an immediate effect on the stock prices of home-building companies, despite the fact
that this release contains information about housing market conditions from a few months
earlier. If the stock market is unable to overcome the reporting delays associated with
house prices, it seems likely that individual homeowners, policymakers, lenders, etc.,
are not either, suggesting that this information friction may have much broader effects
on financial markets and real economic activity. Moreover, for market participants who
urgently need to understand the trends in housing prices, its impact cannot be overlooked.
For example, for ordinary home buyers, it may be difficult for them to grasp housing
prices in a timely manner due to information lag, and their housing purchase costs may
increase. For real estate enterprises, a 15-day lag may lead to a situation where their strategy
formulation is influenced by asymmetric and lagging indices, interfering with the operation
and development of the enterprises. Financial institutions rely on timely housing price
information when evaluating real estate. A 15-day lag will increase financial risks and
affect market stability.

Furthermore, due to the unique nature of the real estate market and the diversity
of statistical data sources, countries adopt diverse methods for price index construction,
resulting in the absence of a uniform standard. Previous studies mainly focus on the
impact of economic factors on housing prices, such as macroeconomic indicators (GDP
growth, interest rate level, inflation rate, etc.) [5-7], the fundamental aspects of supply and
demand in the real estate market (population changes, land supply, housing properties,
number of transactions, etc.) [8-12], and policy regulation factors (purchase restrictions,
loan restrictions, tax policies, etc.) [11,13-16]. In addition, under the guidance of the law
of market economy, the mainstream methods of compiling real estate price indices are
characteristic price method [17-19], repeat sale method [20-22], and pooled method [10,23].
These methods, rooted in the extensive collection of economic data, employ statistical
methods such as weighted average [24], regression [25], generalized least squares [26,27],
and maximum likelihood estimation [28] to estimate the real estate price index. Their
effectiveness and robustness, particularly the accuracy in describing market dynamics,
remain to be thoroughly verified [17,29,30].

Meanwhile, big data technology has enhanced the forecasting performance of various
economic industries, such as real estate, oil, and stocks. Currently, economic forecasting
methods can be divided into two categories: web search data (WSD) and online textual
data. The main idea of the WSD category is to collect the Google Trends and Baidu Index
as exogenous variables to improve forecasting accuracy [2]. Wang et al. [31] proposed a
new framework utilizing WSD for crude oil price forecasting, suggesting that the Baidu
Index is stronger than Google Trends in terms of predictive power in the Chinese context.
Similarly, Coble et al. [32] used Google Trends to predict building permits, and they showed
that models including Google search queries nowcast and forecast better than many of
our good (but not naive) benchmarks. With the development of news media platforms, a
large number of online news texts have been generated, which can provide effective and
convincing information. Considering the real estate market as an example, by delving
into the vast and diverse news content available on the Internet, researchers can capture
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comprehensive public sentiment regarding market fluctuations [33-35] and, importantly,
gain insights [36] into the evolving trends of the real estate market without delay.

In order to grasp the real estate market dynamics for the first time, some studies have
been conducted to explore the relationships between online news and the real estate market.
Kang et al. [37] proposed a short-term forecasting model of apartment prices based on the
news search popularity. Nowak et al. [38] proposed a regularized regression model-based
method to identify real estate-related words in the news. Isler et al. [39] experimentally
studied bounded rationality in real estate by observing the effects of market news and
media credibility cues on house price forecasting. Focusing on online news sentiment,
Hausler et al. [40] examined the relationship between news-based sentiment, captured
through a machine learning approach, and the US-securitized and direct commercial real
estate markets. Soo et al. [41] quantified local housing news articles to construct the
housing sentiment index (SI), and they verified that the housing SI has excellent predictive
power for future house price forecasting. Beracha et al. [42] demonstrated that news-based
sentiment could be used as an early market indicator in the United States. McCarthy
and Alaghband [43] demonstrated a modest correlation between sentiment and market
movements. Kim et al. [44] utilized sentiment analysis on news articles to generate a
News Sentiment Index score, which is then seamlessly integrated into a real estate price
forecasting model. Shao et al. [45] used wavelet analysis to explore the dynamic relationship
between house prices and online news sentiment in China and found that emotion also
had a significant impact on house prices in third-tier cities and western regions of China.
However, due to the difficulty of quantifying sentiment and the lack of data, only a few
studies have applied sentiment to the Chinese real estate market. These studies employ
machine learning methods to explore the quantitative relationship between news sentiment
and the real estate market. However, due to the complexity of unstructured text data and
the limitations of machine learning methods, they cannot accurately interpret massive
news data, resulting in low accuracy of experimental results [46] and limited application
scenarios [47].

Real estate online news not only reports recent facts and events but also reflects the
author’s preferences and emotional tendencies toward them. Identifying the sentiments
expressed in news articles is crucial for exploring dynamic trends in the real estate market.
Sentiment analysis is an important task in Natural Language Processing (NLP), and there are
already several pre-trained models based on massive textual data used to solve it, such as BERT
(Bidirectional Encoder Representation from Transformers) and GPT (Generative Pre-Trained
Transformer). BERT uses multiple bidirectional Transformer structures to simultaneously learn
contextual information in text, making it suitable for various natural language understanding
(NLU) tasks; GPT uses a unidirectional (left to right) Transformer model, which excels at
generating coherent text and is more suitable for natural language generation (NLG) tasks.
Some recent researches [48-51] have proposed some BERT-based schema for news sentiment
analysis and mined the quantitative relationships between news sentiment and specific real
estate indicators, such as sale price [52], rent price [53], and stock price [54]. Therefore, the
BERT model is more suitable for learning the contextual information of online news and
analyzing news sentiment. However, due to the fact that the fine-tuned Bert model with
different news datasets is not universal [55], it is necessary to design a special scheme to deal
with the news sentiment analysis in a specific real estate market.

Motivated by the above analysis, we introduce a novel approach based on sentiment
analysis of online news to evaluate and predict real estate price index, aiming to study the
real estate price prediction problem from the perspective of data science, avoid complex
market policies and economic factors, and focus only on exploring the correlation between
public sentiment and real estate prices index. Firstly, we crawl massive real estate online



Systems 2025, 13, 42

40f22

news data of specific cities from Baidu News (news.baidu.com), the most influential Chinese
Internet search engine; we preprocess and structure these news texts to obtain a news’
dataset that can comprehensively describe the historical dynamics of the real estate market.
Secondly, we implement the fine-tuning of the free pre-trained BERT model on the real
estate news dataset and quantify the sentiment of each news article. Thirdly, we aggregate
the news sentiment values monthly to get the monthly Real Estate Sentiment (named RES)
index of a city, and we also collect two types of real estate price indices for specific Chinese
cities, i.e., the monthly new housing price index and the monthly second-hand housing
price index, from National Bureau of Statistics of China. Then we employ the classical VAR
(Vector Autoregression) method [56,57] to build a forecasting model for the RES index and
the monthly real estate price index. Finally, we achieve the non-delayed forecasting for the
monthly housing price index.

To verify the effectiveness of the proposed scheme, we conducted sufficient empirical
research in four super first-tier cities in China: Beijing, Shanghai, Guangzhou, and Shenzhen.
Experimental results show that, in these four cities, there are high correlations between
the RES index and the monthly real estate price index compiled by the National Bureau of
Statistics of China. This not only demonstrates that we can use online news information to
forecast the real estate price index without delay but also provides some intuitive evidence
for the rationality of the proposed RES index.

The main contributions of this paper are summarized as follows:

e  We construct a Chinese real estate online news dataset, which includes massive online
news about real estate from 2011 to 2022 in four Chinese cities: Beijing, Shanghai,
Guangzhou, and Shenzhen. Based on them, we built the RES index for each city.

e  Weintroduce a novel real estate price index forecasting scheme based on sentiment
analysis of online news. This scheme fine-tunes a pre-training BERT model to conduct
accurate sentiment analysis on the Chinese real estate online news dataset and gen-
erates the RES index for Chinese cities. Then it constructs the VAR model between
the RES index and the real estate price index to achieve an accurate evaluation of the
monthly real estate price index.

e  Empirical research results from four Chinese cities, Beijing, Shanghai, Guangzhou, and
Shenzhen, show that there are strong correlations between online news information
and the real estate price index compiled by the National Bureau of Statistics of China.
These results also demonstrate that the proposed forecasting scheme can accurately
forecast the monthly real estate price index without delay using the current month’s
real estate information data.

The subsequent sections of this paper are outlined as follows: Section 2 defines the
proposed scheme and algorithm, Section 3 introduces the experimental findings, and
Section 4 presents the conclusion of the paper, respectively.

2. Methodology

As shown in Figure 1, the proposed real estate price index forecasting scheme consists
of 4 modules. In the News acquisition and preprocessing module, we crawl real estate
online news for specific cities from the Internet and structure them into a real estate news
dataset. In the News sentiment analysis module, we employ the pre-trained BERT model to
fine-tune the features of news texts and understand the sentiment expressed in the news. In
the Modeling RES index stage, we aggregate the sentiment values of each news record into
a monthly RES index series. Then, we use the VAR method to create a forecasting model
that can capture the interaction mechanism between the RES index and the price index
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published by the National Bureau of Statistics of China. In the Forecasting stage, we use
this forecasting model to forecast the next monthly real estate price index and RES index.
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Figure 1. The overview of the proposed scheme.

2.1. News Acquisition and Preprocessing

Our goal is to study the real estate market in the urban area. Firstly, we crawl real
estate online news from January 2011 to December 2022 for these four cities in China
from the website, news.baidu.com, and download and organize monthly real estate price
index series data for new houses and second-hand houses from the National Bureau of
Statistics of China, stats.gov.cn. Then we preprocess the downloaded news data by data
augmentation, data deduplication, and emotional annotation. According to the tendency
to affect housing prices, news emotions are divided into positive, medium, and negative
categories and marked manually. Finally, the data are formatted. The specific steps are
described in Section 3.1.

Let D = {D"} be the preprocessed real estate online news dataset, where D" is
a subset of online news for a city. Let am = {X, date, city,label } be the i-th news record

1

in Dty dfity € DY, where X is the news text, date is the publication date of the news,
and label € [1,0,—1] represents the 3 sentiment levels (i.e., “positive”, “neutral”, and
“negative”) of news texts based on their tendency towards the real estate market.

Additionally, we also collect monthly series data on the new housing price index
and second-hand housing price index from the National Bureau of Statistics of China
(stats.gov.cn) for these specific cities during the same period. Let nP“"Y = {npy,,} and
sP = {sp, ..} be the time series for the new housing price index and second-hand
housing price index, where np, ., and sp,,, respectively, represent the new housing price
index and the second-hand housing price index for a given date.

Based on the above definitions, we aim to explore the interaction patterns between the

two real estate price indices and the sentiment expressed in online news.

2.2. News Sentiment Analysis

To clarify the tendency of online news towards the development trends of the real
estate market, we develop a BERT-based framework to identify the sentiment of news text.
As shown in Figure 2, we first format the news text into embedding representations, then
use a pre-trained bidirectional Transformer structure to learn the features of news text, and
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finally design a Linear layer and a Softmax layer to output the probability that the news
belongs to each sentiment category. The sentiment type with the highest probability value
is the news sentiment.

==

[ , (.‘Iassil:calion + ]
[ : Soﬁ+max . }
[ anar }

News T
text |('I,Sl\’\’,‘\\’; W,

Figure 2. The BERT-based news sentiment analysis model.

The formatting steps of the original news text include tokenization and embeddings.
We use the WordPiece algorithm [58] to tokenize Chinese news text X into word vectors
W =< CLS,wq,wp, ..., SEP,w;,..., SEP >, where w; is the i-th word, “CLS” is a beginning
token of a sentence, and “SEP” is a clause token. To fully understand the semantics of the
text, BERT uses a combination of three embeddings of tokens as input, i.e., word embeddings,
sentence embeddings, and positional embeddings. We denote E; as the comprehensive
embedding of the i-th token and E =< E; > as the input embedding vector of BERT.

The process of feature learning from news text involves two stages: pre-training
and fine-tuning, both of which optimize model parameters with the same bidirectional
Transformer structure. As shown in Figure 2, the Transformer unit is represented as Trm,
and the learned hidden embeddings are represented as T =< T; >.

In the pre-training stage, the model learns the bidirectional contextual relationships of
vocabulary on large-scale unlabeled data and understands the logical relationships between
sentences. In this paper, we employ a pre-trained Chinese BERT model for Chinese text learning.

In the fine-tuning stage, the model fine-tunes the pre-trained parameters on the labeled
news data for news sentiment analysis. The linear layer is responsible for transforming
high-dimensional embedding results into the category dimension of news semantics, i.e., 3.
The transformation method is shown in Equation (1):

O=W-T+b, (1)

where O represents the output of the linear layer, W denotes the weights, and b stands for
the biases.

The Softmax layer normalizes O to express the probability of the sentiment category for
the input text. We employ the cross-entropy loss [59] as the loss function in the fine-tuning
stage, as shown in Equation (2):

e

L= (=yilog(#:) — (1 —y,)log(1 - §i), 2)

i=1

where L represents the loss value, y; is the predicted value, and 7; is the real value.
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In the fine-tuning process, we first split the news data into a training set and a testing set.
Then, we fine-tune the model on the training set with the aim of minimizing cross-entropy
loss. During this process, we adjust the training parameters, such as batch size, learning rate,
and the number of training epochs. Finally, we utilize the trained model to analyze the news
data in the testing set, determine the sentiment category label with the highest probability in
the classification layer, and output the sentiment value of the news data.

2.3. Modeling RES Index

The RES index is defined as the average sentiment of online news in a city over a period
of time, which expresses the public opinions towards the real estate market. Furthermore,
we employ the VAR model [57] to quantitatively evaluate both the RES index series and the
real estate price index series and examine the long-term stable relationship between them.

Let R = {r;|i > 0} be the RES index series, r; be the ith RES index. As shown in
Equation (3), the RES index r is the average sentiment value of online news during a
specific time period, i.e., d.date € r.timespan.

1 .
r= EZd.label, n > 0 and d.date € r.timespan, 3)

where d.label represents the sentiment value of a news record 4. If n = 0, i.e., there is no
news data within r.timespan, we use the linear interpolation method to fill in .

To obtain the sentiment value of news records, i.e., d.label, we train the BERT model
described in Section 2.2 using data outside the target period as the training set and predict
the sentiment value of the news during the target period. We then average the predicted
values to generate the RES index for that period. The process of solving the RES index for a
given period is shown in Algorithm 1.

Algorithm 1: Solving the RES index for a given period.

Input: D: the real estate news dataset, B: the pre-trained BERT model, T: the given period.
Output: r: the RES index for period T.
1: trainSet = { }; testSet = { };
for each d € D:
ifddate e T:
testSet = d.X U testSet;
else:
trainSet = [d. X, d.label] U trainSet;
B’ < B(trainSet) //fine-tune, B’ is the trained BERT model.
L < B'(testSet) //predict, L is the set of news sentiments in testSet.
r < Equation 3(L) //solve the RES index.
return r

—_
14

2.4. Constructing VAR Forecasting Model

The VAR model (Vector Autoregressive model), proposed by Christopher Sims [57], is
a widely popular method for multivariate time series analysis, enabling the evaluation of
dynamic relationships among multiple variables. It constructs models solely based on the
statistical properties of the data, without any reliance on preconceived constraint conditions,
and is frequently employed for dynamic modeling and forecasting of multiple interrelated
economic indicators. In this paper, we incorporate the RES index series obtained through
news sentiment analysis and the real estate price into the VAR model. By analyzing the
historical data of the two variables, the VAR model can estimate the coefficients that
describe the correlation between each variable (i.e., RES index and real estate price index)
and its own past values as well as the past values of the other variable. In the forecasting
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stage, with the estimated VAR model and historical data, the model will calculate the
forecasted values for the next period of the real estate price index and the RES index based
on its internal mechanism. The specific process is as follows:

Let C = {c;|i > 0}cc be the real estate price index time series. The k-order VAR model
for both R and C is as shown in Equation (4):

th =Ap+ A1Yt—1 + Az?pz +...+ AkYt—k + &, 4)
where l?t = [ct, hy]” is a vector of the real estate prices index and the RES index for time span
. acli Qi . . .
t, Ag = [aco, apo)’ is a constant vector, A; = cli T2t yg parameters matrix, k > i > 1,
An1,i  An2,i

k is the lag order, and &; = [ect, €14]” is a residual vector.

Most applications of the Vector Autoregression (VAR) model are based on the assumption
of stationary data. Stationary data help to ensure the consistency and reliability of model
parameter estimation and, at the same time, can avoid the spurious regression problem caused
by non-stationary data. Although the cointegrated VAR can directly handle non-stationary
data, it has limitations. For example, the test for cointegration relationships is complex and
the results are uncertain, and it is not as intuitive and effective as the VAR model based on
stationary data in explaining short-term dynamic adjustments. Therefore, VAR models be
constructed on stationary time series, meaning that the modulus of the model’s eigenvalues
must be less than 1, or equivalently, the eigenvalues must lie within the unit circle. We utilize
the Augmented Dickey-Fuller (ADF) method [60] to test the stationarity of R and C. If any of
these variables are found to be non-stationary, both must undergo differencing until they both
achieve stationarity, which can be represented by Equation (5).

N Y;, R and C are both stationary time series
Yi=< o o ®)
Yy =Yg, else

Next, we also need to solve for the optimal lag order k of the VAR model. We employ
the Akaike Information Criterion (AIC) indicator [61], which is a measure of the goodness
of fit of a statistical model and indicates a better model with a smaller value. The AIC of
the VAR model with k lag periods can be calculated using Equation (6):

AIC(k) = =2 *In(L) + 2 xk, (6)

where k is the number of lag periods, and L is the likelihood value of the VAR model.
We traverse various values of k and calculate the AIC(k) for the VAR model. We iterate
through the k value to compute the AIC(k) of the VAR model, and the optimal value of lag
periods k is determined by selecting the value that yields the minimum AIC.

Finally, based on the lag order k, we need to estimate the parameters of the VAR model,
ie., Ay, Aj, and g; in Equation (4). Since C and R are stationary time series, we can assume
that their mean and variance are close to 0. We use the classical OLS method to estimate
the parameters of the VAR model. Although the OLS method has certain biases in the
context of time series, it possesses the property of consistency. As numerous studies have
indicated [62,63], when dealing with similar stationary time series data, OLS can gradually
converge to the true parameter values with the increase in data volume, providing reliable
results for solving the VAR parameters. The parameters can be solved by Equation (7):

1 R
A= (YTY) YTy, )
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where A = [Ag, Aj,..., Ag] is a parameter matrix set, and Y = [Y;_1,...,Y; 4] is an
argument matrix. After obtaining A, input A into the VAR model to solve for the residual
vector ¢;, as defined in Equation (4).

Based on the above, the VAR model for the RES index and the real estate price index
has been successfully constructed. The modeling process can be formalized as Algorithm 2.

Algorithm 2: Modeling the VAR model for the RES index and the real estate price index.

Input: D: the real estate news dataset, B: the pre-trained BERT model, T: the given period.
Output: M: the constructed VAR model.
R < Algorithm1(D,B, T); //The RES index time series
while ADF(R) or ADF(C) is not stationary: //Equation 6

R,C < Equation 5(R,C); // Time series differencing
foriin[1, n]:

if AIC(i) is minimum:

k < i; //the lag period

A < Equation7(k,R,C); //VAR parameter estimation
M < Equation 4(k, A)
return M

The inputs of Algorithm 2 are the historical RES index time series R and the historical
real estate price index time series C. Its outputs are the future RES index at time ¢, r?, and
the future real estate price index at time f, c?. Algorithm 2 directly calls Algorithm 1 to
construct the VAR model M and then determines whether the result is a differential value.
If so, it is restored to its original value using Equation (5), and the predicted future ¥ and
c? are output.

Based on the constructed VAR model, we can use historical data from the first k periods
to predict the RES index and the real estate price index at time ¢. The forecasting process is

shown in Algorithm 3.

Algorithm 3. Forecasting the future RES index and real estate price index.

Input: R: the historical RES index time series, C: the historical real estate price index time series.
Output: r?: the future RES index at time ¢, c?: the future real estate price index at time .

1: M <« Algorithm 2(R,C);

2 if M.Y; is a differential value:

3: 19, ¢ = Equation 4(M.Yt);

4 return r?, C(t)

3. Empirical Study and Result Discussion on China’s Urban Real Estate
Price Index

In this section, we take four super first-tier cities in China, ie., Beijing, Shanghai,
Guangzhou, and Shenzhen, as research objects, identify quantitative correlation patterns be-
tween news data and the real estate market, and aim to forecast future real estate price indices.

3.1. Acquisition and Preprocessing of Real Estate Data for Constructing VAR Forecasting Model

Data acquisition. We crawl real estate online news from January 2011 to December 2022
for these four cities in China from the website news.baidu.com (accessed on 21 March 2023).
The Baidu.com website is the most popular Chinese Internet search engine, which can provide
mainstream, instant, and massive aggregation of online news information.

We utilized “city, date, content keyword” as search keywords to crawl online news
data. The targets of “city” are Beijing, Shanghai, Guangzhou, and Shenzhen. The unit of
collection date is month, from January 2011 to December 2022. And the “content keywords”
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are “housing price”, “real estate”, or “real estate market”. By traversing all keyword
combinations, we crawled 38,763 online news records, including 7763 in Beijing, 11,919 in
Shanghai, 7778 in Guangzhou, and 11,303 in Shenzhen. Each record contains four attributes:
headline, news body, date, and city.

Additionally, we downloaded and organized monthly real estate price index series
data for new houses and second-hand houses from the National Bureau of Statistics of
China, using them to explore the dynamic changes in the real estate market.

News data preprocessing. The preprocessing of online news includes the following steps:

(1) Data augmentation. Since some news writers often prefer exaggerated headlines to
enhance the appeal of news stories, this often results in a mismatch in sentiment between
the news headline and the actual content. Consequently, to accurately grasp the sentiments
in the news text, we segregate the headline and content of a news article into two data
records, which can not only clarify the sentiment of the text but also provide more data for
news sentiment analysis.

(2) Data deduplication. To avoid the interference of duplicate news on sentiment
analysis, we need to perform news record deduplicate based on news text. After data
enhancement and deduplication, there are 30,522 news data in total, including 7018 in
Beijing, 10,730 in Shanghai, 6868 in Guangzhou, and 2953 in Shenzhen.

(3) Sentiment annotation. To create a learnable news dataset, we categorize the
sentiment of news into positive, neutral, or negative, based on its propensity to impact real
estate price, and manually label each news record accordingly. We label news of rising real
estate prices as positive, news describing a decline in real estate prices as negative, and
news without obvious or opposing tendencies as neutral.

Data formalization. As defined in Section 2.3, D = { D!/} is the preprocessed real
estate news dataset, where city € {“Bejing”, “Shanghai”, “Guangzhou”, “Shenzhen”} is
the super first-tier city in China. d?lty = {X, date, city, label} is the ith news record in D",
where dfity € D, X is the news text, date € [Jan. 2011, Dec.2022] is the publication date
of the news, and label € [1,0, —1] represents the three sentiment levels (i.e., “positive”,
“neutral”, and “negative”) of news texts based on their tendency towards the real estate
market. Table 1 shows the statistics of the real estate news dataset . Shanghai has the
largest number of news, followed by Guangzhou and Shenzhen, while Beijing has the
lowest. This indicates the differences in attention to the real estate markets in various cities.
Similarly, the total number of words is also the same trend.

Table 1. The statistics of the real estate news dataset.

Dataset pDBeijing pShanghai pGuangzhou DShenzhen D (Total)
The number of news 7018 10,730 6868 5906 30,522
The number of words 469,197 692,227 454,961 390,238 2,006,623

Based on the definition of the real estate price index in Section 2.1, we denote npBeijing
ppShanghai 4, pGuangzhou op 4y pShenzhen 1,6 the new housing price index series of four cities,
and sPBeijing  gpShanghai - pGuangzhou 5pq gpShenzhen o their second-hand housing price
index series. These data are normalized month-on-month time series from January 2011 to
December 2022. We download the new housing price index and second-hand price index

of four cities from the National Bureau of Statistics of China.

3.2. BERT-Based News Sentiment Analysis

To quickly obtain accurate semantic information on massive real estate online news, we
introduce a BERT-based news sentiment analysis scheme. We downloaded the open-source
BERT model pre-trained in Chinese text and fine-tuned it on the real estate news dataset.
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Experimental settings. The open-source Chinese pre-trained BERT model is called “BERT-
Base-Chinese”, downloaded from https://huggingface.co/ (accessed on 1 April 2023). It
adopts the basic BERT architecture, consisting of 12 layers of transformer encoders, each
equipped with 12 self-attention heads. It has a total of 110 million parameters and was
pre-trained using approximately 250 million words from the Chinese Wikipedia.

In the fine-tuning stage, the news dataset’s training, validation, and test set proportions
are 0.6, 0.2, and 0.2, respectively. We set the length of the news text input to the pre-trained
BERT model to 128 and fill in any gaps with a zero vector. We use the Adam optimizer [64]
for training with an initial learning rate of 2 x 107>. We experimented with the epoch
size [3,5,7] and the batch size 32 to select the best parameters. We conducted all experiments
in a TensorFlow environment with an NVIDIA 4060Ti GPU (32 GB memory).

Evaluation Metrics. To evaluate the performance of the BERT model, we employ
Precision, Recall, and F1 (F1 score) as evaluation metrics. Higher Precision, Recall, and
F1 values indicate better model performance. The formal definitions of them are as follows:

.. TP
Precision = TP + EP’ (8)
TP
Recall = TP+ EN’ 9)
2x P xR
=5 r (10)

where TP denotes the number of correctly predicted positive samples, and TN denotes
the number of correctly predicted negative samples. On the other hand, FP corresponds to
the number of falsely predicted positive samples, and FN represents the number of falsely
predicted negative samples.

Experimental results. The experimental results of fine-tuning the BERT model for senti-
ment analysis are shown in Table 2. It is worth noting that we achieve satisfactory performance
on all real estate news datasets, with precision, recall, and F1 score consistently above 80%.
This suggests that fine-tuning the BERT model to handle the real estate sentiment dataset is
quite successful. We observe that DC##8%h0 and DShenzlen perform well on all metrics, while
DBeijing performs relatively poorly. That is because the quality of the data also plays a role in
the model forecasting, and different data sets may produce different results. Each city has
its own unique language style and cultural characteristics that affect the way emotions are
expressed. Overall, the performance of the BERT model is relatively consistent, indicating that
the model has good generalization ability for sentiment analysis tasks in Chinese real estate
news datasets.

Table 2. Sentiment analysis experiment results on real estate online news datasets.

Maetrics Precision Recall F1
DBeijing 80.65 80.22 80.30
pShanghai 82.76 82.66 82.68
pGuangzhou 85.64 84.59 84.73
DShenzhen 83.66 83.54 83.52

3.3. Building China’s Urban RES Index

To obtain the RES index series of each city, we conduct Algorithm 1 (described in
Section 2.3) to aggregate the sentiment values of real estate online news predicted by the
BERT model on a monthly basis as the RES index for that month. The RES index of Beijing,
Shanghai, Guangzhou, and Shenzhen from 2011 to 2022 is shown in Figure 3.
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Figure 3. The RES index in four Chinese cities from 2011 to 2022: (a) RBeijing (b RShanghai
(c) RGuangzhou’ and (d) RShenzhen

As shown in Figure 3, the trends of the RES index series exhibit chaos and disorder, lacking
obvious periodicity. This is due to the fact that the sentiment of online news is influenced
by multiple factors, such as market supply and demand, economic situations, and national
policies, with the underlying mechanism of change being intricately complex. The RES index
series showed two notable peaks during the periods 2013-2014 and 2016-2017, reflecting a
relatively optimistic sentiment among the public towards the real estate market. It is worth
noting that during the special period of strict policy regulation in the third quarter of 2016 and
when the market entered a depression stage in the second quarter of 2020, the online news
sentiment index was able to sensitively respond with corresponding changes to the fluctuations
in housing prices. Especially when the COVID-19 pandemic in 2020, as a sudden external
shock, had a severe impact on the real estate market, the RES index also exhibited significant
fluctuations. Overall, within the sample interval, the time series related to the RES index and
the real estate market was clearly affected by both changes in the economic environment and
adjustments in regulatory policies, thus presenting relatively obvious fluctuation characteristics,
fully demonstrating its sensitivity and relevance to market dynamics.

Table 3 shows the statistical features of the RES index in four Chinese cities. We can
observe that the highest Variance and Standard Deviation are in R"¢"#¢" while the other
three cities are lower. This indicates that the fluctuation of RS5""zhen jg more severe, as
can also be seen from Figure 3. In terms of the Average and Median, the two values of
RGuangzhou are 0,116 and 0.112, which are higher than those of other cities, indicating that
the real estate market in Guangzhou is more optimistic. Moreover, the difference between
Average and Median is the largest in R%"¢"#"¢" and the Average is positive, reflecting that
RShenzhen has more optimistic extreme values. In addition, the maximum and minimum
values of RGUa8zhou and RShenzhen yeached the critical values of 1 and —1, respectively,
indicating that the real estate markets in RG##"8210 and RShenzhen flyctuate more violently
than in RBe/ing and RShanghai.
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Table 3. The statistics of the RES index in four Chinese cities.
Metrics Variance  Standard Deviation Average Median Maximum Minimum
RBeijing 0.091 0.301 0.033 0.034 0.625 —0.731
RShanghai 0.010 0.315 0.076 0.074 0.750 —0.536
RGuangzhou 0.111 0.334 0.116 0.112 1 -1
RShenzhen 0.228 0.478 0.063 0 1 -1

We infer that in cities with more dynamic economies, such as Guangzhou and Shen-
zhen, the real estate market is subject to rapid economic changes, which makes sentiment
volatile and prone to extremes. Meanwhile, Beijing and Shanghai have relatively stable and
larger real estate markets with less fluctuation in market sentiment.

Figure 4 shows the RES index R and the two kinds of real estate price index
nPCMY and sPC™Y from 2011 to 2022. Overall, the fluctuations of 7PSY and sPC™*Y in these
four cities are complex, with no obvious cyclical trends, and only two distinct peaks can
be observed. Specifically, Shenzhen has a high overall similarity among nP>""?" and
spShenzhen svhile other cities have only local similarities. Furthermore, there is no apparent
correlation trend between nP 1Y, sPC*Y and RC"Y, and we need to construct VAR models
for both the RES index and the real estate price index to analyze their latent correlations
and predict future trends.

——RES index ——New housing price index —— Second-hand housing price index
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Figure 4. The RES index, R and the two kinds of real estate price index, nPCtY and sPCHY from
2011 to 2022.

3.4. Construction of VAR Model for Real Estate Price Index

To explore the dynamic relationships between the RES index and the real estate price
index, we employ Algorithm 2 to construct the two VAR models for each city. One is named
nV* and represents the VAR models for the RES index and the new housing price index,
while the other is named sV and represents the VAR model for the RES index and the
second-hand housing price index. Therefore, eight VAR models for four Chinese cities
will be constructed to explore the relationships between the RES index and the new or
second-hand housing price index.
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We estimate the VAR model using the 10-year data series from 2011 to 2020 and predict
and validate the outcomes for the years 2021 to 2022. We first perform an ADF stationarity
test on these index series, then solve the optimal lag order based on the AIC criterion, and
finally, construct the VAR model and predict the future RES index and real estate price
index based on Algorithms 2 and 3.

Performance Matrices. To assess the predictive performance of nV* and sV, we
employ widely recognized evaluation metrics for regression analysis, i.e., Mean Absolute
Error (MAE), Root Mean Square Error (RMSE), and R-Square (R?). These indices are
formally defined as follows:

1 n
MAE = ;2 19 — vil, (11)
1=
1. 5
RMSE = [2) (8 —vi)", (12)
i=1
n A 2
RZ =1— Zi:l(yi - ]/i)z , (13)
(7 —vi)

where {j; and y; denote the predicted and true values of the i-th sample, respectively, and n
is the number of samples. Smaller MAE and RMSE indicate better forecasting performance.
The value range of R? is [0,1], and the larger R? represents a better forecasting performance.

ADF stationary test. The prerequisite for constructing a VAR model is two or more
stable data sequences. So, we first employ the ADF (Augmented Dickey-Fuller) testing
method [60] to examine the stationarity of the new housing price index, the second-hand
housing price index, and the RES index. We set the confidence level to 99%. If the
significance test statistic is less than the critical value at the 1% significance level, we
reject the null hypothesis of non-stationarity, implying a 99% confidence that the data
series is stationary. For the two data sequences used to construct the VAR model, if either
data series is found to be non-stationary, we apply Equation (5) to their difference series
iteratively until both data series achieve stationarity.

Table 4 shows the ADF test results with a 99% confidence level. I(0) represents the
raw data series, and I(1) represents a first-order differential data series. We can observe
that the stationary first-order differential data series include RBeijing | gShenzhen ,, pGuangzhou

nPShenzhen’ and SPShanghai

, and others are the stationary original data series. According to
this, we can handle the two data series with the same differential order for constructing a

VAR model.

Table 4. The ADF stationary test results with a 99% confidence level.

Cities RC€ity nPCity sPCity
Beijing 1(1) 1(0) 1(0)
Shanghai 1(0) 1(0) 1(1)
Guangzhou 1(0) I(1) 1(0)
Shenzhen 1(1) 1(1) 1(0)

Estimate the length of the lag period. We employ the AIC (Akaike Information
Criterion) method [61] to estimate the lag length of the VAR model, which is the parameter
k in Equation (6). AIC is a comprehensive evaluation metric that reflects both model
complexity and fitting effect. A smaller AIC value indicates a better fitting effect and a
moderate level of model complexity. Generally, we determine the lag length by selecting
the minimum AIC value.

Figure 5 demonstrates the impact of the lag period length on AIC values. It is evident
that all eight VAR models attain their minimum AIC values within 9 lag periods. Among
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these, Shanghai’s new housing price model exhibits the shortest lag period, which is 1,
whereas Beijing’s second-hand housing price model has the longest lag period, which
is 8. This suggests that the VAR model for Shanghai’s new housing price is relatively
straightforward, as the current values of the variables in the model are influenced solely by
data from one historical period. Conversely, the current values of the variables in Beijing’s
second-hand housing price model should consider data spanning the past 8 periods.

=15 —+— nyFeiing
syBetjing

——
a— nyShanghat
a— sVShanghai

nyGuangzhou
sV Guangzhou
nVShenzhen

s/ Shenzhen

0 1 2 3 4 5 6 7 8 9
the Length of Lag Period

Figure 5. The effect of the lag period length on AIC values of the VAR model.

VAR modeling. After determining the optimal lag length, we can employ the OLS
method to estimate the parameter matrix in the VAR model based on Equation (7), then
construct two VAR models, i.e., the VAR model for the RES index and the new housing
price index, nV ", and the VAR model for the RES index and the second-hand housing
price index, sVC, for each city based on Equation (5).

To verify the performance of these constructed VAR models, we use data from 2011 to
2020 to train VAR models (the detailed parameters of the eight VAR models can be found in
Supplementary Materials) and forecast the new and second-hand real estate price indices
from 2021 to 2022. Table 5 presents the performance metrics of all eight VAR models. It is
evident that all models exhibit good fitting performance, with the average MAE, RMSE,
and R? being 0.128, 0.161, and 0.884, respectively. Furthermore, the RES index demonstrates
a good fit with the new and second-hand housing price indices. This indicates a strong
correlation between the RES index and these housing price indices.

Table 5. The performance of VAR models in housing price index forecasting.

Dataset MAE RMSE R2
1V Beijing 0.078 0.108 0.842
n\yShanghai 0.105 0.142 0.806
nVGuangzhou 0.117 0.145 0.941
1\ Shenzhen 0.106 0.139 0.898
s\ Beijing 0.158 0.188 0.888
V7 Shanghai 0.177 0.214 0.862
sVGuangzhuu 0.160 0.202 0.905
|/ Shenzhen 0.119 0.146 0.927
Average 0.128 0.161 0.884

Among the four VAR models targeting the new housing price index, nV5/"8 exhibits
better performance, with the smallest MAE, 0.078, and RMSE, 0.108, while p Y Guangzhou aq
the largest R? value of 0.941, indicating the best-fitting effect between the RES index and
the new housing price index in Guangzhou. Additionally, sV5#"2" gutperforms the other
VAR models targeting the second-hand housing price index, with the MAE, RMSE, and R?

values of 0.119, 0.146, and 0.927, respectively.
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Figure 6 presents the visualization of the forecasting results of the eight VAR models
from 2021 to 2022. Obviously, the forecasting results of all eight models align well with the
actual values, indicating that the VAR models can capture a dynamic correlation between
the RES index and the housing price index. Furthermore, the fitting results of nV/ Beijing
(Figure 6a) and nVC!87hou (Figure 6e) are superior to those of n Y Shanghai (Figure 6¢)
and nVShenzhen (Figure 6g). Additionally, the fitting results of sV°"*"?"¢" (Figure 6h) are
better than those of the other three sV models (Figure 6b,d,f). This is consistent with the
performance results presented in Table 5.
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Figure 6. The forecasting results of all eight VAR models: (a) nV2"8, (b) sV Beiiing  (c) nVShanghai
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3.5. Impulse Responses Analysis

To further analyze the dynamic relationships between the RES index and the
new /second-hand housing price indices, we employ the Impulse Response Function
(IRF) to quantify how the new/second-hand housing price index responds to impulses
from the RES index.

Figure 7 illustrates the response of eight new /second-hand housing price indices to
a unit pulse excitation applied to the RES index. We explore the impact of the RES index
on these housing price indices from three aspects: response direction, response amplitude,
and convergence period.

-0.25

(8) (h)

Figure 7. Impulse responses of eight price indices to the RES index: (a) nVEeii"g, (b) svBeiiing,
(c) n\yShanghai (d) g/ Shanghai (e) n\y Guangzhou # g/ Guangzhou (g) n\/Shenzhen o4 (h) g/ Shenzhen
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Response direction. The five models, nVShanghai vy Guangzhou gy/Shanghai oy;Guangzhou

and sVShenzhen | always provide the positive impulse responses of the RES index to the
housing price index, indicating a positive correlation between them. This also suggests
that the local real estate market in these cities is stable and market changes are in line with
public expectations. Conversely, the other three models, nVB¢i8, yyShenzhen ang sy Beijing
have chaotic response directions, implying that the local real estate market in these cities is
constantly fluctuating and difficult to predict accurately.

Response amplitude. This metric reflects the sensitivity between news sentiment and
the real estate market. Among the models, gyShanghai gy Guangzhou o 4 gy/Shenzhen oy jyipit
the largest response amplitude, followed by nVShangai yGuangzhou 54 gyBeiiing yhile
nVBeiing and nvShenzhen showing the smallest values. Consequently, the RES indices for
Shanghai, Guangzhou, and Shenzhen are the most sensitive to changes in the second-hand
housing market.

Convergence period. This term represents the duration of the impact between news
sentiment and the real estate market. Specifically, V58 has the shortest convergence

yShenzhen and sV Beling have a convergence period

period, approximately 10 periods, while n
of about 20, and other models have a convergence period of approximately 25.

Overall, the RES index of Beijing has the least impact on the housing price index,
Shanghai and Guangzhou exhibit similar trends in both new and second-hand housing
price indices, whereas Shenzhen displays a distinct difference between the new and second-

hand housing price indices.

3.6. Summarizations

Based on the above results, the main findings are summarized below:

(1) Fine-tuning the BERT model on all real estate news datasets, the precision, recall,
and F1 score consistently above 80%, indicating its good generalization ability for senti-
ment analysis tasks in Chinese real estate news datasets. Moreover, performance varied
across cities, with DCUa8zhot and pShenzhen performing well on all metrics, while DBe//ins
performed relatively poorly, highlighting the influence of data quality and unique city
characteristics on the model.

(2) The construction of China’s urban RES index revealed interesting trends. The RES
index series of each city exhibited chaos and disorder, lacking obvious periodicity. The
statistical features of the RES index differed across cities, with Shenzhen showing more
severe fluctuations, Guangzhou having a more optimistic market sentiment, and Beijing
and Shanghai being relatively stable.

(3) The VAR model construction and analysis provided valuable insights. After conduct-
ing ADF stationary tests and estimating the lag period using the AIC method, eight VAR
models were constructed for the four cities to explore the relationships between the RES index
and the new /second-hand housing price index. These models exhibited good forecasting
performance, with average MAE, RMSE, and R2 values of 0.128, 0.161, and 0.884, respectively,
indicating a strong correlation between the RES index and housing price indices.

(4) The impulse responses analysis further clarified the dynamic relationships between
real estate price and online news sentiment. The response directions, amplitudes, and
convergence periods of the new /second-hand housing price indices to impulses from the
RES index varied across models and cities. Some cities like Shanghai, Guangzhou, and
Shenzhen showed positive correlations and higher sensitivity, while others like Beijing had
more chaotic response directions and lower sensitivity.
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4. Conclusions

In this paper, we proposed a housing price index forecasting scheme based on massive
online news data, aiming to achieve real-time forecasting of monthly real estate prices in
Chinese cities. To capture the dynamic trends of public opinions on the real estate market,
we developed a BERT-based model to analyze the sentiment of online news and defined
the Real Estate Sentiment (RES) index as a representation of the monthly aggregated public
sentiment derived from real estate online news. Furthermore, we constructed a VAR
model incorporating the RES index and the official new /second-hand housing price indices
to explore their interaction mechanism. Empirical research was conducted in Beijing,
Shanghai, Guangzhou, and Shenzhen, China. The experimental results demonstrated that
our proposed RES index has a strong quantifiable correlation with the two official housing
price indices and can be utilized to accurately predict future housing price indices It not
only offered a new perspective and method for understanding and evaluating trends in
China’s real estate market but also addressed the shortcomings of traditional forecasting
methods and enhanced the accuracy of predicting future trends in the real estate market.

Furthermore, the results of this research provide certain references for the housing
price regulation policies of the Chinese government. Firstly, in view of the role of market
sentiment in China’s housing prices, the Chinese government can attempt to regularly
quantify and release the sentiment of the real estate market. This will help establish a
rational understanding of the current housing market among participants and promote
rational decision-making by home buyers and developers. Secondly, considering that
the influence of market sentiment on housing prices in different cities is heterogeneous,
when setting alarm values, it is necessary to adjust according to the actual situation in
different cities. Thirdly, as some media may exaggerate the Chinese real estate market
excessively, which leads to stimulating market sentiment, the Chinese government should
guide media organizations to release objective and fair reports on the real estate market and
avoid over-exaggerating housing prices at the same time, so as to reduce the information
asymmetry in the real estate market.

Future work will focus on three aspects. (1) Broader investigation: We will validate
the effectiveness of the proposed scheme in more different types of cities. (2) More accurate
forecasting: We will develop the deep learning-based time series forecasting method to
capture dynamic features precisely. (3) More reliable real estate sentiment index: We will
incorporate more data sources and types to better capture the dynamics of the real estate
market. (4) More diverse data: We will incorporate more data to more comprehensively
and accurately reflect market dynamics.

Supplementary Materials: The following supporting information can be downloaded at https:
//www.mdpi.com/article/10.3390/systems13010042/s1. The parameter details of VAR models in
Beijing, Shanghai, Guangzhou, and Shenzhen, including fitting coefficients, residuals, and their
statistical characteristics, are presented in a total of 24 Tables.
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