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Abstract

:

The value stream method, a key tool in industry to analyze and visualize value streams in production, aims to holistically optimize process steps, reduce waste, and achieve continuous material flow. However, this method primarily relies on data from a single on-site inspection, which is subjective and represents just a snapshot of the process. This limitation can lead to uncertainty and potentially incorrect decisions, especially in industries producing customer-specific products. The increasing digitization in production offers a solution to this limitation by supporting the method through data provision. The concept of the digital shadow emerges as a key tool that systematically captures, processes, and integrates necessary data into a model to enhance traditional value stream mapping. This addresses the method’s shortcomings, especially in heterogeneous IT landscapes and complex value streams. To effectively implement the digital shadow this study identifies concepts of digital shadows and their key components and evaluates them for their relevance in industrial environments using an expert study. Based on the results, a design model is defined. This model entails guidelines to support companies with the practical implementation of the digital shadow of a value stream. Lastly, the model is evaluated on a realistic value stream in a learning factory.
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1. Introduction


Global competition, short product life cycles, disruptive technologies and volatile markets regularly confront manufacturing companies with new challenges. Increased requirements for flexibility, efficiency and resilience of production and thus its value streams are indispensable [1]. Traditionally, production systems are usually designed for a specific combination of product mix and production volume. Neglecting this optimal operating point typically leads to efficiency losses [2]. To reduce these efficiency losses, it is necessary to have short-term updated information about the status of a production system or the associated value streams [3]. A method widely used in industry for the transparent representation of value streams is the value stream method [4,5]. Both material and information flows can be visualized with its use, and wastage in the process can be revealed [6]. However, with the need to adjust a value stream quickly and objectively to new challenges, the value stream method reaches its limits. The usually paper-based, single data collection on-site only enables a subjective snapshot of a value stream and does not consider the dynamic development of production [7]. Since the information to describe a value stream is typically collected through on-site inspection, the effort to update value stream parameters on a situational basis is too costly [8]. Although the proportion of available transaction data is increasing through the use of production data acquisition systems or technologies for automatic identification, these are usually not sufficient to describe the value stream completely [9]. Essential data, such as set-up times, technical availabilities or batch sizes, are not continuously recorded [10]. For this reason, a further development of the value stream method is necessary to be able to capture the dynamics in production systems. A study from 2017 [8] indicates that around two thirds of the lean experts questioned consider a further development of the value stream method with the help of Industry 4.0 technologies to be promising. The combination of both approaches has the potential to eliminate the aforementioned restrictions of the conventional value stream method without neglecting the actual goal—a reduction in waste in the value stream [8]. In recent years, multiple scientific papers examined which Industry 4.0 technology is most suitable for this application [11,12,13,14,15,16,17,18,19,20]. This showed that the concept of the digital shadow is considered the most likely to address the disadvantages mentioned and to further develop the value stream method towards a digital management approach. Therefore, the first research question is as follows:



RQ1. 

“How can the conventional value stream method be enhanced into a digital and data-based management approach using the concept of the digital shadow?”





The concept of the digital shadow has the potential to systematically capture the necessary data, condense it and make it available in a data model [21]. There are already approaches in the literature that deal with the implementation of digital twins in production [22,23]. A universally valid design model of the digital shadow for a value stream, however, does not exist. A design model can be understood as a so-called target model. It enables a system-oriented planning and design of complex systems [24]. In this way, large systems can be subdivided into individual parts and become manageable. The target model provides alternative solutions and decision recommendations for users [25]. Due to the heterogeneous IT landscapes and complexity of the value streams, though, there is a need for a generally valid model for the implementation of a digital shadow for a value stream [21]. To address this challenge, the second research question is as follows:



RQ2. 

“How should a design model for the digital shadow of a value stream be structured to support the value stream method?”





The model’s task is first to automate and objectify data collection at the area of value creation [26]. Second, the model must enable visualization and analysis of value stream performance, taking the following objectives into account:




	
Creating transparency through data across all processes, leading to improved visibility of processes.



	
Increasing responsiveness to react to changes and disruptions by providing decision makers with timely and relevant information.



	
Using the knowledge gained for continuous improvement of production processes, reducing waste and increasing overall efficiency.



	
Integrating different data sources and systems into a consistent representation of the value stream.



	
Providing data-driven decision support for strategic and operational decisions [21].








To ensure that the design model can support the aforementioned tasks in practice, the third research question is as follows:



RQ3. 

“Which elements are required in the design model from a practical perspective to fulfill the tasks?”





By answering the three research questions, this paper contributes to the further development of the conventional value stream method with the support of Industry 4.0 technology of the digital shadow. On the one hand, it shows the state of research in the context of the further development of the value stream method. On the other hand, the model to be developed will enable users of the value stream method to counteract the static project character of the value stream method in form of a one-off snapshot on the shopfloor. The design model will allow regular analysis of the value stream key figures and improvement of the value stream.



To implement such a model, this paper first determines existing concepts of digital shadows in the production context by means of a systematic literature analysis and identifies the most frequently used technical elements. These elements are subsequently assessed for relevance in real industrial environments with the help of an expert study. Based on the results, a design model is defined that supports the users during implementation. This is realized using design guidelines, which are used as framework conditions for the respective design elements. The design model including the guidelines is finally evaluated on a realistic value stream in a learning factory.



The structure of this paper is therefore as follows: Section 2 discusses the theoretical background of the value stream method and the digital shadow. The methodological approach to achieve the research objective is explained in Section 3. Section 4 presents the derived design model and is detailed in Section 5 with the help of design guidelines. The application and piloting take place in Section 6. Section 7 discusses the piloting and Section 8 summarizes the results and offers an outlook on future research activities needed.




2. Theoretical Background


2.1. Value Stream Management


Value stream management is not consistently defined in the literature. Often, the term is used synonymously with the value stream method [21,26]. A more detailed understanding can be found in the work of Erlach, who understands value stream management as the “continuous adaptation and improvement of the value stream during production operations” [6]. This includes, among other things, the planning and control of parameters, such as monitoring the number of kanban cards, as well as activities of conventional production planning. Following this understanding, there are three planning levels into which value stream management can be divided [6]:




	
Long-term planning to design a value stream;



	
Medium-term planning for balancing the production;



	
Short-term planning for production control.








Long-term planning aims to design a value stream. This includes, for example, the re-dimensioning of production resources in case of changes in customer demand or the redesign of material flow connections. In medium-term planning, the value stream is planned by balancing the production. Besides the formation of release quantities, an adjustment of Kanban and ConWIP quantities (constant work in progress) takes place, if necessary. Furthermore, it must be ensured that the installed capacities provided by personnel and labor planning can execute the production program. During short-term planning, the release units are sequenced for production and the bottleneck process is controlled at the operational level. The customer demand is transferred into a production program under constraints which must consider the available capacity and delivery deadlines [6]. In summary, it can be stated that value stream management means the planning, management, and control of the value stream along the material flow, with the aim of continuously enabling the best possible design of the value stream based on a holistic perspective [14]. Accordingly, an improvement of the value stream ideally does not take place selectively, but continuously. In consequence, continuous application of the value stream method is necessary to analyze the current state and design the future target state.



This is a major challenge for value stream managers, as the conventional value stream method has a static project character and, due to the intensive personnel effort required to implement the value stream method in companies, it is usually only applied occasionally and not regularly [8]. Only if companies manage to reduce the implementation and, above all, update effort of the value stream method, a continuous application and thus a holistic value stream management will be feasible in practice. To realize this, it is advisable to use digital support that reduces the effort required to update the value stream maps [8]. An analysis of existing approaches in the literature for enhancing the value stream method shows that the concept of the digital twin is seen as offering the greatest potential (see Table 1).



Ciano et al. use a multiple use case study to identify one-to-one relationships between Industry 4.0 technologies and lean production techniques. The value stream method is assigned to the concept of vertical integration. Linking them has the potential to identify production weaknesses and eliminate them with the help of end-to-end data integration [11]. Dillinger et al., in turn, use a Delphi study and a domain mapping matrix to assign direct relationships between lean production techniques and Industry 4.0 technologies. This study identifies the majority of linkages. The linking of the value stream method with vertical integration, fundamental analytics, the area of big data, the digital twin, horizontal integration, support through Auto-ID, integration in cyber-physical systems, the use of real-time data, the use of cloud computing or support through simulation are named as promising further development potentials [12]. Erlach et al. use a literature analysis to determine the current directions for further development of the value stream method in context of digitalization. The main development potential is seen in supporting the application of the method through analytics or the implementation of a digital twin [13]. Langlotz and Aurich proceed in their analysis of existing links between Industry 4.0 technologies and lean production methods based on Industry 4.0 clusters. The value stream method is assigned to the automatic condition monitoring cluster with the concept of the digital twin [14]. Mayr et al. identify correlations between lean methods and Industry 4.0 technologies based on a use case. The biggest value for the value stream method is seen in increasing transparency through a real-time image using real-time data of the value stream. Supporting Industry 4.0 technologies are Auto-ID, the digital twin, the use of analytics and big data, the integration of cloud computing and the simulation of future target states [15]. Dillinger et al. assign Industry 4.0 technologies to the methods of lean production with the help of expert interviews. The technologies of big data, digital twin, Auto-ID and real-time data are assigned to the value stream method [16]. Florescu and Barabas use a systematic literature analysis to identify correlations between lean production methods and Industry 4.0 technologies. Regarding the value stream method, vertical and horizontal integration, big data, digital twin, cyber-physical systems and simulation correlate with the value stream method [17]. Liu and Zhang also use a systematic literature analysis to determine the current development directions of the value stream method. Within the context of Industry 4.0, the digital twin, the use of real-time data and the expansion using simulation are identified [18]. Ortega et al. conduct a case study analysis to identify the influence of lean production methods in combination with Industry 4.0 technologies on company performance. The technologies of big data, digital twin and cloud computing are identified for the value stream method, but without specifying the influence on company performance [19]. Pereira et al. use a systematic literature analysis to determine the influence of lean methods on companies with the aid of Industry 4.0 technologies. The use of analytics, big data and simulation in the context of the value stream method is mentioned [20].



Accordingly, the virtual image of reality—known as the digital shadow in the literature—has the capability to push the dynamization and further development of the method into a management approach. Therefore, the basics of the digital shadow concept are presented below.




2.2. Digital Shadow


The concept of the digital shadow is not uniquely defined in the literature [27,28]. Nevertheless, three standard components can be identified that form the core elements of the digital twin:




	
the object of observation is a physical object in real space;



	
the above is represented by a virtual object in virtual space;



	
both objects are connected directly by a bidirectional data and information flow [29].








Depending on the design of the bidirectional data and information flow, the literature refers to the concepts of digital model or digital twin. The concepts differ in the level of data integration between the physical and the virtual object [28,29]. A visualization of the differences can be found in Figure 1.



The digital model (DM) is the digital representation of a physical object without an automated data flow between the physical and the digital object. The digital object represents a sufficiently accurate image of the physical object for the specific application. Simulation models of planned factories, mathematical models of new products or virtual representations of physical objects are typical examples. Although the data of the physical object can be used to develop a DM, all data exchange is manual. A change to the physical object’s state has no immediate effect on the digital object and vice versa [29]. Based on the DM, the digital shadow (DS) has a unidirectional automated data flow—from the physical to the digital object. This means that a change of state in the real world is reflected in the virtual world, but not vice versa [29]. Often, the DS is used exclusively for the provision of information and has no further functionalities [30]. Schuh et al. specify that the DS is always related to a specific question or task and therefore only comprises a subset of the available data. Thus, it does not completely represent a production system. The data can originate from different data sources and do not have to be homogeneous, structured or centrally available. The DS thus serves to filter, link, abstract and aggregate the data with reference to the specific problem [31]. The digital twin (DT), in turn, relies on the DS by automating the data flow bidirectionally. A status change of the physical object leads to an immediate status change of the digital object and vice versa. Thus, the digital object is the controlling instance of the physical object [29]. In summary, it can be said that digital twins are virtual representations of immaterial or material objects (machines, processes, services, etc.) that represent the object as realistically as possible in the digital space. In contrast, the digital shadow is merely a sufficiently accurate virtual image of the object. Only by creating a metamodel based on the DS a DT can be created.



In the literature, different approaches are discussed to enable the integration of the concept of the digital shadow into the value stream management. The approaches can be categorized into conceptual approaches and methodological approaches, whereby the conceptual category can be further subdivided into technical and organizational concepts. The technical concepts primarily focus on the realization of a digital shadow or a twin for individual production processes [23,32,33,34,35,36,37,38]. A common deficit among these is their lack of detailed guidance for practical implementation. Similarly, the two organizational approaches, which aim at integrating the digital shadow into continuous value stream management [2,26], also miss guidelines for practical implementation. The methodological approaches, on the other hand, lack the necessary level of detail, meaning that a practical implementation of the approaches presented is unfeasible [39,40,41,42,43].





3. Methodological Approach


This paper follows a three-step approach to achieve the research objective (see Figure 2).



In a previous study by Frick and Metternich, a systematic literature analysis was conducted identifying 22 design models for digital shadows in manufacturing. These design models have been the foundation for the development of a theoretical design model with 16 design elements for a digital shadow of a value stream [21].



In this paper, first, an expert survey is conducted to determine the relevant design elements of a digital shadow for the value stream from an industrial perspective. Therefore, the aforementioned design elements are described in detail and transferred to the expert study. For the study, a total of 41 experts from manufacturing companies were directly consulted. A classification of the expert companies can be found in Figure 3.



A total of 44% of the respondents represent companies with fewer than 250 employees and therefore meet the definition of small- and medium-sized enterprises (SMEs) according to the EU definition [44]. The remaining 56% are representatives of large companies (see Figure 3a). In terms of annual sales, a comparable distribution can be seen: 54% fulfill the criterion of “annual sales of up to EUR 50 million per year”, which classifies them as SMEs, while the remaining 46% exceed this threshold (see Figure 3b).



Figure 3c shows the industry sector of the companies surveyed. Around 50% of the companies belong to the mechanical and plant engineering sector, while further 12% belong to the information and communication technology sector. A total of 10% of the respondents belong to the business service sector.



A total of 41 experts evaluated 16 different design elements in terms of their relevance for practical implementation. Therefore, the experts categorized the elements by rating their importance on a five-point Likert scale. The rating for each element was interpreted as interval-scaled in the six categories of not important, rather not important, neutral, rather important, important and no answer. In the following, only those design elements were included that the experts rated on average as at least “rather important” (mean value µ > 1.00). Thus, it was ensured that only design elements with high practical relevance are integrated within the digital shadow of a value stream. In this way, six design elements were not considered further (see Section 4.1).



In the second step, the identified elements were transferred into the design model. The theoretical design model published by Frick and Metternich in [21] served as a basis and was adapted accordingly (Section 4). The 10 design elements were classified into the three layers—physical, virtual and connection layer—of a digital shadow described in Section 2.2 (see Section 4.2).



In the third step, the individual design elements were specified using design guidelines. The guidelines are intended to detail the respective design elements and thus establish a framework that can be applied in manufacturing companies. To detail the guidelines, practical experience gained during a research project was used as a reference and enhanced with a broader literature analysis of the individual design elements (Section 5).




4. Design Model and Dimensions


The results of the expert study are first described as below (Section 4.1) and subsequently transferred to the design model (Section 4.2).



4.1. Expert Survey Findings


For this work, only those design elements were included that were rated by the experts as at least “rather important” on average (mean value µ > 1.00). Therefore, it was ensured that only those design elements with a high practical relevance were integrated into the digital twin of a value stream. A summary of the results of the survey is shown in Figure 4.



Design elements “DE 2: Possibility for Simulation”, “DE 5: Sensor integration on the shopfloor”, “DE 6: Systems only offers decision support”, “DE 7: Automated information feedback”, “DE 9: Smart Data” and “DE 16: Real-time value stream data” were rated by the experts as not relevant from a practical perspective. Therefore, these six design elements were not included in the design model. The remaining ten design elements “DE 1: Recommendations for improvements”, “DE 3: Visualization of the value stream”, “DE 4: Integration of existing IT systems”, “DE 8: Standardized gateways and communication protocols”, “DE 10: Data processing”, “DE 11: Application-specific data granularity”, “DE 12: Data validity, consistency and quality”, “DE 13: Value stream data model”, “DE 14: Data historization” and “DE 15: Multimodal data acquisition” were integrated into the design model.




4.2. Development of the Design Model


The core elements of the digital shadow presented in Section 2.2—physical, connection and virtual layer—are used as the fundamental structure as well as the design model developed by Frick and Metternich in a previous work [21]. The ten design elements identified by the experts are assigned to the three layers and organized in a consistent hierarchy. Related design elements (DE) are grouped in a superior element.



The physical layer is divided into three design elements. First, the basis is the object of observation itself, a predefined value stream (Section 5.1.1) for a selected product family. Here, the value stream management use case (Section 5.1.2) determines the data requirements for further technical implementation. Relevant data points are ensured by different data acquisition methods (Section 5.1.3). These include the integration of existing IT systems (DE 4) as well as the multimodal data acquisition (DE 15) from different data sources.



Within the virtual layer, data historization (DE 14) forms the basis (Section 5.2.1). Data modeling relates different data points to create a uniform and standardized basis (Section 5.2.2). This design element combines the development of a value stream data model (DE 13) on the one hand and the verification of data validity, consistency and quality (DE 12) on the other hand. Subsequent data processing (DE 10) enables a detailed analysis of the processes and their interdependencies (Section 5.2.3) with the help of application-specific data granularity (DE 12).



The connection layer, in turn, is divided into a link from physical to virtual (Section 5.3.1) and from virtual to physical (Section 5.3.2). In the context of data acquisition from physical to virtual, standardized gateways and communication protocols (DE 8) must be considered. The information feedback from virtual to the physical value stream includes recommendations for improvement (DE 1) as well as the visualization of the value stream (DE 3). A visualization of the design model with its design elements can be found in Figure 5. The starting point of the model is the value stream on the physical level. It is subsequently analyzed by passing the design elements clockwise in sequence.





5. Refinement of the Design Elements


In the following, the developed design model is refined. For each layer, the corresponding design elements are described in detail with the help of design guidelines (DG). The guidelines are obtained from relevant literature and enhanced by the author’s experience in implementing the model.



5.1. Physical Layer


The three design elements of the physical layer are detailed below using design guidelines to support the implementation of the digital shadow for a value stream.



5.1.1. Value Stream


To reduce complexity, it is recommended to focus on a specific product family (DG 1.1.1) with strategic and economic relevance [5]. The production segmentation resulting from this enables a transparent structuring of production [45]. Therefore, the creation of the product family matrix is elementary as it allows a clear and organized structure of production processes. A manual setting up of the product family matrix is possible, however, in case of high product variance with high personnel expenditure associated. Industrial practice shows that the specific application of association and cluster analyses can contribute to accelerate the process of product family formation based on data [46,47]. Based on product family creation, the production can be divided into segments, for which separate value streams (DG 1.1.2) are designed afterwards. Segmentation fosters transparency in companies, as the clear separation enables identifying the activities, resources, information, and processes relevant for further consideration.




5.1.2. Use Case Value Stream Management


The data requirements for the digital value stream shadow differ depending on the value stream management use cases (DG 1.2.1). As explained in [48], value stream management differentiates between three planning horizons—short-term, medium-term and long-term planning—each with two core tasks (Figure 6). Focusing on one or more of these core tasks enables the determination of the data requirements necessary for practical application. In this way, the framework for further implementation is defined. The use cases set a starting point for typical data that are required for the respective use cases. However, these can vary depending on the value stream and may need to be adjusted. For example, data on throughput times, productivity, delivery reliability and bottlenecks in production are particularly relevant for monitoring the value stream, while future customer demand or the return on investment for technology investments are relevant for long-term development of the value stream.



To derive the data requirements from the use case (DG 1.2.2), the so-called data requirements matrix is used for structuring (Figure 7). The first column represents the data requirements determined from the use case. The subsequent columns represent the processes and connections of the value stream. For each cell of the matrix, it is indicated whether a data requirement exists for the related process or connection. Here, “x” symbolizes that a data requirement exists and the associated data point is already available. “o” symbolizes that a data requirement exists, but that it is not yet covered by a data point at the current time.




5.1.3. Data Acquisition


The data available in IT systems (DG 1.3.1) are divided into master data and transaction data [46]. Master data are understood to be general company data that are consistent for a long time and represent the basis for operational information systems [49]. It is usually stored in enterprise resource planning (ERP) systems. Transaction data, on the other hand, are linked to a specific date and are subject to constant change. This includes, for example, machine or process data, which are regularly stored in production data acquisition systems. Furthermore, time-variable order and personnel data are recorded in manufacturing execution systems (MES) [50]. In the context of digitization, companies have implemented additional systems and methods for data acquisition alongside existing IT systems, which have led to a variety of additional data storage [51]. Multimodal data acquisition (DG 1.3.2) is used in this context when data are collected from various sources, systems or sensor types to obtain a comprehensive overview of the production process. To structure the overview of existing data points, the data requirements matrix is extended. For this purpose, for each process step or process link, information is added regarding data that has already been collected in specific IT systems (“x”) and that must be collected by additional sensor technology in the future (“o”) (Figure 8).



A summary of the design guidelines for the physical layer can be found in Table 2.





5.2. Virtual Layer


In the following, the three design elements of the virtual layer are detailed using 17 guidelines to support the implementation of the digital shadow of a value stream.



5.2.1. Data Historization


For data storage, the sampling rate as well as the acquisition type of each data point are defined and limited to the necessary minimum (DG 2.1.1). Uhlemann et al. distinguish between volatile and non-volatile data [52]. Volatile data include, for example, machine data that require a continuous, high-frequency sampling rate [53]. Non-volatile data include, for example, process data that are generated by the process operators at a fixed frequency [54]. In addition to the sampling rate, the acquisition type must be defined for each data point. According to Metternich et al., a distinction can be made between automated, semi-automated or manual acquisition [51]. Essential for the subsequent data processing is the unique assignment of each data point to a specific storage location (DG 2.1.2). The assignment enables efficient data organization and simplifies access to the stored information [51]. While the previously established data requirements matrix addresses especially the origin of each data point, the naming of the specific storage location within the IT system intends to enable a precise tracing and analysis of the origin of the data. This minimizes existing inconsistencies between different data points and increases the transparency of the data origin. To be able to analyze the dynamics and variability of the elements of a value stream, it is essential that each data point is provided with a unique time stamp (DG 2.1.3). This ensures a unique chronology of events in a value stream and allows data from different sources to be synchronized.




5.2.2. Data Modeling


The data modeling process requires the creation of a common understanding between all elements involved within the value stream. In practice, a three-step approach is established [55,56]. The stepwise approach allows a continuous enhancement of the model and an accurate representation in a database. Following this approach, first, a database-independent conceptual data model is created, which is afterwards transformed into a logical data model. Finally, the logical data model is transferred into the database language and the database is implemented, which is referred to as the physical data model [55,56].



Conceptual Data Model


A value stream consists of various elements, also called entities (DG 2.2.1). The main entity types of a value stream are as follows: customers, suppliers, process steps, process links, products and material [5]. The entities of a value stream depend on the specific situation and the product family under consideration. Therefore, depending on the industry, there may be additional entities. The above entities represent a general overview typical of a production of discrete goods. The next step in modeling the value stream is the definition of the relationships between the entity types (DG 2.2.2). Typical relationships between entity types are the following. The value stream itself is designed for multiple products of a product family. A value stream can consist of several process steps, which in turn have demand for different materials. There are several process links in a value stream, but each of these can only establish a connection between two process steps. In addition, there are usually multiple customers for a value stream who influence the value stream. On the other hand, a value stream is supplied by several suppliers. The outlined relationships differ depending on the value stream and must be redefined for each specific use case. In the context of generalization, similar entity types are combined into a superordinate entity type, which represents the common characteristics and properties of the combined entities [57]. Contrary to generalization, specialization explicitly derives entity types from a parent entity type to represent specific entities that have unique properties [57]. This leads to a more detailed representation of entity types (DG 2.2.3). By systematizing the attributes, the information is organized and can be mapped in a structured data model in the following stages. This enables an unambiguous and efficient modeling of the value stream (DG 2.2.4). Therefore, the attributes help to understand the relationships and dependencies of individual value stream entities [55,57].



Having identified and abstractly represented the relevant information object classes and their relationships in the conceptual data model, the detailed elaboration of the entities, attributes and relationships takes place in the logical data model.




Logical Data Model


Primary keys (PK) are special attributes that allow unique identification of records in a database. Each primary key must be unique and must not occur more than once in the database (DG 2.2.5). As unique identifiers, primary keys enable the distinction between individual data records and therefore support data integrity. Rules for defining primary key attributes can be found in [57]. In the value stream context, different primary keys are feasible depending on the entity type. For example, a unique product ID that identifies each product in the value stream is essential for the product entity in order to ensure traceability along the value stream. Foreign keys (FK) are attributes in a table of a database that enable a relationship to a primary key of another table [55]. Foreign keys can be used to perform complex data queries that link information from multiple tables, providing a comprehensive view of the relationships between data in the database (DG 2.2.6). To specify the data model further, it is elementary to assign a specific data type to each attribute. This defines the maximum possible value range of the stored information as well as the required storage capacity (DG 2.2.7). The data types must therefore be kept as small as possible for minimizing the memory requirements, but at the same time ensure sufficient accuracy to enable the resolution of the data to be as precise as possible [55,56,58]. To optimize the data model and to eliminate redundancies within the model, normalization is employed. This process consists of several steps referred to as normal forms. In general, normalization aims to decompose the data model into small and well-structured tables, thus preventing redundancies and ensuring data integrity (DG 2.2.8). This enables an efficient data management approach with minimal storage requirements [55].



In the logical data model, certain attributes are defined as primary keys, while additional relationships are established trough foreign keys. In the following, data types for attributes are specified, and the data model undergoes normalization. The next step entails the transformation of the theoretical model into a practical, physical data model.




Physical Data Model


As explained in the conceptual data model, a value stream consists of different entities that need to be related to each other. To be able to map these in a database, the database must fulfil the following criteria (DG 2.2.9): universality, scalability, compatibility, latency, clarity and structure [59,60]. A relational database can be used if the focus is on regular analysis of static data in the context of long-term value stream planning. In contrast, if the focus is on continuous monitoring of the value stream for short-term planning, a time series database is a more suitable solution [61]. To overcome this conflict, a hybrid database management system TimescaleDB is available, which is an extension of the relational database management system PostgreSQL optimized for time series data [62]. If, in addition to time-dependent data series, both meta-data and complex interdependent data are generated, such a hybrid database management system should be used for better structuring [63]. The implementation of a database requires different syntaxes and rules depending on the type (DG 2.2.10). It is recommended to use experts who are familiar with the implementation of databases. To link the relevant IT systems and systems for multimodal data acquisition to the database, it is essential to use middleware that enables communication between the database and the IT system (DG 2.2.11). For this purpose, a basic four-step procedure can be followed:




	
establish a connection to the IT system,



	
select and retrieve data points,



	
establish connection to the database of the physical data model,



	
insert data into the database.








Since the practical implementation varies depending on the IT system, the middleware selected and the physical data model used, the procedure cannot be generalized at this point.





5.2.3. Data Processing


In the first step of data processing, data cleansing and preprocessing is performed based on the five dimensions of data quality (DG 2.3.1):




	
Accuracy evaluates the extent to which data are reliable and proven to be without errors [64].



	
Completeness considers whether a data set contains all necessary data to reflect the state of the object under consideration [65].



	
Consistency refers to the injury of semantic rules, which are defined for a set of data elements [66].



	
Timeliness is influenced by the volatility of the system, the update frequency and the time of data usage and is considered as a reference for the meaningfulness of the information [64,65].



	
Relevance evaluates whether the available data types meet the requirements of the intended use [65].








Subsequent descriptive data exploration and analysis use statistical and graphical techniques to describe and summarize data (DG 2.3.2). The aim is to understand the structure and main features of the data without performing a deeper root cause analysis. For this purpose, simple statistical measures such as mean, median, mode or standard deviation can be applied to cycle time across different production processes to analyze data homogeneity and process stability. Within data exploration, a qualitative analysis of the data is performed so that anomalies, patterns or special features can be identified. Visualization using boxplots or histograms facilitates analysis and identification of trends. They can display the distribution of lead times for different product variants, highlighting fluctuations which may impact delivery performance. If historical data points are available, time series analysis helps to identify inherent patterns in the data (DG 2.3.3). For instance, after implementing a new technology in one production process, a decrease in the cycle time can be observed and improvement activities can be initiated. For manufacturing companies, this is an essential tool for optimizing production processes and dynamically aligning the value stream with external fluctuations and internal variability. Several patterns can be distinguished:




	
Temporary changes, e.g., due to the implementation of a new technology, which results in a reduction in the cycle time or causes a short-term loss of quality.



	
Seasonal changes, e.g., due to seasonal fluctuations in customer demand, which require an adjustment of production capacities.



	
Cyclical patterns, e.g., due to personnel-related fluctuations in processing times within a process step.








A summary of the design guidelines for the virtual layer can be found in Table 3.





5.3. Connection Layer


The two design elements of the connection layer are detailed below to support the implementation of the digital shadow of a value stream.



5.3.1. Connection: Physical/Virtual


For the physical to virtual connection, the two design guidelines—communication technologies and communication protocols—must be followed (Figure 9). These ensure that a connection can be established between data acquisition (DG 1.2.1–1.2.4) and data storage (DG 2.1.1–2.1.3).



To be able to historize the data points from the multimodal data acquisition, the selection of a suitable communication technology is essential (DG 3.1.1). The advantages and disadvantages of the respective technologies are already discussed in science and summarized by Fleischer et al. in a toolbox [67].



The selection of communication protocols is elementary for the transfer of data from the physical to the virtual level (DG 3.1.2). Six criteria are used for the selection [68,69,70,71]:




	
A communication protocol ensures interoperability between devices, machines and systems.



	
Security is an important decision criterion for Industry 4.0 technologies. Therefore, the selected communication standard must support established security mechanisms such as encryption, authentication and access protocols to ensure data integrity.



	
In addition, scalability is elementary to handle the growing number of devices and data traffic.



	
Depending on the application area, different requirements are placed on the speed and latency of data transmission. Real-time requirements might be a factor influencing the choice of communication protocol.



	
To guarantee smooth data transmission, integration with existing IT systems should be possible without any problems.



	
Finally, the costs for implementing and operating the communication standard must be considered regarding an economically viable solution.









5.3.2. Connection: Virtual/Physical


The flow of information back from the virtual to the physical level ensures the functionality of the digital shadow of the value stream. To support this transition, four guidelines support the design and selection of an adequate visualization solution. The digital visualization of a value stream is essential for creating transparency across all processes, which improves understanding of the dynamics of production processes. This provides decision-makers with current information and enables them to react quickly to problems and disruptions. Merging different data sources and systems in a digital image of the value stream provides a solid basis for data-driven decisions at both strategic and operational levels. Therefore, the digital image must be able to visualize the following elements:




	
Processes and their connections;



	
Process performance, such as individual process parameters like cycle times, lead time or capacity utilization;



	
Inventory, by visualizing the inventory levels in the different process connections;



	
Production dynamics, by highlighting the current bottleneck or disruptions occurring in production.








The selection of a visualization solution requires the careful specification of software requirements. In the context of the present work, the HTO approach (human, technology, organization) is used for this purpose [72]. In addition to technological aspects, this approach also takes human and organizational aspects into account, so that holistic integration into the overall value stream system is ensured. Furthermore, software requirements are divided into the categories of functional requirements, non-functional requirements and organizational boundary conditions [73,74]. To facilitate the specification of requirements within the three categories, the following questions must be answered:




	
Functional requirements: What functions must the system have and how are they implemented technically [73,74]?



	
Non-functional requirements: What properties must the functions possess from the point of view of users and developers [74]?



	
Organizational constraints: What constraints exist on the organizational and legal side [74]?








After answering the questions, the result is an unweighted list of requirements, which must be weighted subsequently according to their relevance for practical implementation. A systematic and objective weighting of the requirements is a key element for selecting adequate visualization software. This ensures the applicability of potential software solutions for the specific use case. Therefore, a pair comparison is used. To ensure the objectivity of the evaluation, the pair comparison must be performed by different stakeholders, including users and developers of the software solution. Following the weighting of the requirements, existing software solutions are identified using previously defined search criteria. To evaluate and interpret the available information, the partial utility values are determined for the individual requirements for each identified software solution in accordance with a utility value analysis and converted into a quantitative evaluation. This ensures objective evaluation and selection of the software solution. A generally valid recommendation is not feasible due to the diversity of existing software solutions. A summary of the design guidelines for the connection layer can be found in Table 4.






6. Application of Design Guidelines at Different Learning Factories


For validation of the applicability of the design model, design guidelines (DG) are applied in a realistic value stream in the learning factories of the Technical University of Darmstadt. The value stream is part of the DiNaPro project and represents the complex requirements of an industrial production environment. The value stream extends across three learning factories with different IT systems and degrees of digitalization, allowing comprehensive testing of the CR. The three levels of the design model with their design elements and the practical implementation of the CR are presented below.



6.1. Physical Layer


A new product family was developed specifically for the project, consisting of 28 different variants (DG 1.1.1). The product is a module for a Smart Office Station (Figure 10, left). The developed value stream covers three learning factories and starts with the material supply and ends with the delivery of the assembled module (DG 1.1.2). The detailed process sequence is shown in Figure 10 (right).



As part of the definition of a value stream management use case, continuous monitoring of the value stream was defined as part of short-term planning (DG 1.2.1). Within the project, this helps to verify the efficiency of the developed value stream and allows adjustments to be made at short notice. Reduction in throughput time is of fundamental interest for monitoring in the context of the project. For this reason, the key parameters, cycle time and process time, must be determined for each component at each process step. Component-specific idle time must be determined in process connections. In addition, batch size and overall equipment effectiveness (OEE) are of interest (DG 1.2.2). The identified key parameters are added to the data requirements matrix (DG 1.3.1) and the call for action is determined for each process step and connection. As no existing IT systems are used in the project, relevant data are recorded using multimodal data acquisition (DG 1.3.2). The exemplary data requirements matrix for the assembly process can be found in Figure 11. Here, “x” symbolizes that a data requirement exists and the associated data point is already available. “o” symbolizes that a data requirement exists.




6.2. Virtual Layer


To ensure comprehensive data storage, a start and end time stamps are captured for each component at each process step using a traceability system based on RFID technology. The recording rate is limited for each component and is partially automated by a worker guidance system (DG 2.1.1). The data are archived in an IoT platform directly (DG 2.1.2). The traceability system ensures that all components are provided with unique time stamps for each process step (DG 2.1.3).



Ahead of the data integration implementation in the virtual layer, the data model is set up using eleven DGs. In the first step, the value stream entities are defined (DG 2.2.1). In this case, these are the entities of customer, supplier, location, process step and process connection. The entities themselves are related to each other, e.g., a site contains multiple process steps and process connections always link two process steps (DG 2.2.2). Further, specialization of the process steps is conducted (DG 2.2.3). Process steps Milling 1, Milling 2, Milling 3 and Lasing are grouped in the category Machining, while the two cleaning steps are grouped in the category Cleaning. Finally, the required attributes are defined for all entities, which must be saved as part of data collection (DG 2.2.4). Figure 12 shows the visualization of the conceptual data model.



To detail the conceptual data model, unique primary keys are assigned to the entities in the subsequent data modeling phase (DG 2.2.5). Attributes that enable unique identification of all entities of an entity type are suitable for this. To avoid mistakes, an additional identifier is introduced for the entity type process steps, for example, to ensure clear differentiation between process steps Milling 1–Milling 3. Foreign keys are added to ensure the relationships between the entity types (DG 2.2.6). For example, the entity type process steps are extended by foreign key location ID so that the n:1 mapping of the process steps to the individual locations is possible. Furthermore, a data type is defined for each attribute, which determines the maximum possible value range of the stored data through the definition range (DG 2.2.7). The subsequent normalization ensures that the redundancy in the data storage is minimized (DG 2.2.8). The result of the transfer to a logical data model is shown in Figure 13.



For the transformation of the logical data model into a physical one, a PostgreSQL database management system is set up on a virtual machine, including the TimescaleDB extension for the efficient management of time series data (DG 2.2.9). The database was subsequently created using the SQL programming language (DG 2.2.10). An example of the transfer of the logical entity type product to the associated hypertable can be found in Figure 14. To implement the database, the existing multimodal data recording systems were linked to the respective database tables (DG 2.2.11). The specifics of this process, which result from the individual system configurations, are not discussed further in the context of this paper.



To provide the necessary data quality in data processing, specific security mechanisms are implemented in the traceability system (DG 2.3.1). These mechanisms ensure that a component with a unique identification number only passes its assigned production processes. In a subsequent test phase, the performance of the system is verified. In total, 391 components are manufactured in three learning factories, generating a total of 6256 time stamps using the traceability system. The descriptive data analysis (DG 2.3.2) is used to gather initial information on the performance of the value stream, e.g., on the variant-dependent range of cycle times of individual process steps (Figure 15, left). In addition, the time series analysis (DG 2.3.3) is used to identify deviations within individual process steps (Figure 15, right).




6.3. Connection Layer


For the connection from the physical to the virtual layer, the data points generated by the traceability system are transmitted directly to the IoT platform via a WLAN connection (DG 3.1.1). For this reason, a specific communication protocol did not have to be determined (DG 3.1.2).



On the other hand, to implement the information flow from the virtual to the physical layer, specific requirements for visualization software were defined as part of the project (DG 3.2.1). Afterwards, the requirements were prioritized using a pair comparison and divided into mandatory and optional requirements (DG 3.2.2). Following, a systematic internet search was conducted to identify commercially available software solutions (DG 3.2.3). For this purpose, relevant search terms were identified in German and English using a mind map (Figure 16, left) and a total of 35 software solutions were identified. These were examined in a qualitative analysis regarding the fulfillment of the mandatory requirements. In this way, 31 software solutions were eliminated as they did not meet the requirements. The remaining four solutions were then quantitatively evaluated in detail regarding all requirements. The result of this selection, documented in Figure 16 (right), led to the selection of the software solution that fulfilled the defined requirements to the greatest extent (DG 3.2.4).



As the implementation of the Digital Value Stream Twin within the selected software is no longer part of the design model due to the individuality of the solution, the implementation is not discussed further at this point.





7. Discussion of Results


The application of the design model and its guidelines in the learning factories at TU Darmstadt shows that the presented design model contributes to the digitalization of production. With the help of the design guidelines on the physical layer, a value stream could be analyzed and digitized based on the traditional value stream method. In this way, the value stream method, which is usually dependent on a subjective one-time on-site recording, can be objectified. A periodic look at the digital value stream map enables a short-term reaction to changes in logistical performance. Alongside the aforementioned advantages, however, certain challenges were identified during practical application. For instance, industry-specific knowledge from production is not sufficient to apply the guidelines. Therefore, an interdisciplinary team is required. It must first deal with production-specific issues and second translate these into a value stream-specific data model in which the relevant data can be stored. In addition, data analysis requires advanced skills in the field of data analytics. The associated personnel costs and the necessary skills cannot always be provided by a single company. Therefore, cooperation between manufacturing companies and specialized companies in the field of data modeling and data analysis will become increasingly important in the future.



To counteract these disadvantages, it will be necessary in the future to further develop and generalize the design model in its current form. For this purpose, support in the form of a method is useful. This method is expected to enable the application of the design model without requiring in-depth knowledge of data modeling or data analytics and facilitate the evolution of the traditional value stream method into a company-specific, digital value stream shadow.




8. Conclusions and Outlook


This paper examined the further development of the conventional value stream method into a digital and data-based management approach. Three research questions were defined for this purpose. The first research question addressed the topic of how the further development into the digital and data-based management approach could work. The literature showed that Industry 4.0 technology of the digital shadow has the greatest potential to support this further by developing a design model, also known as a target model. Building on this, the second research question dealt with the question of how the design model should be structured. It was determined that a division into three layers—physical, virtual and connection layer—is the basic structure. The third research question, in turn, addressed the detailing of the three layers in the form of design elements. This posed the question of which design elements are necessary from a practical point of view. Therefore, with the help of an expert survey with 41 participants, 10 design elements were identified, which were subsequently assigned to the design layers. The elements were further detailed with the help of design guidelines taken from the literature and expanded through practical experience.



This was followed by an initial application of the design model and its guidelines. The application in the learning factories at TU Darmstadt has demonstrated its support for practical implementation. The users were able to design a digital shadow of a value stream from scratch using the model, allowing them to analyze the entire process in detail and identify improvements to the digitalization of the physical layer. By choosing a suitable software solution for the use case and visualizing the collected data in the form of a digital value stream map, the data from different systems were directly correlated. Therefore, 6256 individual time stamps were collected during the test week, which enabled the 15 additional data points to be assigned to individual components. Based on the information obtained, deviations in the value stream performance could be identified leading to process step Milling 3 as the bottleneck in production. Improvement activities for this process step were derived based on these data. The application of the model and the guidelines in the learning factories demonstrated the possibility of regularly updating the relevant value stream indicators and thus responding to changing circumstances. In this way, the model helps to expand the conventional value stream method into a digital and data-based management approach.



Additionally, an important advantage of the design model is its extensibility. The structure of the model was designed to be easily extended at any time. The design elements and the corresponding guidelines set the basis for further improvement and adaptation. Users can adapt the design guidelines to meet the specific needs of their organization. This flexibility ensures the long-term usability of the design model.



For future research, the challenge is to ensure the generality of the design model and to evaluate its applicability in different industries and use cases. It is important to verify whether the model can be used effectively in other contexts and whether it delivers the same results. Successfully proving the adaptability and effectiveness in different industries and use cases will not only further validate the model, but also expand its applicability. Additionally, methodological support is needed to assist users during the implementation phase of the model. Developing a well-structured and practical method can support the implementation process, empower users, and ensure that the model is used optimally to achieve improvements in the value stream. The systematic monitoring of the use of the methodology by its developers and an evaluation of its applicability in practice is necessary to ensure the usability of the methodology in industrial practice. Both the application of the model and the methodology in industrial practice will contribute to further development of the conventional value stream method into a digital and data-based management approach in the future.
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Figure 1. Interlinkage between the concepts of DM, DS and DT (based on [29]). 
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Figure 2. Methodological Approach [21]. 
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Figure 3. Classification of Experts. 
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Figure 4. Results of the expert survey. 
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Figure 5. Design Model for the Digital Shadow of a Value Stream. 
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Figure 6. Use cases for Value Stream Management. 
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Figure 7. Data requirement matrix—basic structure. 
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Figure 8. Data requirements matrix—example for one process. 
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Figure 9. Relationship between Design Guidelines in the Connection: Physical/Virtual. 
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Figure 10. Realization of Design Guidelines 1.1.1 and 1.1.2. (* means the numbers of pen seats). 
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Figure 11. Realization of Design Guidelines 1.3.1 and 1.3.2. 
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Figure 12. Realization of Design Guidelines 2.2.1–2.2.4. 
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Figure 13. Realization of Design Guidelines 2.2.5–2.2.8. 
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Figure 14. Realization of Design Guideline 2.2.10. 
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Figure 15. Realization of Design Guideline 2.3.2 and 2.3.3. 
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Figure 16. Selection of the most suitable software solution. 
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Table 1. Relationship between Value Stream Method and Industry 4.0 Technologies.
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Source

	
Industry 4.0 Technologies




	
Vertical Integration

	
Analytics

	
Big Data

	
Digital Shadow/Twin
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Cyberphysical Systems

	
Real-Time Data

	
Cloud Computing

	
Simulation






	
Ciano et al. (2021)
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Table 2. Design Guidelines for the Physical Layer.
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	No.
	Design Guideline





	1.1.1
	The considered product family is defined.



	1.1.2
	The value stream is explicitly separated.



	1.2.1
	The use case for the digital twin in value stream management is determined.



	1.2.2
	The relevant data are derived from the use case and specified for each process step.



	1.3.1
	The data stored in existing IT systems are defined and the storage location for each data point is determined.



	1.3.2
	The data acquired by multimodal data acquisition are defined and the acquisition type of each data point is determined.










 





Table 3. Design Guidelines for the Virtual Layer.
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No.

	
Design Guideline






	
2.1.1

	
The sampling rate and acquisition type are defined for each data point and limited to the necessary minimum.




	
2.1.2

	
The specific storage location is uniquely named for each data point.




	
2.1.3

	
Each data point acquired is provided with a unique time stamp.




	
2.2.1

	
The entities of the value stream are identified and unambiguously labelled.

	
Conceptual DM




	
2.2.2

	
The relationships between the entities are defined.




	
2.2.3

	
The entity types are subdivided and grouped by generalization and specialization.




	
2.2.4

	
The relevant attributes of the entities are systematized.




	
2.2.5

	
The unique identifying attributes are defined as primary keys.

	
Logical DM




	
2.2.6

	
Further relationships are described by foreign keys.




	
2.2.7

	
The data types of the attributes are specified.




	
2.2.8

	
Redundant data are avoided by normalization.




	
2.2.9

	
The database management system and the database client are selected and installed.

	
Physical DM




	
2.2.10

	
The logical data model is transferred to the data base language.




	
2.2.11

	
The database connects the existing IT systems and the visualization tool.




	
2.3.1

	
Data cleansing and pre-processing is based on the five dimensions of data quality.




	
2.3.2

	
Descriptive data exploration and analysis is applied to gain a thorough understanding of the data.




	
2.3.3

	
The identification of changes, seasonalities or cyclic patterns is achieved through time series analysis.











 





Table 4. Design Guidelines for the Connection Layer.
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	No.
	Design Guideline





	3.1.1
	Communication technologies are selected on an application-specific basis according to their technical characteristics.



	3.1.2
	A standardized communication protocol is used for each data point.



	3.2.1
	Software requirements are specified using the HTO approach.



	3.2.2
	Systematic weighting of the requirements ensures the selection of the visualization software.



	3.2.3
	Software solutions are identified using defined search criteria.



	3.2.4
	The evaluation results in the selection of the most suitable software solution.
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