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Abstract: Facing fast-increasing electronic documents in the Digital Media Age, the need to extract
textual features of online texts for better communication is growing. Sentiment classification might be
the key method to catch emotions of online communication, and developing corpora with annotation
of emotions is the first step to achieving sentiment classification. However, the labour-intensive
and costly manual annotation has resulted in the lack of corpora for emotional words. Furthermore,
single-label semantic corpora could hardly meet the requirement of modern analysis of complicated
user’s emotions, but tagging emotional words with multiple labels is even more difficult than usual.
Improvement of the methods of automatic emotion tagging with multiple emotion labels to construct
new semantic corpora is urgently needed. Taking Twitter short texts as the case, this study proposes
a new semi-automatic method to annotate Internet short texts with multiple labels and form a multi-
labelled corpus for further algorithm training. Each sentence is tagged with both the emotional
tendency and polarity, and each tweet, which generally contains several sentences, is tagged with
the first two major emotional tendencies. The semi-automatic multi-labelled annotation is achieved
through the process of selecting the base corpus and emotional tags, data preprocessing, automatic
annotation through word matching and weight calculation, and manual correction in case of multiple
emotional tendencies are found. The experiments on the Sentiment140 published Twitter corpus
demonstrate the effectiveness of the proposed approach and show consistency between the results of
semi-automatic annotation and manual annotation. By applying this method, this study summarises
the annotation specification and constructs a multi-labelled emotion corpus with 6500 tweets for
further algorithm training.

Keywords: emotion; sentiment corpus; annotation; multi-labelled; Twitter corpus

1. Introduction

In recent years, text emotion analysis has increasingly become one of the important
research directions in the field of natural language processing. The process of computation-
ally identifying and categorising opinions expressed in a piece of text has been highlighted.
In order to achieve this, the most effective and easiest way is to extract and annotate emo-
tional words in texts. The labels could be the positive, negative, or neutral attitude toward
a particular topic, product, etc. [1], or multi-dimensional emotional tendencies, such as
joy, fear, rage, etc. [2]. Extracted emotional words compose the emotion corpora, which
allows for the segmentation and classification of words for the analysis of complicated
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emotions [3]. With the continuous progress of sentiment analysis, there are now relatively
rich choices of corpora of emotional polarities and limited corpora of emotional tenden-
cies, but the amount of emotion corpora is far from enough for the increasingly detailed
needs of emotion analysis. Furthermore, the need for multi-labelled emotion corpora is
increasing. Multi-label means that an instance could be classified into multiple tendencies
at the same time; that is, it could be marked by multiple labels. Multi-labelled instances
in a corpus allow a more complicated analysis of the attitudes of users, especially for a
group of sentences that expresses a meaning differing from any sentence in it. Remarkable
attempts to propose new multi-labelled emotional dictionaries have been carried out [4,5]
but, again, could hardly catch up with the fast emergence of new words.

The reason lies in the way of annotation. Labor-intensive and costly manual anno-
tation is still by far the main way to construct emotion corpora. Although there are now
scattered practices of emotion annotation and the construction of emotional dictionaries
with the help of human interaction functions on the Internet [6], the quality gap between au-
tomatic annotation and manual annotation is somehow obvious. The practices of automatic
annotation [7] tested the possibility of quickly obtaining a large number of instances with
emotion labels but suffered from the inability to label multiple emotions. Improvement of
the methods of emotion annotation is urgently needed.

In summary, two gaps exist for the emotion corpora construction: machine learning
methods cannot achieve multi-labelling, and manual annotation is too time-consuming
and labour-intensive. In response to the above knowledge gaps, this study proposes a
semi-automatic method to annotate English Internet short texts with multiple labels and
form a multi-labelled corpus for further algorithm training. Online short texts are the
most suitable experimental materials to classify the emotions of the texts. Limited by the
length of the text, people tend to use stronger emotional expressions. There is an increasing
need for emotion analysis of short texts for author recognition, customer review, Twitter
personalisation, etc. [8]. Datasets of short texts, such as Broad Twitter Corpus Dataset, also
offer a good base for further extracting emotional words.

To consider possible relations, the research questions are as follows:

RQ1: How to build a method to automatically annotate both the emotional polarity and
tendency?

RQ2: How to construct an emotion corpora and evaluate its effectiveness?

The rest of the study is organised as follows: studies about existing emotion annotation
in the literature are summarised in Section 2. The method is employed in Section 3. The
labelling of the emotional polarities and emotional tendencies of the short texts is completed
automatically, followed by manual correction. The experiments and results are presented
in Section 4. Lastly, the discussions and conclusions are presented in Sections 5 and 6,
respectively.

2. Literature Review
2.1. Corpora of Both Emotional Polarities and Tendencies

A dictionary or corpus of emotions is composed of extracted words with labels of
emotions [3]. Mainly two types of emotion corpora have been accumulated through the
continuous efforts of researchers. The first group is the corpora with labels of emotional
polarities. Emotional polarities mean the positive, negative, or neutral attitude contained by
a word. The specific task of such dictionaries is to identify the subjective views—positive,
negative, or neutral—expressed in the specified word and form a collection of words with
different views. The other group is the dictionaries and corpora with labels of emotional
tendencies. The meaning of the emotional tendency here is more like what we usually call
“emotion.” Human emotion has been a research hotspot of scholars since ancient times.
In the field of modern psychology, the classification of emotions has developed from six
primitive emotions proposed in “On Emotions” by Descartes to the multi-dimensional
emotion model proposed by American psychologist Plutchik [2,8]. The model proposed by
the latter is also known as the emotion wheel. As shown in Figure 1, each emotion in the
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emotion wheel has different emotional intensity, and there are also mixed emotions between
adjacent emotions. The emotion wheel has been widely applied for emotional tendency
annotation in various emotion corpora. The six emotion classification systems proposed
by Ekman (1992) [9] are also popular in the English world, which divide emotions into
happiness, sadness, anger, fear, disgust, and surprise. A classification system, commonly
known as the Chinese emotional classification studies, was proposed by Xu et al. (2008) [10],
which adds an emotional tendency of “like” to the six emotion classification systems
of Ekman.
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2.2. Progress of Emotion Corpora Construction

The quality of the emotion corpora is the crucial element in defining the effectiveness
of the classification [11]. The construction of the corpora with labels of emotional polarities
is relatively rich. Corpora such as the annotated Twitter corpus [12], the Sen Tube Corpus
based on YouTube Video Comment [13], and HowNet Dictionary for Evaluation have
collected thousands of words with emotional polarities. Some of the dictionaries could
also include words from languages other than English. The polarity dictionary published
by Taiwan University has high accuracy, including 2810 positive words and 8276 negative
words. Corpora of words labelled with emotional polarities could also be found for the
Arabic [14,15], German [16], or Russian [17] languages.

The other group, the corpora with labels of emotional tendencies, is far more scarce.
NRC provides an open dictionary with comprehensive, multilingual emotional words [18].
In the latest published version, emotional words are labelled with eight different emo-
tional tendencies, as well as emotional polarities. By revealing the contextual similarity
between two words based on lexical and topic-based features, Matsumoto et al. (2019) [19]
labelled the emotional words in a domain-specific corpus. Similarly, Aman and Szpakowicz
(2008) [20] used the corpus-based letter combination features to manually annotate the emo-
tional polarities and tendencies. Chinese scholars have contributed more to the construction
of dictionaries and corpora with labels of emotional tendencies. A Chinese emotion com-
monsense knowledge base was built to improve the annotation of emotional polarities
and tendencies [21]. Xu, Lin, and Zhao (2008) [10] completed an emotion corpus with
1,035,601 words and 39,488 sentences and defined 23 types of emotional tendencies. Chan
et al. (2021) [22] proposed a novel approach to bootstrap a general seed emotion lexicon
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with words found in a domain-specific corpus. The approach divulges the contextual simi-
larity between two words to reveal the emotional tendency labels of domain-specific words.

Recently, the need for multi-labelled emotional words has been rising as more complex
sentiment analysis requires multi-label classification of texts, which means that an instance
could be marked by multiple labels. In order to achieve high-precision text classification,
researchers are also working hard to construct emotional corpora or dictionaries. Yang et al.
(2014) [4] proposed a small dictionary with both graphic emoticons and punctuation marks
to annotate texts on Weibo. Liu and Chen (2015) [5] combined three emotional dictionaries
to extract the features of word segmentation in the Weibo corpus. Li et al. (2016) [23]
adjusted the imbalance of emotional tendency distribution of the corpus by adopting a
multi-label maximum entropy model. But, overall, the lack of multi-label corpora is still a
pain point.

2.3. Methods to Construct Multi-Labelled Emotion Corpora

The specific task of sentiment classification is to identify the subjective views expressed
in the specified text and judge the emotional tendencies of the text [23–25]. From dictionary-
based emotion classification [3] to machine learning classifiers [26], various methods
have been applied for emotion classification. The dictionary-based emotion classification
generally segments words in the text to be classified and matches the keywords with
the labelled words in the dictionaries of emotions. Additionally, it carries out further
operations such as considering the emotion intensity [27]; adding topic-related features [28];
or introducing rules [29], mutual information [30], physiological signals [31], and neural
networks [32], etc. The machine learning classifiers, on the contrary, allow auto recognition
of emotional words by following a sequential process. The first step is training the classifier
with existing dictionaries or corpora of emotions, followed by the selection of features, the
adjustment of classifiers, and the application of sentiment analysis [33,34].

Traditional corpus construction and annotation methods of emotional dictionaries
are usually based on manual annotation, which is labour-intensive and time-consuming,
especially when multiple labels are required for each word. Automatic emotion annotation
is still rare. Japanese researchers have automatically annotated a 5 billion Japanese blog
corpus and classified ten different emotional tendencies [7]. With the help of human
interaction functions on the Internet, emotion annotation and the construction of emotional
dictionaries are also achieved. For example, a corpus of 132 emotions was obtained and
labelled from the blog site Livejournal [35]. Such practices tested the possibility of quickly
obtaining a large number of instances with emotional labels but suffered from the inability
to label multiple emotions since a sequential process is applied, and the previous steps
would heavily impact the following steps [23]. How to maintain the accuracy of manual
annotation and improve the speed of annotation with machine learning algorithms has
now drawn the attention of scholars but still needs further effort.

3. Materials and Methods
3.1. Workflow

As shown in Figure 2, the main process of forming a corpus of short texts with labels
of both emotional polarities and tendencies can be divided into four main steps. First, this
study defines the research scope by selecting the base corpus and labels for both emotional
polarities and tendencies. Second, data preprocessing is applied, which includes the process
of removing user identities, removing other noise information, deleting strings shorter than
three words, word correction, spell check, and word form restoration. These processes
prepare the data for further analysis. Third, the settings for emotion annotation follow the
data processing. This sets the criteria to evaluate and annotate the emotions of short texts:
emotion annotation with multiple labels is applied to tweets. Finally, automatic emotion
annotation is applied separately for emotional polarities and tendencies. This includes
(1) the words matching, during which a vocabulary weight value set is offered for each
text; (2) the calculation of the weight of emotions, which calculates the overall emotional
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polarity weight vector and emotional tendency weight vector separately; (3) judgment
of emotional polarities and tendencies; (4) manual correction in case multiple emotional
tendencies exist for one instance; and (5) verification by comparing the performance of the
semi-automatic annotation with the origin corpus.
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3.2. Preparation
3.2.1. Selection of the Base Corpus

Corpora for short text sentiment analysis tasks are usually constructed according
to actual experimental requirements. The length of a tweet is limited to 140 characters.
This resulted in simple and dense emotional words in tweets. Multiple emotions are
expressed in one single tweet frequently and make Tweets perfect samples for sentiment
analysis. The Sentiment140 Twitter corpus1 contains 1,600,000 tweets extracted using
the Twitter API [36]. In this study, 8000 English Tweets were randomly selected from
Sentiment140 for annotation. After filtering the meaningless text, 6500 Tweets were finally
retained, containing 11,338 sentences, which cover a wide range of content and have the
common text characteristics of short Internet texts.

3.2.2. Setting Annotation Rules

In order to annotate both emotional polarity and emotional tendency, the emotion
word dictionary with 105 languages disclosed by NRC was chosen, and it was abbreviated
in this study as NRC Dictionary. The dictionary not only marks the emotional polarity
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of words but also marks the tendency of each word with the eight emotions prosed by
Plutchik. The labels 0 and 1 in the dictionary, respectively, represent the corresponding
emotional polarity or emotional tendency. Emotional polarity annotation is divided into
three tendencies: 0, 1, and 2, which correspond to neutral, positive, and negative, respec-
tively. Emotional tendencies are divided into nine tendencies, represented by numbers 0, 1,
2, 3, 4, 5, 6, 7, and 8. Eight tendencies have emotions such as anger, disgust, fear, sadness,
anticipation, joy, surprise, and trust. The correspondence between the labelled numbers
and their meaning are shown in Table 1:

Table 1. Correspondence between emotional tendency and number labelling.

0 1 2 3 4 5 6 7 8

Neutral Anger Disgust Fear Sadness Anticipation Joy Surprise Trust

In this study, 500 tweets were randomly selected, and the emotional expressions were
labelled, as shown in Figure 3. According to the result, about 60% of the instances have
emotions, and about 20% of emotional tweets contain two or more emotions, which must
be displayed when annotating emotions. Therefore, this study selected the following rules
to annotate tweets: when only one emotion appears, the tweet is annotated to that type
of emotion; when two or more emotions appear in a tweet, one of them is annotated as
the main emotion, and the other as a secondary emotion. Tweets with no emotion had
both primary and secondary emotions annotated as “none”; tweets with a single emotion
had their secondary emotion annotated as “none”. For each sentence, the study only
annotates the presence and absence of emotions and the main emotional tendency. This
study followed existing manual annotations of the Sentiment140 Twitter corpus to perform
the manual correction2.
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3.3. Data Preprocessing

In order to remove the interference information in the instances, specific preprocessing
steps were applied as follows:

3.3.1. Remove User Identity

In online texts, user names are frequently placed after the “@” symbol to forward the
tweet to a specified user. This results in the fact that a tweet often contains a part of “@
username”. Even when a meaningful word appears as a user name, its meaning should
not be considered for emotional annotation for sentences as well as full tweets. In order
to avoid the bias of the subsequent emotion word matching and weight calculation that
might be brought by the usernames, this study removed the username by deleting the
string starting with “@” and ending with a space in the regular matching text.

3.3.2. Remove Other Noise Information

The emotional words matched in the emotional weight calculation method are all
in English. This study removed the punctuation, numbers, special characters, and other
contents in the texts to avoid their impacts on the efficiency of matching. However, the
content behind a “#” generally refers to annotation and often contains words with a strong
emotional tendency. Such contents would be contained as emotional words to participate
in subsequent matching and emotional weight calculation.

3.3.3. Delete Strings Shorter Than Three Words

A major feature of the NRC dictionary is that the length of the emotional string
is not less than three words. It means strings shorter than three words could not be
successfully matched in the emotional dictionary and would cause invalid iteration through
the dictionary. In order to avoid invalid iteration and speed up the overall matching speed,
this study deleted strings shorter than three words in preprocessing. As shown in Figure 3,
“opinionated = ‘N’” means the sentence (good night) would not be included in the following
analysis since the words in this sentence are less than three.

3.3.4. Word Correction

Compared with the traditional text corpus, short texts on the Internet are more col-
loquial. The original data in the Twitter corpus are open-access texts published by real
users, containing a large number of words such as “cooooool” and “whyyyyyyyy.” These
words need to be included in the judgment of emotional tendency as they express strong
emotion. However, such words could not match with any words in the emotion dictionary
and would result in a low accurate rate of matching. In this study, the letters that appear
more than three times in a word were identified and replaced with two letters. For example,
“cooooool” is restored to “cool” and “whyyyyyy” is restored to “whyy”. For the words that
are still in the wrong form after the correction, spell checking would adjust them into the
right words as the difference between the wrong and right forms is reduced to one letter.

3.3.5. Spell Check

Spelling problems are frequently met in the instances in the Twitter corpus and would
also lead to the failure of word matching. Checking and correcting spelling is an important
step in preprocessing. The main principle and basis of English spelling checking in this
paper are the Bayesian algorithm and editing distance:

The study records the correct spelling as C (for correct) and the wrong spelling as W
(for wrong). The task of spell checking is to infer that a C given a W occurs, which also
means finding the most likely C from several alternatives on the premise that W is known.
According to the Bayesian theorem, the task is to find the Maximum value of P(C|W) in
Formula (1):

P(C|W) =
P(W|C) · P(C)

P(W)
(1)
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In this formula, P(C) indicates the probability of the occurrence of a correct word,
which can be simulated based on the text library. The higher the frequency of a word in the
text library, the bigger its frequency P(C). P(W|C) indicates the probability of misspelling
as W for the original word C. In order to simplify the problem, this study assumes that the
probability of misspelling increases as the two words look more similar to each other. This
assumption turns the misspelling problem into an edit distance problem. Spelling check is
thus to check the frequency of all words similar to the spelled word in the text library. The
word with the highest probability is the right word that the user really wants to input.

3.3.6. Word Stemming

There are a large number of word inflections in English vocabulary. For example,
the words “interest”, “interesting”, and “interested” share the same stem, “interest”, but
have different expressions. For such inflected words, extracting their stems can effectively
improve the efficiency of word matching. Word stemming refers to the process of removing
the prefix and suffix of a word to obtain the stems. It also includes converting words to
their original general forms according to the dictionary when the difference between the
inflected and the original word is not a prefix or suffix.

In this study, the stem was extracted by snowball method in the NLTK library.

3.4. Automatic Emotion Annotation

The main principle of the emotion labelling method proposed in this paper is based
on the word matching and weight calculation of the emotion dictionary. Through the
discrimination method proposed, the emotional tendency of each instance is judged and
automatically labelled if the emotional tendency is obvious. Otherwise, a manual check
would be carried out until, eventually, an accurate emotional corpus is obtained. The
specific matching and discrimination methods are introduced as follows.

3.4.1. Words Matching

When matching, each piece of instance is regarded as a set of words. In this study, the
words separated by spaces in the instance are marked in sequence with w1, w2, w3, · · · , wl ,
where i represents the position of the word in the corresponding instance. In order to
match the words, the i-th word is compared with the English column of the emotional
dictionary. The item that is successfully matched is marked with pi for the result of positive
emotional polarity judgement, ni for negative emotional polarity, pi1 for anticipation, pi2
for joy, pi3 for surprise, pi4 for trust, ni1 for anger, ni2 for disgust, ni3 for fear, and ni4
for sadness. If the composite word cannot be matched, the word is considered not to
contain the emotional tendency weight value and the corresponding weight values of
pi, ni, pi1, pi2, pi3, pi4, ni1, ni2, ni3, ni4 are all recorded as 0.

For each text, a vocabulary weight value set is obtained after matching in the form of
a set of vectors with a length of 10, as shown in Formula (2).

wi = (pi, ni, pi1, pi2, pi3, pi4, ni1, ni2, ni3, ni4) (2)

3.4.2. Calculation of the Weight of Emotions

For each piece of short text, the study calculates the overall emotional polarity weight
vector and emotional tendency weight vector separately:

v =

 l

∑
i

pi,

l

∑
i

ni

 (3)

q = (∑l
i pi1, ∑l

i pi2, ∑l
i pi3, ∑l

i pi4, ∑l
ini1, ∑l

ini2, ∑l
ini3, ∑l

ini4) (4)
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3.4.3. Judgment of Emotional Polarity

The proportional value of positive and negative emotional polarity is calculated
according to Formulas (5) and (6):

Mp =
v0

v0 + v1
(5)

Mn =
v1

v0 + v1
(6)

Here, Mp represents the proportional value of positive emotional polarity; Mn repre-
sents the proportional value of negative emotional polarity; and v0 and v1 represent the
first term ∑l

i pi and the second term ∑l
i ni of the emotion weight vector v, respectively.

This study sets the intensity threshold k0. If Mp ≥ k0 + δ, in which δ is constant, the
text is regarded to have positive emotional polarity. If Mn ≥ k0 + δ, the text is considered
negative; otherwise, it is neutral, and the text does not have strong emotional polarity.

3.4.4. Judgment of Emotional Tendency

This study calculates the sum of emotional tendencies with Formula (7).

M =

7

∑
0

qi (7)

The weight ratio corresponding to each emotional tendency is calculated according
to Formula (8), where m is the set of all weights. mmax is the maximum value in the set m.
mmin is the minimum value in the set m.

Mp1 = q0
M , Mp2 = q1

M , Mp3 = q2
M , Mp4 = q3

M

Mn1 = q4
M , Mn2 = q5

M , Mn3 = q6
M , Mn4 = q7

M

m =
(

Mp1, Mp2, Mp3, Mp4, Mn1, Mn2, Mn3, Mn4
) (8)

The study sets the upper limit of the emotional tendency threshold k1 (0 < k1 < 1)
and the lower limit of the emotional tendency threshold k2(0 < k2 < k1), and calculates
the extreme difference r = mmax −mmin. For the above threshold value, the value of k1 was
set to be 0.20 and k2 is 0.07 in this study, based on the preliminary study of the emotional
tendency of the randomly chosen 500 tweets. This means that, out of the percentage of
all emotional tendency weights, if the difference between the strongest emotion and the
weakest emotion reaches 20 percent or more of the overall emotional tendencies, it can be
determined that the emotional tendency of the text is the tendency with a larger weight.
If the difference between the strongest emotion and the weakest emotion does not reach
7 percent of the overall emotional tendency, it is considered that the text has no obvious
emotional tendency.

If r ≥ k1 and the emotional tendency weight value is mmax, it means that there is
only one emotional tendency. At this time, the research marks the emotional tendency
value corresponding to the instance as the value corresponding to the emotional tendency
with the emotional tendency value mmax. When r ≤ k2, the emotional tendency of the
text is marked as 0, representing neutral. If k1 ≤ r ≤ k2 or r ≥ k1, and multiple emotional
tendencies with the weight value of mmax exist, the emotional tendency of the instance
would be set to 9, indicating that further manual verification is needed.
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3.5. Manual Correction

For the instance where the emotional tendency was 9, emotion annotation was carried
out again manually. When performing large-scale manual emotion annotation, it should
be carried out by an annotation team of no less than three people, and they will label all
instances that the automatic annotation method fails to judge the emotional tendency. Since
different people often have different understandings of the same sentence, the emotional
tendency of the text is labelled differently when more than half of the annotators are
consistent with each other. Otherwise, further discussion must be carried out until a
unanimous judgement is reached.

3.6. Verification

Since we semi-automatically annotated 6500 tweets that were manually labelled in the
origin corpus (Sentiment140), the results of the original manual annotation could be used
to test the performance of the semi-automatic annotation.

In order to evaluate the performance of the emotional polarity annotation, indicators
of accuracy rate (Accuracy), precision rate (Precision), recall rate (Recall), and F Score (F-Score)
were calculated. The specific definition and calculation methods are as follows:

Accuracy refers to the ratio of the number of tweets whose semi-automatic annotation
results are consistent with the corpus annotation results to the total number of tweets. It is
calculated with Formula (9).

Accuracy =
machine_correct

machine_all
(9)

Precision refers to the ratio of the number of tweets semi-automatically labelled as
positive emotions to the number of tweets originally labelled as emotional tweets. It is
calculated with Formula (10).

Precision =
machine_correct(pos)

machine_marked
(10)

Recall refers to the ratio of the number of semi-automatically labelled tweets with
emotional polarity to the number of tweets with emotions in the original corpus. It is
calculated with Formula (11).

Recall =
machine_correct(pos)

manual(pos)
(11)

F-Score refers to the harmonic mean of precision and recall. It is calculated with
Formula (12).

F-score =
2× Precision× Recall

Precision + Recall
(12)

In the above four formulas, machine_correct represents the number of semi-automatically
labelled tweets that are consistent with the original corpus, machine_marked represents the
number of semi-automatically labelled tweets, and manual represents manual annotation (in
this case, the result of annotation in the original corpus).

In order to evaluate the validity of emotional tendency annotation, indicators include
Precision, Recall, and F-Score at both micro and macro levels. The specific calculation
methods are as follows:

Micro_Precision =
∑8

i=1 machine_correct(i)

∑8
i=1 machine_marked(i)

(13)

Micro_Recall =
∑8

i=1 machine_correct(i)

∑8
i=1 manual(i)

(14)
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Micro_F-score =
2×Micro_Precision×Micro_Recall

Micro_Precision + Micro_Recall
(15)

Macro_Precision =
1
8

8

∑
i=1

machine_correct(i)
machine_marked(i)

(16)

Macro_Recall =
1
8

8

∑
i=1

machine_correct(i)
manual(i)

(17)

Macro_F-score =
2×Macro_Precision×Macro_Recall

Macro_Precision + Macro_Recall
(18)

Again, machine_correct here represents the number of semi-automatically annotated
tweets that are consistent with the original corpus, machine_marked represents the number
of semi-automatically annotated tweets, manual represents manual annotation (in this case,
the result of annotation in the original corpus), and i represents one of the eight emotional
tendencies annotated.

The selection of threshold impacts the annotation results to some extent: the annotation
of emotional polarities will be affected by the value of the threshold k0, and the annotation
of emotional tendencies will be affected by the values of the threshold k1 and threshold k2.
The selection of thresholds has no empirical formula but is rather customised and refined
according to the characteristics of the corpus. As shown in the explanation of Formula (8),
setting the value of k1 as 0.20 and k2 as 0.07 constitutes the best-performing threshold in
the preliminary study of the emotional tendency of the randomly chosen 500 tweets. This
threshold is set as Group 1. In order to better verify the effectiveness of the annotation
method, the study selects two sets of thresholds for semi-automatic annotation to analyse
and compare the annotation results. Group 2 is the second-best combination of thresholds
in the preliminary study of the randomly chosen 500 tweets. The specific threshold selection
is shown in Table 2.

Table 2. Selection of threshold for semi-automatic annotation.

k0 k1 k2

Group 1 0.15 0.20 0.07
Group 2 0.18 0.15 0.05

4. Results
4.1. The Corpus Constructed

As mentioned above, 8000 tweets were randomly selected from Sentiment140 for anno-
tation in this study. A total of 6500 tweets retain after filtering, containing 11,338 sentences
with various contents. Through the above steps, this research finally obtained a corpus for
short texts with both emotional polarity labels and emotional tendency labels. The detailed
statistical information of the corpus is listed in Tables 3 and 4, respectively.

Table 3. Proportion of sentence-level emotion.

Emotional Sentences Non-Emotional Sentences Total

Quantity 6236 5102 11,338
Proportion 55.00% 45.00% 1.00
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Table 4. Proportion of tweet-level emotion.

Emotional Tweet
Emotionless Tweet Total

With One Emotion With Two Emotions

Quantity 3080 972 2448 6500
Proportion 47.39% 14.95% 37.66% 1

Total 62.339% 37.66% /

This study also counts the frequency of each emotional tendency as the primary or
secondary emotional tendency in all emotional sentences and tweets.

Tables 5 and 6 shows that Twitter has the largest number of words with the emotional
tendencies of “anticipation” and “joy” as the main emotional tendency, followed by “trust”.
As for the secondary emotional tendency, “trust” lists first, followed by “sadness” and
“joy”. “Surprise” and “fear” account for only a small proportion of both the primary and
secondary emotional tendencies.

Table 5. The distribution of emotional tendencies in the emotional sentences.

Sentence Emotion Proportion

Anger 817 13.10%
Disgust 251 4.03%

Fear 172 2.76%
Sadness 712 11.42%

Anticipation 1371 21.99%
Joy 1595 25.63%

Surprise 211 3.38%
Trust 1107 17.75%
Total 6236 1.00

Table 6. The distribution of emotional tendencies in the emotional Tweets.

Tweet’s Main Emotion Tweet’s Secondary Emotion

Anger 378 58
Disgust 185 83

Fear 95 29
Sadness 535 167

Anticipation 1008 95
Joy 992 159

Surprise 79 39
Trust 780 342
Total 4052 972

4.2. Emotional Accompaniment

A unique characteristic that deserves to notice is that an emotion appearing in a tweet
is always accompanied by a secondary emotion. For example, when “Fear” appears, the
secondary emotion is likely to be “Disgust”. We defined such a combination of two emo-
tional tendencies as an emotional accompaniment. According to the sequential relationship
of emotional tendencies, the emotional accompaniments between every two emotional
tendencies are two ordered combinations. For the eight emotional tendencies in this study,
there are at most 64 possible combinations. Table 7 shows the possibility of each emotional
accompaniment in emotional tweets. The emotional accompaniment probability is calcu-
lated by the conditional probability of accompanying emotions when the main emotion
appears, following Formula (19). The count here represents the result of statistics.

P(Secondary emotions|Primary emotions)

=
count(Primary emotions,Secondary emotions)

count(Primary emotions)

(19)



Systems 2023, 11, 390 13 of 16

Table 7. Emotional companion relationships in emotional tweets (percent).

Anger Disgust Fear Sadness Anticipation Joy Surprise Trust Not Exist

Anger / 7.30 7.57 10.54 3.51 2.97 2.70 2.97 62.43
Disgust 6.02 / 6.33 11.14 6.33 3.01 1.81 1.81 67.47

Fear 7.90 4.66 / 9.72 3.24 3.64 0.81 4.05 65.99
Sadness 6.28 4.46 6.14 / 3.35 3.07 2.09 5.02 69.60

Anticipation 1.51 0.27 2.40 2.23 / 5.97 3.39 6.59 77.65
Joy 0.92 0.26 1.71 2.49 9.04 / 6.42 12.45 66.71

Surprise 1.98 0.74 1.49 5.20 10.64 9.65 / 10.46 59.90
Trust 1.70 0.63 3.21 2.95 7.14 9.20 3.21 / 71.96

Obviously, the emotional accompaniment of the emotional tendencies with the same
emotional polarity is more frequently met. Among all the eight emotional tendencies, when
anticipation appears as the main emotional tendency, there is a possibility of as high as
77.65 percent that no emotional tendency appears as the accompanying emotional tendency.
When the main emotional tendency appears to be anger, it is most likely to be accompanied
by other emotional tendencies, among which sadness, nausea, and fear are most likely
to appear.

4.3. Verification

In this study, the annotation results with the semi-automatic method of annotation for
both emotional polarity and tendency were calculated and compared with the manually
annotated results in the base corpus. Tables 8 and 9 show that semi-automatic emotional
polarity annotation and emotional tendency annotation have achieved good results. For the
annotation of emotional tendency, the multi-labelled annotation has a certain proportion to
annotate “9”, which is invalid for the comparison results. This has resulted in a low recall
rate of around 50 percent.

Table 8. Evaluation results of emotional polarity annotation for tweets.

Accuracy Precision Recall F Score

Group 1 0.4251 0.6943 0.7681 0.72934
Group 2 0.3551 0.7160 0.5696 0.63446

Table 9. Evaluation results of emotional tendency annotation for tweets.

Micro Mean Value Macro Mean Value

Accuracy Recall F Score Accuracy Recall F Score

Group 1 0.7825 0.5514 0.6470 0.7210 0.4486 0.5531
Group 2 0.7850 0.5558 0.6508 0.7236 0.4527 0.5569

5. Discussion
5.1. Further Application of the Method on a Larger Corpus

With the new semi-automatic annotation method, this study selected 100,000 tweets in
the sentiment140 published Twitter corpus for semi-automatic annotation to form a larger
corpus. After data filtering, 99,333 tweets were retained. The selection of thresholds was
consistent with Table 2. The results of the emotional tendency annotation for the larger
corpus are shown in Table 10. The indicators to evaluate the performance of the emotional
polarity annotation are shown in Table 11. When the threshold is selected properly, the
precision rate and recall rate can reach more than 70 percent, which fully demonstrates the
effectiveness of the annotation method proposed for the emotional polarity annotation.
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Table 10. Emotional tendency distribution of tweets for the large-scale corpus.

Anger Disgust Fear Sadness Anticipation Joy Surprise Trust Neutral

Group 1 quantity 3587 1997 6762 7656 15,903 6006 1199 6847 20,164
% 5.115 2.848 9.643 10.918 22.679 8.565 1.710 9.765 28.756

Group 2 quantity 3607 2029 6801 7757 16,026 6047 1209 6955 20,008
% 5.12 2.88 9.66 11.01 22.75 8.59 1.72 9.87 28.41

Table 11. Evaluation results of emotional polarity annotation task on large-scale Twitter corpus.

Accuracy Precision Recall F Score

Group 1 0.43266 0.7293 0.7626 0.74558
Group 2 0.36406 0.7370 0.5725 0.64442

5.2. Possible Improvement

The accuracy of the automatic labelling method proposed in this paper can be fur-
ther improved. The directions that can be considered include adding more conditional
restrictions in weight calculation and judgment, combined with updated deep learning
algorithms, adding additional labels to inflected terms to show their strong emotional ten-
dencies, etc. In addition, the application of the corpus is currently limited to the annotation
of English instances. Future research can try to adapt to multilingual environments to meet
more extensive emotion annotation needs.

6. Conclusions

Labor-intensive and costly manual annotation for the corpus has resulted in the
lack of multi-labelled semantic corpus and hampered the training of algorithms for the
services to online users. By combining both emotion dictionaries and manual correction,
this study proposes a new method of semi-automatic emotion annotation for Internet
short texts. Each instance is labelled with one emotional polarity and one emotional
tendency. For the full tweet, the first two major emotional tendencies are labelled, allowing
a more complicated and accurate analysis of the user’s emotions. The experiments on
the Sentiment140 published Twitter corpus demonstrate the effectiveness of the proposed
approach and show the consistency between the results of semi-automatic annotation
and manual annotation. Besides the introduction of the design of the emotion annotation
specification of Twitter texts, we also formulated the corresponding annotation criteria and
introduced the rules and process to construct a corpus with emotion labels.

This method is a beneficial attempt, which tries to complete the emotional annotation
of short texts more efficiently, and at a lower cost. It might also be a start to promote the
expansion of corpora for sentiment analysis of texts in the field of natural language processing.
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