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Abstract

:

The recent increase in computational capability has led to an unprecedented increase in the range of new applications where machine learning can be used in real time. Notwithstanding the range of use cases where automation is now feasible, humans are likely to retain a critical role in the operation and certification of manufacturing systems for the foreseeable future. This paper presents a use case review of how human operators affect the performance of cyber–physical systems within a ’smart’ or ’cognitive’ setting. Such applications are classified using Industry 4.0 (I4.0) or 5.0 (I5.0) terminology. The authors argue that, as there is often no general agreement as to when a specific use case moves from being an I4.0 to an I5.0 example, the use of a hybrid Industry X.0 notation at the intersection between I4.0 and I5.0 is warranted. Through a structured review of the literature, the focus is on how secure human-mediated autonomous production can be performed most effectively to augment and optimise machine operation.
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1. Introduction


The seamless integration of the physical and digital world has led to an unprecedented increase in the rate at which automation can be introduced in production. Such smart manufacturing [1] or cyber–physical systems (CPS) [2] will involve the use of artificial intelligence (AI) or machine learning (ML) at some fundamental level. The degree to which the AI/ML interacts with the human user within the production system affects the classification of such a system. This has led to production system examples that have been denoted as either Industry 4.0 (I4.0) or Industry 5.0 (I5.0) in the literature [3,4]. I4.0 introduced the amalgamation of digital technology within the manufacturing processes to create an intelligent manufacturing system. Although I4.0 appears to set aside the human component, the ubiquitous integration of automation technologies in the industrial framework sparked the emergence of I5.0, where humans can work alongside robots rather than being replaced by automated systems. I5.0 focuses on human-centric manufacturing by putting human interests as the core focus of production, and technology which aids industrial workers by developing their knowledge and abilities [2,5,6,7]. I5.0 also focuses heavily on two areas in manufacturing research: (1) sustainability: lower energy use, lower CO   2   emissions, lower waste generation, and higher rates of material reuse and recycling in a circular economy; (2) resilience: creating and using more durable industrial processes and equipment, as well as more resilient supply networks [5].



There tends to be some confusion as to when an I4.0 use case morphs into one that can be described as I5.0. We argue that in many cases a hybrid classification, which we denote here as Industry X.0 (IX), is appropriate [8]. Here, the interaction between the AI and humans takes place but the range of interaction is often quite limited. An operator may have little more responsibility than sign-off or limit setting for the ML algorithm in question and cannot be classed as being fully ’in the loop’. Such systems will however use a broad range of sensor networks to collect and transfer data across a process, to train, where appropriate in real time, and to dynamically measure the performance of the system in real time [9]. The constant monitoring and storage of various manufacturing parameters have led to an improvement in performance, as reported by the broad literature [9,10,11]. Many examples now exist where the availability of real-time data has provided new actionable insight where ML can be used to shape process characteristics including, inter alia, product quality, machine parameters for optimal raw material usage, reduced environmental footprints, and the real-time control of a variety of external factors [9,12]. Intelligent manufacturing systems that exhibit a range of high-level functionality in real time, including effective decision-making [9,13] control of concurrent production lines [10], and optimisation of the machine maintenance and scheduling [14,15].



Antunes and Palma [16] show that incorporating a human-in-the-loop assistance controller improves human–computer interface. Qian et al. [17] propose a framework where actively adding humans to the learning loop requires minimal additional guidance in extracting the semantic attributes in image annotation. Yucelen et al. [18] built a mathematical framework using stability analysis tools, where the stability limit of the human closed-loop system and the range of model parameters are calculated in an adaptive flight control application. Therefore, the authors believe that now is an appropriate time to reassess the literature from a perspective that specifically focuses on human-in-loop (HIL) issues. In particular, we provide an assessment of the recent deployments that necessarily involve human–machine interfaces so that a production system can be certified as fit for purpose. A full HIL implementation will be, by definition, an I5.0 use case. This work, therefore, builds on previous work, for example [6,19], that surveys the different ML techniques used in industrial manufacturing systems. This review updates the literature and outlines the current state of the art with respect to the use of ML in real-time smart manufacturing where HIL is a key feature.



Humans are likely to continue to play an important role in manufacturing operations for the foreseeable future [20,21]. In such a setting, the interaction between humans and machines needs to be described by a socio-technical model that is rich enough to capture the complexity of such an intricate system yet sufficiently tractable to support real-time decision-making. Although many surveys have been carried out on the benefits of ML on manufacturing, the role of human operators in smart factories is beginning to gain attention [7]. A full characterisation of human–machine interaction is a significant challenge as new reference models and architectures for smart manufacturing use cases continue to appear [22]. This review outlines the key principles of I5.0, provides a systematic review outlining the importance of HIL within ML and data engineering context in manufacturing, digests the current research, and presents an extensive list of available references in the field. We curate a range of use cases where humans liaise with fully or semi-autonomous production systems, thereby characterising the advantages and challenges which obtain at present. We also focus on applications where bias associated with ML in the involvement of HIL has been reported.



The paper is organised as follows. The next section, Section 2, reviews the literature on the existing works carried out on the concept of ‘human-in-loop’ and the roles that human operators can play in a smart manufacturing system. Section 3 addresses the research questions and research methodology. The rest of the paper is structured into the following sections and subsections: Section 4: implications of a move towards Industry 5.0 for HIL performance standards; Section 5: cyber–physical systems; Section 5.1: decision-making in CPS; Section 5.2: data visualisation; Section 6: digital twin technology in an HIL setting; Section 6.2: service applications that support HIL for digital twin; Section 6.1: tools to model and manage digital twin applications; Section 6.3: human-in-loop as human–machine interface; Section 7: contextualisation; Section 8: hybrid intelligence; Section 8.1: bottleneck detection integrating human in loop; Section 9: security aspects of human-in-loop, as given in Figure 1.



Section 4 discusses the challenges of describing a particular use case as I5.0 when many companies are still grappling with the implications of deploying I4.0 technologies, the need to move towards I5.0 principles, and why a hybrid IX category is justified at the present time. In Section 5, intelligent systems with combined physical and computational capabilities that can communicate with humans via a variety of new modalities, commonly known as cyber–physical systems (CPS), are discussed along with a discussion of the different roles played by human operators within smart manufacturing systems. Section 6 assesses the new cutting-edge technology, the digital twin, and the importance of HIL within it. Section 7 describes context-aware computing and bias associated with HIL deployments. Section 8 details the importance of hybrid intelligence and the importance of HIL in improving the accuracy of decision-making. Section 8.1 discusses the effect of HIL to detect bottlenecks. Section 9 elaborates how HIL can be beneficial to detect cyber attacks from within a manufacturing context. It is the author’s opinion that insufficient work has been carried out heretofore in relation to a review of the security aspects within the manufacturing industry and, therefore, this section is considered a particularly novel contribution of the work. A standard architecture to detect the potential threats based on the digest of the literature is also proposed. Finally, Section 10 provides a discussion and conclusion of the article and outlines some future research directions.




2. Theoretical Background and Previous Works


‘Human-in-loop’, (HIL) can refer to ‘operators’ and/or ‘agents’ who operate or monitor a system. HIL can also possibly refer to ‘users’ who receive services from and affect the performance of a system. The term ’Human/Operator 4.0’ has been used to describe people in an I4.0 setting equipped with sufficient digital skills so that they can add value to production use cases involving the use of data analytics, machine learning and artificial or augmented intelligence. Humans and technology will be required to interact more intensively and efficiently in use cases that are described as I5.0. Therefore, HIL will continue to play an essential role in any manufacturing setting where I4.0 moves toward I5.0 and certification of process or product quality is necessary. The role that automation and AI play in enhancing the human ability to affect physical, cognitive and sensory performance is becoming more pronounced. Authors such as Cimini et al. [23] and Jones et al. [24] highlighted the need to enhance the role of ‘human-in-loop’ (HIL) in manufacturing systems.



However, the role that AI can play in interpreting the performance of production environments that are complex systems of systems is also of interest. One of the first models to represent systems where each task is performed as a combination of a human operator interacting with a machine is given in Miller and Parasuraman [25]. Here, interaction with a machine is classified in terms of levels of automation denoting the different allocation of physical and cognitive tasks between resources (humans and technology). These steps are described as discrete transitions from 1 (totally manual) to 7 (totally automatic), forming a 7 by 7 ‘levels of automation’ matrix consisting of 49 possible automation solution types [26]. In step (7,7), the machine performs all tasks under a predefined set of normal conditions, and the human operator only intervenes if a problem is encountered that the machine cannot fix. This type of interaction is known as human–machine interface (HMI), discussed later in Section 6.3. Another way to model is using joint-cognitive systems (JCS) where the objective is to shift from a physical conception of HMIs to a cognitive concept. Cognitive automation can be defined as the technical solutions to help the operator, e.g., HOW and WHAT to do and the situation control. This has led to the advent of smart machines with capabilities of reasoning and representing things as humans do [27]. For correct communication between human operators and machines, an effective and mutual understanding of plans and goals is needed. Here, AI and deep learning play a huge role to make machines smarter while interacting and then subsequently learning from human agents, improving their interaction [24]. With the growing automation in manufacturing plants, the importance and role of HIL is progressing rapidly. With the evolving technology, the effectiveness of HIL is increasing as human operators are constantly engaging with a large amount of data and decision-making process chains in manufacturing facilities. This necessitates research in data-driven production facilities integrating the role of HIL for a more successful blending of human intelligence and CPS, including sensor and visual data analytics as an interactive method. HIL engagement is linked to cognitive capabilities and underlining the importance of contextual information management in industries [28]. Such context-driven interaction can be greatly facilitated by a visual analytics environment. Early data analysis had limited options for user interaction [29,30], but current visual analytics are increasingly upgrading the interaction capabilities [31,32]. Visually enhanced data representation enables users to comprehend the data easily compared to reviewing raw data [33]. Situational awareness and context management are vital in resolving context ambiguity to assess industrial alarms, which if unresolved can overwhelm human operators with innumerable alerts [34].



In January 2021, the European Commission published a perspective on Industry 5.0 or the updated Industry 4.0 paradigm which focuses on human-centric manufacturing to achieve holistic digital transformation [35]. Instead of replacing humans, the manufacturing system will focus on improving collaboration between humans and manufacturing appliances.



How This Review Extends Existing Work


This paper presents a conceptual view of the implementation and need for the HIL concept in a range of scenarios within the future of manufacturing instead of focusing on the categorisation and statistics of the existing literature (e.g., based on specific techniques or models), and it investigates the underlying reasons for the difficulties in implementing HIL.





3. Research Questions and Methodology


This work has been produced using a structured procedure that included a review of the research material that has already been published. The initial questions that this research set out to explore and investigate focus on the roles of humans in smart manufacturing in the move towards I5.0. Considering the socio-technical aspects and the role of human-in-loop in smart factories, the research questions addressed in this paper are:




	
RQ1: How can the differences between I4.0 and I5.0 use cases be classified and is a new hybrid IX necessary?



	
RQ2: How is the role of humans in smart manufacturing impacted as a result of the implementation of AI/ML technologies?



	
RQ3: How can the performance of humans within an HIL cyber–physical production process be assessed or benchmarked? In this paper, the different levels of human involvement in a CPS and their relative importance have been investigated.



	
RQ4: Where and how does a ‘human-in-loop’ concept add value in a smart manufacturing setting?








Figure 2 illustrates the literature review approach that is used to complete this study and identify the final collection of publications for analysis.



Table 1 displays the search terms used to identify relevant concepts within papers. The search terms are derived from an initial review of different topics within smart manufacturing, and then delineated based on the topics decided to be most suitable by the respective authors. Scopus, a publication database, is used to find pertinent articles that have been indexed mainly between 2000 and 2022. The Web of Science and Scholar databases are also utilised as comparisons to find additional works that Scopus has missed. Table 1 shows the search terms used to identify relevant concepts within papers, the peak year for paper publishing, the number of publications in 2021, and the total number of papers.



This first stage of screening the papers aided in determining which works are most pertinent to the study’s stated research questions. Initially, socio-technical systems are investigated, aiming to analyse the human–machine interaction to understand the performance of a complex system. A second stage involved further filtering with additional attention given to papers that are more likely to contribute to the integration of human operators in the manufacturing industries. At this step, each paper’s abstract, introduction, and conclusions (findings and future research) are quickly examined. The entire total of papers is lowered by the second stage from 2043 to 250. Additionally, more recent publications (those published after 2015) are given a higher weight, which resulted in a majority of these works in the final evaluation. A complete reading of the remaining papers started the final phase of the review, which reduced the total to slightly over 130 relevant works. At this point, a comprehensive review of the remaining publications included evaluations of the publication’s contribution and applicability as well as its impact factor score (as rated by Clarivate). According to the literature assessment undertaken for this study, it is clear that manufacturing systems will still need a ‘human-in-loop’ to offer supervisory level mediation for even the most autonomous implementations in the near to mid future. According to the theory presented in Trist [36], in order to model the next-generation manufacturing systems, research on technology and HIL are needed to be done in parallel. Therefore, I4.0 technologies impacting the human operators directly are explored in order to define the different roles of humans within smart factories.




4. Implications of a Move towards Industry 5.0 for HIL Performance Standards


Although the current literature offers different descriptions of I4.0 [37,38,39], it can be broadly described as the incorporation of digital technologies to support systems integration and automation of production. These technologies might include inter alia the industrial Internet of things (IIoT), ML and AI, cloud, edge and cognitive computing, as well as automatic decision-making. Allied with data collection, AI techniques, real-time analysis, and the capacity for a production line’s components to communicate with one another, production can become extremely efficient and customised. I4.0 aims to maximise productivity and efficiency by restricting humans’ roles to keep up with automation. This automation-only technique produced huge growth in the past, but currently, productivity rates depict stagnation in many economies [40,41].



The European Union has provided a guideline for a move to I5.0 [35], which does not attempt to replace the human factor but rather to empower it through the effective integration of human cognitive capabilities within industrial systems. This concept is further strengthened by reviews presented by Emmanouilidis et al. [28,34]. I5.0 focuses on the cooperation between human intelligence and cognitive computing, leading to automation which is an improvement of human capabilities and not the exclusion of the human component [42]. Recouping humans back into the loop, I5.0 reconstructs the tasks of human operators in the realm of manufacturing with methods which benefit the HIL, i.e., to provide value-added services and to work alongside autonomous workforce, collaborative robots, etc., which are informed about the human’s desires [3,43]. A cursory survey of the literature on I5.0 use cases [4,44,45] shows that there is some confusion about where I4.0 stops and I5.0 starts in relation to the classification of a particular contribution.



Some of the classification discourse might be described as premature at the present time. While it is clear that the move from I4.0 to I5.0 has already started, the risk of misclassification for certain use cases that invites criticism from the research community is very real. We suggest that case studies where I4.0 technologies are applied to examples where HIL is a necessary component should be described as a hybrid Industry X.0 challenge. The term is introduced by Schaeffer [8]; IX examines important facets of the IIoT, analysing and describing those in an entertaining and approachable way. It is based on in-depth research and insights into the essential competencies identified in industries, which include handling the management of smart data, managing the creation of digital products, educating the workforce, mastering innovation, maximising platforms and ecosystems, and many more. Figure 3 highlights the hybrid IX concept, which is the synergy of I4.0 technologies and I5.0 principles.



Although AI and ML techniques are being used, human interfaces are necessary, but the level of AI is not yet sufficiently evolved to self-heal or self-diagnose. Along with I4.0, terms such as operator/worker 4.0, etc., are also being coined to differentiate the significance and level of human skills that are required [42], which again poses difficulties for classification. There are many examples of I4.0 use cases where performance would be hindered without some level of HIL. In Figure 4, we have tried to capture this complexity by summarising the various influences that automation and interaction technologies can have on human cognition.




5. Cyber–Physical Systems


In the prior sections, the research literature on RQ1 and RQ2 has been considered through a comparison of the technologies and concepts of I4.0/5.0/X and how each level impacts the roles of human operators in a smart factory. In the present section, the discussion moves to RQ3, i.e., the role that humans will play within a cyber–physical manufacturing process.



A cyber–physical system (CPS) suggests an intelligent process monitored by computer-based algorithms. CPS consists of intelligent devices, storage systems, and manufacturing facilities that can communicate, act, and be controlled independently and autonomously [12,46]. HIL in CPS makes it easier to include human abilities within a selection of its feedback control loops. The necessity for HIL in CPS in the manufacturing domain is clear as it is likely that there will remain a large number of tasks that are resistant to complete automation for the foreseeable future. Interaction between humans and machines, transfer learning, and support will all continue to be crucial in the development of intelligent production systems. Different researchers have reported on the importance of multi-agent architectures and the need for a distributed decision support system approach to integrate human operators, such as [47] and the references therein. When adopting a transparent architecture based on an interactive multi-objective scheduling strategy, humans in CPS supervise the online management of the decision process to track the system’s overall performance. However, incorporating the role of HIL in the design of CPS is not yet fully matured. The following three challenges can be identified if one wishes to seamlessly integrate the role of HIL within a CPS, denoting such integration as HILCPS.



	
What is the spectrum of physical principles, models, and solutions that are available for the task at hand? A systems-based use of HIL within CPS can only be certified when an appropriate HILCPS is defined through a thorough first principles understanding of such models.



	
Reliable modelling techniques are required to detect, classify, and possibly predict human behaviour. Current state-of-the-art techniques are now presented where available. A generalised dynamic human behaviour for interaction with a CPS model remains an open research question.



	
Human behaviour models must be incorporated with some supervisory architecture, be it feedback, feed-forward, or any form of hierarchical control action.






In Wang and Haghighi [48], it is suggested to use a CPS architecture in which a network layer connects two layers of physical and cyber processes. However, this architecture treats human operators who interact with the physical and cyber layers as separate entities when compared to the rest of the system, which also interacts with the physical and cyber units.



Based on the given architecture in [48], a CPS architecture has been proposed in Cimini et al. [23], with the inclusion of human operators with respect to the physical, control, and cyber layers. The layers are defined as follows:




	
Physical layer is where sensor devices mounted on machines are used to communicate with human operators. Here, decisions are made at the edge level with local human intelligence. Smart equipment can be used as an add-on to either implement self-adjusting strategies or to provide additional information to the humans involved for direct intervention. The physical layer supports data collection from the production floor which is then sent to other layers for processing so that decisions can be made in real time.



	
Cyber layer is where the data is sent from the physical layer for data processing, visualisation, and virtualisation of the system [49]. In [50] it is shown how HIL can access the sensor data for data analytics to enhance decision-making, operational and financial performance. The human interaction in the cyber layer here is similar to the human-in-mesh approach given in Fantini et al. [51]. Software technology directs the human operator’s interaction with the manufacturing system, allowing the human operator to interpret factory units through a form of cyber-representation and make better-educated decisions that are subsequently communicated to the physical layer.



	
Control layer is the layer between physical and cyber layers which reproduces the functioning of every physical object. The holonic and multi-agent control approach presented is compatible with industrial control systems (e.g., SCADA), which, with proper integration, provide control over the manufacturing process [52].



The control layer’s key attributes that are presented in the above work can be classified as:













	
Data are collected from machines and other physical objects via sensors.



	
Using a multi-agent system, physical object behaviour is modelled.



	
The control layer that links the physical and cyber layers enables the transfer of decisions from the latter to the factory floor’s equipment via actuators.








Alternatively, in [48], humans are considered to be an external entity to the production floor and only communicate via the cyber layer using interfaces. In the architecture defined in Figure 5, human operators are embedded in all three levels, such an architecture is more in accordance with Industry 5.0 principles.



5.1. Decision-Making in CPS


In the HILCPS architecture as given in Figure 5, the decision-making system (DMS) resides in the cyber layer, where the collected data from the factory floor are analysed to enhance the decision-making process; however, the related output is entirely dependant on the quality of the data. In Jugulum [53], the quality of the data can be analysed in four dimensions, completeness, conformity, validity, and accuracy. A measurement to assess the data quality is suggested as confirming the data quality is the most important step to developing data analytics to support decision-making.



The decision-making in CPS is built on digital representations of real-world objects, or digital twins discussed in more detail in Section 6 and continuous synchronisation with its control properties [54]. In Gölzer and Fritzsche [55], the decision-making procedures that are data-driven are discussed to underline the potential of data-driven autonomous feedback control loops. In Cimini et al. [23], HIL is involved in the decision-making process enhancing cognitive capabilities by utilising continuous real-time monitoring, analytics, simulation and optimisation. The decision-making tools in supply chain management are categorised into data analysis, modelling, control, and learning. The role of HIL in decision-making can range from a hierarchical to a flatter organisational structure. In a hierarchical organisation, the human operator at the cyber level carries out a decision-making role, while at the physical level, the human operator carries out a decision-actuator role. The tools augmenting the cognitive ability of the human operator on the factory floor can support on-site decision-making for operational optimisation. This allows for improved convergence between the human operator in the physical layer and the human decision maker in charge of the cyber layer. Overall, the ultimate objective is to enhance or augment the decision-making process, and in particular to improve the way in which human intelligence can help the production system so as to achieve target performance goals and strengthen the HIL objectives.




5.2. Data Visualisation


Visualisation plays an important role in any human-attributed or digital transformation system. In a typical visualisation framework, data are collected, stored, and then retrieved through appropriate management tools. This process enables the cognitive processing of HIL using data categorisation, perception, assessment, monitoring, and prediction. A theoretical framework of HIL in visual analytics is presented in Figure 6.



In Li et al. [56], a categorisation of visual procedures for human–computer interaction (HCI) is provided, outlining a process to select a suitable design method. In Tran and Le [57], the human vision system has been explored to derive better techniques, more fitting to understand complex data streams. Keeping in mind human vision limitations, multidimensional graphs are proposed to increase the ease of perception by the decision actuator.



In smart manufacturing, the importance of visualisation and the requirement for human-understandable communication in a variety of scenarios such as automation, product design and development, and production are highlighted throughout the literature [58]. Content-related visual depiction is provided in Lade et al. [59] through five categories of analytics: reduction of test time and calibration; improvement of quality; reduction of warranty cost; improvement of yield by benchmarking lines; predictive maintenance. Automation of graphical presentation of analytics data and matching of different graph types resolve patterns in data efficiently [60].



Innovations in the display of snapshot examination of real-time sensor data are in process. Ribbon flow diagrams are improved by employing a case study based on data sets related to an industrial pump product, and presented by amalgamating technical parameters and market data within the same graph in Vosough et al. [61]. Automating matching of data with apt illustrative visualisation types and additional development of this technique, i.e., the development of a system pointing visualisation recommendations when presented with any dataset, using an ML technique to select examples, and keywords can be added to sway the choice of visualisation, as given in Luo et al. [62]. The field of graph grammars is utilised for context-based display of industrial data to examine the automated synthesis of graphs from input data. Graph grammars are used to comprehend complex systems with visual programming languages and have been studied in Zou et al. [63], focusing on the establishment of context awareness about the successful fusion of different parameter sets. In other studies, the generation of graphs from data to understand the rationale behind the visualisation is explored in Lensen et al. [64] using genetic programming ‘to evolve interpretable mappings from the data set to high quality visualisations’. Ontologies also play a big role in understanding visual data analytics [65].





6. Digital Twin Technology in a HIL Setting


Digital twin technology is a virtual representation of a system, updated by real-time data, that uses simulation, ML, and reasoning to enhance decision-making. This idea promises to give production systems real-time control [66]. Dynamic visualisation in multi-mode is the key requirement of this concept, which offers the user a close approximation of the application domain in real life, and is used for training and problem solving, as given in Figure 7.



Capturing any differences between a simulation and a digital twin (DT) is critical to the success of any use case. The simulation is an offline, conditional experimentation [67], while the latter is a real-time event and the quality of the model determines how accurate any simulation will be. The DT technology explores how the user interaction is captured by the CPS sensors and actuators, and the loss of information between the real and simulated events is kept vanishingly small. With the aid of augmented reality, discrete events can be overlaid with simulation model layouts in real-time over live manufacturing line scenes via headsets and hand devices. Closed loop decision-making that is facilitated using mixed or augmented reality environments is another way in which this information loss can be minimised [68]. Case studies involving virtual reality (VR) presentations of manufacturing settings that are boosted using motion and depth sensors such as Kinect have yielded promising results [69]. Models are built using industrial floor layouts for operator control of discrete event simulation capturing real-time movements and voice commands [70]. Radio frequency identification (RFID) labels are used to monitor and manage logistics on the industry floor, focusing on the visualisation of logistics trajectories [70]. There is a need for research on DT-based manufacturing system feedback control loops [54,71]. DT has also been investigated as a method to control and visualise information flow for more comprehensive product development, using the finished product’s performance as a feedback loop in designing new products [72]. Both larger and small- and medium-sized enterprises (SMEs) can benefit from digital twin technology, as it provides unified data acquisition. Lower price point solutions are emerging in the literature [67,72,73,74]. The need for additional research in DT and visualisation is highlighted to address questions such as:




	
what is the amount of autonomous operation and feedback from the industry floor that will be facilitated through the DT?



	
what modifications may be made to better integrate HIL with DT technologies??








To improve urban planning, building, and service, Dassault created a “Digital Twin Singapore” for civil engineering using its 3D Experience Platform [75].



6.1. Tools to Model and Manage Digital Twin Applications


The enterprise tools that are now appearing for DT applications can be broadly divided into the platform, simulation, optimisation, diagnostic, and prognosis categories. Across these categories, data quality is the primary driver behind DT fidelity. As displayed in Figure 8, the various categories, namely collection, transmission, storage, processing, fusion, and visualisation, are the tools for managing data in a DT.



The Thingworx platform [76] has been used to link the DT model to operational products, gather, and display sensor data, and examine results via web applications. Data collection, device administration, big data analysis, industrial protocol translation, and many other services are offered by Thingworx. HIROTEC [77] has also provided case studies in the production of body-in-white closures, exhaust systems, and enclosure manufacturing. Connections between the data from CNC machine operations in real-time and enterprise resource planning system data have been shown to reduce equipment downtime successfully. Siemens has launched the MindSphere platform [78], which provides real-time, secure transmission of data collected from sensors, controllers, and various information systems to the cloud enabling big data analysis and other services. Other data collection tools are also shown in Figure 8. In DT, data transmission needs to be continuous and in real time. Simultaneously, it is also needed to confirm that the data are not missing, the accuracy of the data is maintained to the maximum degree, and that the distance between the real system and DT models remains acceptably small. The container DT model presented by Jedermann et al. [79] provides a state space-based approach to the measurement of this distance. IBM’s Aspera [80] is known for its capacity for fast data transmission of large files over long distances under substandard network speeds. It transmits data using the current WAN infrastructure more quickly than the file transfer protocol (FTP) and hypertext transfer protocol (HTTP). Other tools commonly used for data transmission are shown in Figure 8.



Data storage warrants the safeguarding of data and answers to data access in real time using the read–write mechanism. For instance, Apache HBase is a high-performance, column-oriented, real-time scalable read–write distributed database that is built on the Hadoop software platform. Other data storing systems are shown in Figure 8.



Data processing is the manipulation of data to extract useful information. Apache Spark is an open-source unified analytics engine for real-time data processing and data analytics. Java, Python, and other programming languages are supported by Spark. Data query is also supported using SQL and HiveSQL.



Data fusion combines, correlates, and amalgamates several data sources to provide information that is more reliable, accurate, and practical than information obtained from any one data source alone. In Python, Spyder and Pycharm are used as data fusion software to develop, debug, and as project management, smart prompting, auto-completion, and version control. Other data fusion tools are shown in Figure 8.



Data visualisation provides a graphical representation of data as already discussed in Section 5.2. The open-source software Echarts provides customised data visualisation for large and dynamic data. Similar tools are shown in Figure 8.




6.2. Service Applications That Support HIL for Digital Twin


Service platform tools fuse emerging technologies such as the Internet of things (IoT), big data, and AI. The application tools include monitoring tools, optimisation tools, diagnostic tools, etc. The diagnosis tools provide intelligent predictive maintenance strategy for equipment and reduce downtime, etc., by analysing and processing the twin data. For example, the ANSYS simulation tool helps to design IIoT-connected devices and data analysis of the connected devices, along with design data for troubleshooting and predictive maintenance purposes [81]. Additionally, data-driven methods can be integrated to determine the remaining tool life to inform the human operator when the replacement of machine parts is needed. Such an example can be found in Baker Hughes, which is an oil industry company. They provide products and services to the oil industries and have developed a predictive alarm system on MATLAB [82].



In an HIL setting, the quality of sensor data, energy costs, and required performance factors are all factors that affect the quality of simulations. Control system operation will only be successful through real-time comparison of simulation and real-world states, measurements, inputs, and outputs. The mitigation of risk factors, reducing energy consumption, and increasing system efficiencies have all been considered in the literature. For example, the Plant Simulation software developed by Siemens is able to optimise the scheduling of the manufacturing line and the layout of the factory [83]. Within the digital twin electric grid, Simulink runs several simulated scenarios and analyses the measured grid data to assess whether the energy reserve is adequate and if the grid controllers need to be altered. Comparable tools are shown in Figure 8. Modern simulation technologies carry out diagnostics, decide the optimal maintenance strategies, and gather data to improve the next-generation design. For example, a lack of appropriate FEM simulation analysis during the design of a CNC machine tool may lead to the failure of the machine under vibration. Alternatively, adding more material to boost strength and lessen vibration raises the price. However, simulating the structure analysis on FEA/FEM in ANSYS and taking into account the performance and strength will meet the design requirements of the CNC machine tools [84].




6.3. Human-in-Loop as a Human–Machine Interface


In addition to performing autonomous tasks, CPS also provides HIL with physical and cognitive support. This requires a clear bidirectional information flow in form of interactive human–machine interfaces (HMI). Automatic speech recognition, gesture recognition, and augmented reality are the three key elements of HMI in I4.0 [85]. The latter, commonly referred to as virtual reality, is a vital component of the forthcoming I5.0 and digital twin technology. In the augmented age of I5.0, tools such as VR headsets will be used to augment skills and to make processes simpler and more repeatable. A GUI made up of an enhanced reality visualisation environment, a setup panel, and a gesture detection system are combined to create an HMI [46]. The operator gestures are decoded and transmitted by the gesture recognition system, by specifying the control unit’s input signals. Two frameworks are used to build the recognition system. The former is an optical tracking sensor based on stereo vision and the latter uses a step counter, step detector, accelerometer, gyroscope, linear acceleration sensor, and rotation vector included in an android smartphone. The enhanced reality environment then offers the images captured by the cameras along with a simulation environment to observe any location at random and map gestures in the workspace. This visual input from the HIL enables more effective control of the robot because self-collisions or singular configurations can be clearly anticipated [46]. In other studies, the usage of an evolutionary multi-objective and interactive scheduling framework that incorporates the human’s context-aware preferences in the optimisation process is used to implement HMI at the decisional level [12]. A Flexible Job Shop NSGA2 scheduling scheme that represents a number of Pareto optimal scheduling alternatives is provided to the HMI, and the human operator then selects the preferred choice. This helps in equipping the CPS with decision-making capabilities [12,86].



Zolotová et al. [87] present a series of case studies highlighting the potential applications of intelligent solutions using HIL and describes the changing roles of operators in production systems.





7. Contextualisation


‘Context’ can be described as any information which can be used to characterise an entity, state, or setting. Most current CPSs involving feedback control loops still consider human users as an external factor. However, the incorporation of human operators is affected by a number of factors including the task at hand, the cognitive capabilities required from the operator, and just as importantly the underlining the contextual information that governs performance management [28]. This information will affect input, output and state estimation within a CPS. The efficiency of any HILCPS depends on a good comprehension of the situation for the target problem or environment. In smart factories, IoT-enabled machines or equipment create continuous data streams. Memory can be a limited resource. To efficiently manage data throughput, curation and extraction of relevant contextual information is required. Domain-specific context varies with respect to a target application. For example, in a computer vision use case, relevant objects of interest need to be established, training data collected and suitable validation test data needs to be curated, including relevant false negative and false positive test vectors. Screening procedures for irrelevant information and suitable techniques for contextual reasoning and categorisation need to be applied as a set of training rules in any use case. HIL approaches in this space need to provide sufficient flexibility so that ML with appropriate contextual reasoning and the design of relevant control laws are implemented safely [88]. This has led to complex systems that involve integrated vision, gesture recognition, and object detection as well as (ideally) natural language-based dialogue structures that build up a complete multimodal picture that is interactive and sufficiently rich to guarantee minimum useful levels of performance [89].



The importance of contextual factors in setting appropriate trigger levels within AI models has been identified in [90]. The contextual changes can refer to the dynamics of particular tasks or the collaborative interactions between different sub-systems which can require rigorous HIL metrics to be managed for safe cooperation. In the case of user interface design in autonomous system operation, identification of contextual cues has been identified as significant in [91]. Here, dynamic system adaptation has been demonstrated through the use of predictive sensor measurements. The use of ML to predict these measurements in real time is the next I5.0 research question to be addressed in this space. The use of HILCPS in such a fashion can also help to increase understanding of how design choices are determined. In Cummings and Li [92], the causes of human bias in ML modelling have been taken into account. Consideration has been given to the issue of subjectivity in model and parameter selection as well as sample selection bias resulting from the data. Many open questions remain in relation to the general scoping of the data required for training purposes in such applications. How much and what type of data is necessary in order to reliably deploy ML-based HIL models that are bias-free but also well-tuned to the task at hand?



Instead of taking a comprehensive approach to helping intelligent systems achieve context awareness in the real world, much context-based research has focused on fixing particular challenges [93]. Building on the physical infrastructure already provided by universal computing, which takes the form of smartphones and sensors fitted with intelligent devices, this additional intelligence offers the required functionality to make real-time data processing and knowledge presentation to the user. The next significant advancement toward the implementation of ubiquitous computing paradigms in a CPS is context awareness of the curation/fusion difficulties that emerge when integrating such a vast network of devices [94]. Several authors in the larger IoT literature have thought about the transition to an ‘intelligent age’ of autonomous sensing with the suitable fusion of contextual inputs inside the immediate operational environment of the human user [93,94,95,96]. The use of context-sensitive IoT has seen the introduction of the term ‘Social IoT’ [97], where a suite of IoT devices can be viewed as acting like a combined social network to ensure optimal performance of the task at hand. To establish the necessary context from sensor data, recommender systems have been introduced that adapt in real-time to extract context information using a range of devices including smartphones and environmental sensors. By processing data over time, deriving meaningful content descriptions can become possible [98]. The next step in a move to an I5.0 setting will be an exploration of the automatic detection, flagging, and self-healing properties of HILCPS.



To demonstrate context awareness in smart manufacturing, Alexopoulos et al. [99] present a case study of a white goods producer. A feature-rich context-aware model is used to display operational limitations such as dynamic monitoring of material handling, production planning, real-time status updates, shop floor product assembly support, and shop floor notifications. At the enterprise level, the value of context information in decision support is also taken into account. The need for computational context awareness for HIL is receiving increasing prominence in the literature. An intelligent system has been designed to assist engineers with context awareness on aerospace applications [100]. The employees document their knowledge and observations on specific tasks in a systematic manner that is appropriate for training purposes. Basic data entry tasks, best practices, and interactions with other related materials are carried out in such a system with time stamping so that ML-inspired predictive maintenance will be feasible in the future. The success of any ML model depends on tackling context awareness issues in a knowledge base that is only partially populated as soon as possible. The creation of suitable imputation rules is therefore necessary.



Emmanouilidis et al. [34] affirmed the use of linked data, resolving the context-based linkages between data and knowledge using entity-based semantic description, and defined various types of contextual information relevant to the management of industrial assets. To examine the case for exploring the linked data, an architecture is presented for its collection, using data management and different ML techniques [34]. In order to advance the development of context awareness in computational systems, research on semantics and ontology has been described in [101]. Deep learning-assisted smart process planning is shown to automate the decision-making process through the structured addition of extra computational context awareness using ML, robotic wireless sensor networks, and big data analytics within the CPS [101]. HIL already plays a huge role in embedded context monitoring using control devices. The ongoing need for general rules in relation to the deployment of ML-inspired HIL continues, in order that exceptional constraints in a feedback-based system are dealt with in a controlled fashion so that unsatisfactory decisions in intelligent processes are avoided [102].




8. Hybrid Intelligence


To build effective Industry 5.0 applications, an informed combination of human and artificial intelligence denoted as hybrid intelligence is often required [103]. It is well known that many ML algorithms exhibit bias of some form [104,105], experience difficulty with understanding context [106], offer low precision [105], and have problems in adapting or self-adjustment in different environment [103,107]. This has led to the development of ‘hybrid intelligence’ solutions being reported in the literature, a fusion of machine, sensor and human cognition that augments human intelligence rather than replacing it. During decision-making, the introduction of AI-based or algorithmic models under human control produces a variety of semi-automated or hybrid decision-making processes—where algorithmic and human–agent interactions occur in a complex manner [108]. There are many open research questions here, including how to deploy such systems in a repeatable, rigorous fashion where machines learn from human inputs but more importantly, teach humans about how to effectively train a machine. One such example has been considered in [103]. Hybrid intelligence is only effective when humans and AI can communicate effectively, such as when humans provide feedback to machines through reinforcement learning and when machines provide humans with information to help them make decisions. Examples of such effective communication are often referred to in the literature as explainable AI (XAI) applications [109]. There is still much work to be done to fully explain how the operation of ML applications where HIL is a feature. Informed HIL requires a comprehensive picture of how costs, performance, interaction and uncertainty are dealt with by the control law. Black box optimisation is insufficient if operators are to provide inputs where the signal-to-noise ratio is high. For example, the training process of an ML algorithm can be significantly improved by incorporating training data that have been curated by humans in an informed, structured fashion. Generally, AI techniques require extensive training data to produce a high-accuracy model, but this training cost can be constrictive in many manufacturing use cases. HIL can expedite the training technique so that learning takes place using fewer examples [103,107]. Effective examples of hybrid intelligence through reinforcement learning that improves the quality of decision-making are now appearing. Structured HIL that enhances the accuracy of an algorithm and makes the ML-based outputs more decipherable are considered in [110]. Assimilating human creativity and ingenuity within ML models will be the dominant challenge for HILCPS use cases. The requirement is for highly adaptive, generalised, and faster models that incorporate lower data engineering costs and are generally applicable [103]. A leaner, fairer use of ML within HIL use cases AI requires the assignation of “the right value to the knowledge producers” and weighting implied knowledge gathered from HIL in a structured repeatable fashion [111] (p. 244).



This focus on data engineering for ML within HIL has been reported in a variety of different works. In a supervised learning setting, the authors of [103] reported on how the human input required in labelling training data and associated troubleshooting yielded promising results. To generate large, inexpensive labelled datasets, crowd-sourcing has been reported, i.e., the identification of trees in ReCaptacha’s online security questions and translating websites in language learning applications such as Duolingo [112]. Such an approach allows for distributed and collective human intelligence to feed in an ML model [113].



In unsupervised learning examples, human inputs have been used to understand the clustering of particular events that are useful for increasing training efficiency [103].



In ’semi-supervised’ learning, human inputs have been used to cross-check predictions and for quality assurance [114]. Reinforcement learning is a logical platform to test performance limitations using HIL, to effectively regulate ML behaviour, and to incorporate soft rules (for example ethical values), in [115]. Apart from weighting the contribution of any agent or sensor input, HIL can be used as a hybrid reinforcement/active learning use case where agents poll human experts asynchronously to dynamically select control policies [113]. Figure 9 depicts the collaborative learning process with HIL and XAI in hybrid intelligence.



8.1. Bottleneck Detection Integrating Human-in-Loop


In the production floor workload optimisation literature, disruption events in certain machines that affect the entire system workflow are referred to as ‘throughput bottlenecks’ [116]. To achieve optimal workflow throughput, identification of the throughput bottlenecks relies heavily on domain expert knowledge [117]. The impact of HIL on performance, where domain expertise is a factor is not only time-consuming but also error-prone in the absence of well-defined multiagent models. In the literature, a number of statistical model reference strategies have been suggested [118,119]. It takes time and effort to apply any statistical technique to ensure that the real-world data fits the model. This requires an HIL control law to be fully informed by different statistical techniques so as to validate the data and derive meaningful conclusions. Additionally, as the dynamics of production systems evolve with time, time-varying data from machines may also change patterns. Incorporating domain knowledge or the expertise of HIL would result in generating new hypotheses on real-life production systems over time, something not entirely captured by real-world data. Data scientists can create highly relevant ML-based solutions that identify the current limitations at any sampling interval with the use of operations research results [23]. Unsupervised machine learning with hierarchical clustering is presented in [117] to identify throughput bottlenecks and to design recommender systems by blending action-log data on bottlenecks. In Havur et al. [120], a semi-automated, graph-based model of manufacturing process design is presented, that supports the identification of bottlenecks in an HIL setting.





9. Security Aspects of Human-in-Loop


Many industries are now integrating security aspects into their physical production process models. Reports on the integration of such secure operational technology (OT) within industrial control and information technology (IT) systems are appearing in the literature. Digital technologies and cognitive computing are shifting the traditional boundaries of such OT environments. The penetrable boundary between IT and OT systems suggests new attack windows for malign actors. While IoT devices unlock potential in the physical world, they also expose organisations to an increasing cyber threat. The same vulnerabilities that other networks have with regard to exploitation, malware, denial of service (DoS), device hacking, and other typical attack techniques can be seen in smart factories [121]. The work presented by Maggi et al. [121] illustrates several unusual potential attack vectors that can affect I4.0 systems. High-profile attacks on industrial systems or other critical infrastructure are becoming a more regular occurrence and now have significant practical relevance. Some examples of past industrial cyberattacks are:



2010: The STUXNET Worm targeted the PLC systems at an Iranian nuclear facility. Stuxnet was one of the first famously known examples of advanced persistent threat (APT) malware. It was a worm which searched for the STEP 7 software of Siemens PLCs. These PLCs were used in centrifuges at Iranian nuclear facilities [122,123]. If critical and sensitive systems have a deception architecture, and human operators would analyse the data collected by the deception architecture, then attacks by the likes of Stuxnet can be prevented. Baksi and Upadhyaya [124] proposed a deception architecture which collects data in a system, and the data are analysed by the system administrator who acted as HIL to determine the depth of any penetration by APTs.



2012: The Aramco oil facility in Saudi Arabia saw 30,000 computers infected in a targeted attack on their network [125]. To combat such situations, Baksi and Upadhyaya [126] put forward deception architecture for networked systems. They showed that if one of the computers in a networked system is infected, then the information can be shared with other nodes in the network through a covert channel which remains outside the purview of the attacker. There remains significant utility in HIL applications, whereupon the receipt of new information in relation to attack vector defence actions that minimise the impact on manufacturing operations, while preserving the integrity of the process from a certification perspective can be tailored to a particular type of malware attack.



2019: Well-known industrial companies including Siemens, BASF, and Henkel declared that they had fallen victim to a state-sponsored hacking effort.



2021: An American company called Colonial Pipeline was the target of a ransomware attack, cutting off a significant part of the oil supply to the US east coast.



Colonial Pipeline came under an APT-type ransomware attack in 2021. The attack was carried out by the APT group DarkSide [123]. Such ransomware attacks created systems at Colonial Pipeline to go down for a considerable amount of time. It also created huge fuel shortages in the east coast of the United States, flight delays at the airports, and caused loss of businesses [127]. The company ended up paying USD 4.4 million in ransom payment [128]. Such ransomware attacks leave the victim confused regarding the course of action to be taken. Incorporating HIL in such situations to take a decision to either pay the ransom or not pay the ransom, based on minimising company losses may prove to be very effective. Game theory models may be used to make an informed decision [129].



According to IBM’s “2020 Cost of a Data Breach Report”, the average overall cost of a data breach is estimated to be EUR 3.86 million. The report also states that it takes 280 days on average to discover and contain a data breach [130]. According to Wu et al. (2019) [131], manufacturing is the second-most attacked industry; however, the industry’s security is lacking. Industrial environments are going to have to rethink their approach to cyber defence, particularly as the type of threat becomes ever more sophisticated.



The applications of ML in cybersecurity are vast because it constantly learns by analysing data to uncover patterns to more effectively detect threats in encrypted traffic, reports insider threats, anticipates when ‘bad neighbours’ will be online to keep users safe while browsing, and secures data in the cloud by identifying suspicious node behaviour. Intrusion detection is one of the main application areas for ML in industrial cybersecurity applications, with a significant body of research now emerging [11,132]. Organisations are forced by the cyber threat landscape to continuously track and correlate millions of internal and external data points across their users’ infrastructure. Automating the analysis of cyber attacks using ML and implementing HIL would result in rapid threat detection and analysis. Therefore, it is critical to comprehend the role of HIL while designing any security-conscious CPS, considering the human engagement with the system and its effects on security assurances. There are, however, very few studies in the body of knowledge on human–machine interface design that take into account how human situational awareness affects a system’s performance in terms of cyber–physical security and real-time cyberattack protection. In Elfar et al. [133], an extendable virtual platform is presented that examines how HIL affects CPS security at various levels of autonomy. In Le et al. [134], the authors investigate the visual characterisations of multivariate time series and real-time predictive analytics to highlight potential faults, threats, and malicious attacks.



After analysing the literature for a ‘human-in-loop’ model to detect cyber threats, we propose a standard architecture adopting the standard outlined in Figure 10 to successfully incorporate HIL in the detection and mitigation of cybersecurity attacks on manufacturing operations.



	
Cyber attacks are expected to be a recurring problem moving forward and, therefore, the formulation of a mitigation strategy is essential in normal operation. Once a cyber attack is detected, an AI-informed intrusion detection system (IDS) analyses the threat, collects information regarding the attack, and sends the information to the HIL.



	
The human operator analyses the information and the output of the AI-based IDS. A decision regarding the plan of action is formulated and a defence strategy is executed by the HIL.



	
The defence action taken with HIL optimises the mitigation effort associated with a particular attack.



	
Multiple attacks may transpire during any mitigation. The early detection of such attacks and a measurement of the benefits that are derived from incorporating HIL must be recorded in order to help the community of practice engage in what-if thinking in relation to improved resilience to attacks.
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Figure 10. Human-in-loop in the detection of cyber attacks. 
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10. Discussion and Conclusions


By establishing a digital network between industrial equipment, smart manufacturing seeks to increase system productivity and product quality while lowering costs. Even though conceptual modelling and engineering principles have received more attention, the majority of work is focused on automation systems, data flow control, systems integration, and optimisation technologies. In order to better align and integrate human skills in the realm of smart manufacturing, this research advances by incorporating ‘human-in-loop’ design elements intelligently and fully, mainly in the following three aspects.



	
Intellect aspect: Humans serve as mentors who possess the information that AI models can learn from.



	
Interaction aspect: Humans perform collaborative and supervisory responsibilities to guarantee effective engagement.



	
Interface aspect: Humans assist in the data gathering process through some interfaces in addition to acting as data requesters.






The majority of the necessary techniques need advanced analytics tools in the backend; therefore, the collaboration between AI and the ‘human-in-loop’ is both an opportunity and a challenge to improve flexibility.



This review article analysed over 130 research papers selected after a thorough exploration of the literature. This paper has surveyed existing research that investigates the present and future need for the importance of the HIL in different aspects of smart manufacturing including its security. It is determined that for the foreseeable future, human decision makers will continue to play a crucial role in many industries for more complicated automation tasks requiring the mass manufacture of highly customised products. As a consequence, the assessment of performance for the ‘human-in-loop’ will remain a crucial element of numerous CPS applications. In this paper, the state of the art with regard to the use of cutting-edge ML approaches is surveyed, especially in contexts where the human operator acts as an active collaborator within a CPS. Given the socio-technical character of the smart factory, it is crucial to accurately describe how humans interact with all of the smart devices. This paper has outlined a list of research questions that remain to be addressed so that Industry 5.0 becomes a reality. In particular, the efficient curation of training data so that the role of human operators can be captured efficiently and the seamless integration of ML within a loop that involves a human operator remain significant questions to be addressed by the research community. The success of I5.0 use cases requires that rigorous metrics must be introduced and, moreover, gain general acceptance so that the performance of HIL can be fairly assessed. This is still an open question in many HMI use cases. It is only through rigorous measurement of performance that the value added by HIL in manufacturing can be properly assessed. Therefore, for future work, creating a unified evaluation framework to specify and quantify important performance indicators would assist in clarifying the benefits and difficulties of HIL.
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Figure 1. Structure of this paper. 
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Figure 2. Approach followed to complete the literature search and review. 
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Figure 3. Industry 4.0, 5.0, and X. 
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Figure 4. Human–machine collaboration in Industry X. 
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Figure 5. Human-in-loop cyber–physical system (HILCPS) architecture. 
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Figure 6. Human-in-loop in visual analytics. 
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Figure 7. Three-dimensional visualisation for operator assistance. 
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Figure 8. Tools for data management in a digital twin. 
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Figure 9. Human-in-loop in hybrid intelligence. 
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Table 1. Structured literature review: search terminologies and papers.
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	Terminologies
	Highest Publication Year
	Publications in 2021
	Aggregated





	Industry 5.0
	2021
	11,016
	9444



	Cyber-physical systems
	2019
	3565
	25,219



	Data visualisation & human in loop
	2021
	46
	368



	Digital Twin
	2021
	2,119
	7519



	Human-Machine Interface
	2021
	1658
	17,381



	Contextualisation
	2021
	811
	6600



	Hybrid Intelligence
	2021
	3343
	27,146



	Bottleneck detection in smart manufacturing
	2022
	3
	15



	Security aspects of Human in loop
	2019
	5
	41
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