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Abstract

:

Aiming at the problem of data sparsity, cold start, and privacy concerns in complex information recommendation systems, such as personalized marketing on Alibaba or TikTok, this paper proposes a mobile social recommendation model integrating users’ personality traits and social relationship strength under privacy concerns (PC-MSPR). Firstly, PC-MSPR focuses on specific personality traits, including openness, extraversion, and agreeableness, and their impacts on mobile users’ online behaviors. A personality traits calculation method that incorporates privacy preferences (PP-PTM) is then introduced. Secondly, a novel method for calculating the users’ relationship strength, based on their social network interactive activities and domain ontologies (AI-URS) is proposed. AI-URS divides the interactive activities into activity domains and calculates the strength of relationships between users belonging to the same activity domain; at the same time, the comprehensive relationship strength of users in the same domain, including direct relationships and indirect relationships, is calculated based on interactive activity documents. Finally, social recommendations are derived by integrating personality traits and social relationships to calculate user similarity. The proposed model is validated using empirical data. The results show the model’s superiority in alleviating data sparsity and cold-start problems, obtaining higher recommendation precision, and reducing the impact of privacy concerns regarding the users’ adoption of personalized recommendation services.
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1. Introduction


As new information and communication technologies (ICT) infrastructure construction grows rapidly in fields such as 5G, big data, and artificial intelligence (AI), business intelligence applications are deeply involved in the complex information systems necessary for social commerce [1]. At the same time, the COVID-19 epidemic has created a situation where social media users post more and more content, such as text posts, short videos, and live-streams through social media platforms (i.e., Weibo, WeChat, TikTok, and Facebook). A rapid increase in data volume, variety, and velocity (3Vs) presents both opportunities for and challenges to users and service providers, due to the prevalence of social media software and user-generated content (UGC), which often results in “information overload” [2] for users and unique challenges for systems designers. As such, the recommendation system (RS) has been introduced and is now in use by large commercial vendors, such as Amazon. The goal of the RS is to utilize user information to obtain user preferences, realize personalized service recommendations, and convert casual viewers into potential buyers. The essence of the social recommendation system is to use various types of information, such as user personal attributes and social behaviors, to recommend personalized services for users. The integration of basic user attributes and friend relationship information effectively relieves the pressure of data sparseness when the system recommends and efficiently improves the recommendation accuracy. A well-designed mobile social recommendation system allows mobile commerce enterprises to target individual marketing and lock on the target customers, based on the users’ demographic and social characteristics, including gender, age, address, etc., as well as social relationships, interests, and behaviors, and to achieve more relevant, participatory, and efficient personalized services on social platforms [3]. As a result, mobile personalized information recommendation systems that incorporate social relations are becoming an important system design challenge.



The strength of the user relationship can represent the degree of intimacy between different users, including both direct and indirect relationships. The higher the degree of closeness in a connection, the greater the responsibility toward the people with whom we share it. Moreover, the relationship strength among different users is different and can change rapidly for various reasons. Therefore, examining the strength of the user relationship in social networks is of great significance in many aspects, such as personalized recommendations, behavior prediction, link prediction [4], etc. [5]. At present, most studies estimate the strength of relationships among different users in social networks by utilizing the users’ personal information and interaction information [6]. In general, users with similar personal information are likely to have more similar interests and will have stronger relationship strengths. In addition, more frequent interactions between users may indicate a closer relationship between the two [7]. However, the methods proposed by these researchers for calculating the strength of user relationships are rather one-sided. Either the strength of the relationship between all users is calculated in a general way, or only direct links are considered, while the importance of indirect relationships is ignored; therefore, the results of these methods are less accurate.



Furthermore, privacy issues in mobile personalized services have sparked panic among users. In the case of customization as well as privacy, there’s a constant conflict between a firm’s need for consumer information to tailor consumer experiences and the need to protect a customer’s privacy. The existing online privacy protection mechanisms are mostly unilaterally formulated by service providers, ignoring the privacy preferences of individual users. Users must either directly refuse to use the service, or, in order to access the service, must passively accept all these privacy policies, without having a choice about the types of private information that are disclosed [8]. Therefore, the impact of “privacy concerns” regarding the performance of recommendations has to be considered when service providers offer personalized information services. In addition, an individual’s personality traits have been found to influence user behavior in social networks. People who are high in extraversion tend to be better at communicating with friends and are relatively less concerned about their privacy [9]; those who are high in openness tend to have a broad range of interests and be more adventurous and creative; those who are high in conscientiousness have high levels of thoughtfulness, have good impulse control, and show goal-directed behaviors; those who are high in agreeableness are more selfless, cooperative and harmonious with others, and are more likely to trust others; people high in neuroticism are characterized by sadness, moodiness, and emotional instability [10]. The above can be summarized thus: individual personality traits will have a significant impact on users’ psychological preferences, online social styles, privacy concerns, etc. [11].



The main contribution of the paper is to develop a mobile social recommendation model (PC-MSPR) that takes the user’s privacy and their social relationship into account in design considerations. Firstly, a novel personality traits metric integrating privacy preference for users’ privacy concerns is presented. Secondly, a relationship strength calculation based on activity domain classification and indirect relationship fusion is proposed. On this basis, a hybrid collaborative filtering recommendation method considering privacy concerns and integrating users’ personality traits and social relationship strength is proposed, to achieve a high-quality mobile personalized intelligent recommendation service. Finally, in order to verify the superiority of the method proposed in this paper, we conducted experiments using both simulated and public datasets. The experimental results show that compared with the traditional collaborative filtering recommendation algorithm, the proposed method achieves a higher performance. In addition, it is superior in terms of alleviating data sparsity and cold-start problems and can reduce the impact of privacy issues on users’ adoption of personalized recommendation services.



The structure of this paper is as follows. Section 2 provides an overview of the relevant literature and previous work. Section 3 introduces a hybrid collaborative filtering recommendation method that integrates personality traits and relationship strength in light of privacy concerns. Section 4 presents the initial test results, based on empirical data analysis. A summary presenting our comments and suggestions for future work is provided in Section 5.




2. Related Work


2.1. The Relationship between the Big Five Personality Traits and Users’ Online Behavior


Personality trait theory has long attempted to determine how many personality traits exist [12]. The theory suggests that personality traits are the basic characteristics of people; they determine the basic characteristics of behavior, and the relative strengths of different traits explain personality differences, which are the commonly used basic units for personality assessment [13]. The Big Five personality model quantifies some personality traits. Researchers have summarized the Big Five personality model, thus: individual personality traits can be represented by openness, extraversion, agreeableness, conscientiousness, and neuroticism, and all five dimensions can be quantified [14]. Moreno [15] first proposed the statistical analysis method to assess the personality traits of users and called it a sociometric technique. As the current mainstream method of personality trait measurement, this technology can directly use the scores in the experiment to quantify abstract user psychological traits and measure the interpersonal relationships among members of social groups. Compared with the traditional subjective measurement method, its advantage lies in revealing information on individual or group adaptation and studying the stable relationship between individuals in the group. Selfhout et al. [16] used Moreno’s sociometric technique to collect the required data, and then collected subjective scoring data about personality traits through questionnaires. Through the hypothesis of the types of extraversion (frequently spelled as extroversion), directness, neuroticism, agreeableness, and conscientiousness, the five general personality traits are defined. Lu et al. [17] studied the relationship between the Big Five personality traits and online user trust. It revealed that the Big Five personality traits have an impact on trust between users and indirectly influence the success rate of transactions. Quercia et al. [18] studied the interesting topic of analyzing whether there are similarities between users who are popular in real life and those who are popular in the virtual world. It suggests that the Big Five personality traits are related to users’ openness and extraversion on social networks. Moreover, an even more important contribution is the discovery that real and virtual users share similar personality traits. Golbeck et al. [19] analyzed the relationship between users’ online behaviors and personality traits using text-mining techniques and predicted personality traits by using online behavior data, based on Gaussian processes and machine learning algorithms. Similarly, numerous studies [20,21,22] have demonstrated the feasibility of using data on users’ online social behavior to predict their personality traits. Some results have also shown that the Big Five personality traits are mainly characterized by extraversion, openness, and agreeableness [23]. Xiao et al. [24] used users’ online social information and selected different indicator dimensions for different personality traits to calculate users’ extraversion, openness, and agreeableness. On this basis, with the emergence of social platforms and formats such as short videos in recent years, we further optimize the indicator dimensions in this paper to improve the accuracy in predicting users’ personality traits.




2.2. The Strength of the User Relationship and Personality Traits in Social Networks


At present, research on user relationship strength in social networks mainly focuses on the analysis of users’ interaction information. Xiang et al. [25] calculated user relationship strength on Facebook and LinkedIn by analyzing user interaction activities and user similarity. Viswanath et al. [26] discussed the relationships between users through Facebook “wall posts”; Lin et al. [27] evaluated the user relationship strength by proposing a weighted network graph model based on trust propagation strategy and indirect relationships. The weighted network graph can clearly reflect the relationship between users. In the graph, nodes represent users, edges represent connections between users, and edge weights represent the strength of user connections. By considering the length and edge weights of a relationship path and the number of relationship paths, we can use them to estimate the user relationship strength. Feng et al. [28] estimated the relationship strength between users through a predictive model by using a large amount of social network data. However, the above studies ignore the distinction between users and interactive activities in terms of activity domains. Users who belong to the same area generally have a greater number of similar interests and stronger relationship strength. Based on this, Zhao et al. [29] estimated the strength of the relationship between users by analyzing personal data and information on the interactions between users. However, this approach ignores the strength of the indirect relationships between users. In addition, scholars have focused on the use of personality traits to study relationship strength. Su et al. [30] examined the impact of “homogeneity” formed by user personality traits on the strength of social relationships on Myspace and LinkedIn. Singla and Richardson [31] studied the influence mechanism of users’ similar personality traits on user relationships. Based on the basic principles of personality traits in social psychology, Anusic and Schimmack [32] proposed a method for calculating the strength of social relationships that integrates both personality and behavioral interactions. Based on the works reviewed, this paper considers the activity domains of users when calculating the user relationship strength and divides the relationship strength between users into direct relationship strength and indirect relationship strength.




2.3. Recommendation Services and Privacy Protection in Social Networks


The recommendation services process in social networks generally includes the collection of multi-source social network data, the calculation of user relationship strength, the calculation of user interests, the generation of recommendation results integrating into the social network relationship, and the continuous revision of recommendation results, based on user feedback [33,34,35]. At present, the research on the recommendation method mainly focuses on two approaches: the heuristic/memory-based and model-based approaches [36,37,38]. The memory-based social network recommendation system uses the known “user–user” relationship matrix and “user-item” rating matrix to build the recommendation model [39,40,41]. Conversely, the model-based social network recommendation system uses heuristic or K-nearest neighbor approaches for social recommendation [42,43,44].



However, while enjoying the convenience of a mobile personalized intelligent recommendation service, the risks of users’ private information being exposed and inappropriately or illegally used are also gradually increasing. More and more researchers have proposed new methods from the perspective of privacy protection to solve user privacy problems [45]. For example, Zhao et al. [46] conducted a questionnaire survey with structural equation relationship research into the adoption of location-based services (LBS) to verify the impact of privacy on users’ online behavior. Mousavi et al. [47] used a questionnaire to complete their study on the privacy protection behavior of online users, suggesting that mobile social platforms allow users to set their own privacy preference mechanisms. Christian et al. [48] integrated the impact of individuals and systems on the privacy of online users and quantified the privacy influences.



The above works show that users’ online behaviors are highly correlated with their personality traits, and it is feasible to use users’ online social behavior data to predict their personality traits. However, most of the current models fail to address users’ privacy concerns fully and fail to analyze the relationship between privacy concerns, personality traits, and the online behavior of users. In addition, the current calculation methods of user relationship strength in social networks mainly rely on the calculation of direct user similarity, based on online interaction data. Therefore, this paper takes important factors, such as domain knowledge and users’ indirect relationships, into account to improve the measurement of user relationship strength in social networks, and innovatively integrates privacy preference into the user personality traits calculation model. Finally, personality traits, privacy concerns, and the relationship strength of users are integrated into the user-based collaborative filtering recommendation model, and psychology and computer sciences are likewise integrated to study the online behaviors of mobile users and their willingness to make use of recommendation services.





3. Methodology


3.1. The Implementation Mechanism of the Methodology


In the field of recommender system frameworks, a technique has been broadly applied that is commonly known as collaborative filtering (CF) [49]. The main idea is to determine similar users, based on group behavior, and use multiple user information to give users decision-making recommendations. The theoretical basis of collaborative filtering is that the more similar things are, the easier it is to make the same choice, which is mainly reflected in two aspects. One is that users are more likely to adopt recommendations that are similar to historical services, and the other is that users are more likely to receive recommendations from users similar to themselves. The inspiration for communitarian separation comes from the latter, the idea that individuals frequently get the best suggestions from somebody with tastes similar to their own. Most of the traditional hybrid collaborative filtering systems simply combine several methods and do not use additional user data to improve the accuracy of user portraits. For example, the recommendation results of various technologies are weighted and mixed; the one with the highest accuracy is selected from multiple recommendations; alternatively, the recommendation result of one method is used as the input of another method, and so on. To improve accuracy, the hybrid collaborative filtering method proposed in this paper incorporates personality traits and relationship strength while addressing privacy concerns.



The method proposed in this paper integrates various types of information on users, including user attributes, social behaviors, interests, preferences, etc., so as to obtain a more accurate sense of similarity between users. The use of multiple information types can improve recommendation accuracy and alleviate the problems of cold starts and data sparseness. Privacy preferences enable social media platforms to assess an individual user’s privacy preferences and then provide this reaction to the service provider. With their control of the social media platforms, the service provider can apply an appropriate degree of privacy protection, based on the different levels of privacy preferred by their users. Personality characteristics shape the patterns of thoughts, actions, and feelings that people choose. Firstly, users with certain privacy preferences are more likely to be surrounded by the same type of friends. Therefore, the model for a personality traits measurement method, combined with privacy preference (PP-PTM), is proposed to study the impact of users’ personality traits on privacy preference and the correlation between personality traits, online behaviors, and the privacy preferences of social network users. Secondly, a user relationship strength estimation method combining activity field classification and indirect relationships (AI-URS) is proposed to estimate the comprehensive relationship strength of users in the same field, based on their interaction activity data, including their direct and indirect relationships. Through the calculation of the user relationship strength, it is not only possible to know whether there is a relationship between users in the social network but also to further obtain information on the closeness of the relationship between users. Finally, an improved collaborative filtering recommendation method considering privacy concerns is proposed, which integrates user personality traits and social relationships. Figure 1 shows the framework of the model. Traditional mobile social recommendation methods use basic user attributes and friend relationships to alleviate the data sparsity problem and enhance the reliability of recommendations. The method proposed in this paper fully incorporates user privacy preferences, personality traits, interactive activities, and other types of information on this basis, effectively alleviates the cold-start problem of new users and data sparseness in new systems, and helps to address user privacy concerns, to a certain extent. On the basis of the above methods, it calculates the nearest similar neighbor set of target users by integrating information such as privacy preferences, personality traits, and social network relationship strength.




3.2. Personality Trait Measurement Method Integrating Privacy Preferences


3.2.1. User Privacy Preferences Measurement


Privacy settings in social networks (taking Sina-Weibo as an example) include: “How can I be found?” (account number or mobile number), “Who is allowed to comment on my posts?” (all people, followers only, or people I follow), “Should I recommend contacts?”, “Who is allowed to personally message me?” (all people, followers only, or people I follow), “Who is allowed to mention me?” (people I follow, everyone), “Binding other accounts”, “My location” (all people, followers only, or people I follow), etc. Henson et al. [50] and Xiao et al. [23,24] both found a strong correlation between user activity, personality traits, and the user’s privacy behavior. Mobile social users’ activity is significantly correlated at the level of “Who is allowed to comment on me?”, “Who is allowed to personally message me”, and “My location”. Therefore, the above three elements are selected as measurement items of users’ privacy preferences. One statistical technique for predicting the value of one variable that depends on the value of another is known as linear regression analysis. When the dependent variable is affected by multiple variables, the multiple linear regression model is usually used to predict the dependent variable. Using this model for prediction is relatively effective and it is simple to operate. Taking Sina-Weibo or TikTok as examples, the multiple linear regression model is adopted, and three evaluation indexes are assumed that are all within a certain time period (taking half a year as an example): (1) whether to tick: “Who is allowed to personally message me?” (AM); (2) whether to tick “Who is allowed to comment on me?” (AC); (3) whether to allow “My location” to be marked (AG). The privacy preference strength of mobile users can be calculated by the above three indexes and is expressed in Equation (1):


   P u  =  (    AM  u     , AC   u     , AG   u   )   



(1)







The preferences in terms of privacy concerns of user  u  is expressed by a vector    P u   ;   AM   represents the quantitative value of user    u ,    and their privacy preference for private messages sent by other users;   AC   represents the quantitative value of user    u ,    and their privacy preference for other users to comment on his or her own posts;   AG   represents the quantitative value of user    u ,    and their privacy preference for location information being marked on social media platforms. Quantifying the privacy vector    P u    can obtain the degree value that can be used to represent the privacy preference of the user  u . This paper defines it as privacy preference intensity (PPI). The value of user PPI (   P u   ) can be calculated by these three related measurement items, which is expressed as:


   P u     = β   1   (    AM  u   )     + β   2   (    AC  u   )     + β   3     ( AG   u  )  



(2)







The probability values of the three measurement items can be 0 (fully agree with allowing “private messages”, allowing “comments”, and allowing “location annotations”), or 1 (fully disagree with allowing “private messages”, allowing “comments”, and allowing “location annotations”). This value represents the specific preferences of different mobile users in terms of privacy settings.




3.2.2. Personality Traits Measurement


The model proposed in this paper treats the user’s ratings on the “Big five personality questionnaire” as continuous data showing the user’s personality traits. The questionnaire we used was proposed by Hellriegel et al. [51], “The big five personality traits measurement short form”, which contains 25 measurement questions on five dimensions of personality traits, and a total of 421 people completed the questionnaire. The Big Five personality traits test includes five dimensions: openness, conscientiousness, extraversion, agreeableness, and neuroticism, which can be used to describe personality generally and is suitable for the measurement of personality traits in this paper. In addition, it uses vectors to characterize the data of users’ social network behaviors. Based on an analysis of the representation variables of mobile user activity, this method obtains information representing the originality, dissemination, and popularity of a mobile social platform, and the interaction information in the user network is used to measure the user relationship strength. Originality refers to the degree of platform users’ original activity, which is measured by the number of posts, photos, short videos, and updated comments on the network; dissemination refers to the connection role of users in social networks, which is measured by the number of comments, photos, music, short videos, and shared blogs published by users, mainly reflecting the sharing and relaying of information by users; popularity refers to the popularity of users, measured by the number of friends, followers, and visitors.



Selfhout et al. [16] believe that not all five dimensions have an impact on the user’s online behavior and social network relationships. At the same time, Xiao et al. [23,24] have suggested that the extraversion, openness, and agreeableness of users can affect their privacy concerns behavior. In addition, previous works [19,24] both argue that users’ personality traits can be characterized according to their online behaviors. Therefore, the paper chooses these three dimensions and users’ online behavior representation information about originality, dissemination, and popularity, as mentioned above. Based on a multiple linear regression model used to measure personality traits, the model selects 15 independent variables, including the number of followers, visitors, blog posts, photos, short videos, private messages, and comments, as well as the number of comments retweeted and shared, photos, trending topics, short videos, music, etc.:


   S u  =  (   O u     , C   u     , E   u     , A   u     , N   u   )   



(3)







The vector    S u    represents the personality traits of each user,    O u    is the user’s openness rating (the number of followers (    FN  u   ), the number of shares (    SC  u   ), the number of likes or comments (    CN  u   ), the number of mentions (    PN  u   )),       C   u    is the users’ conscientiousness rating,    E u    is the users’ extraversion rating(the number of followers (    FN  u   ), the number of posts (    DB  u   ), the number of likes or comments (    CN  u   ), the number of following (    AN  u   )),     A  u    is the user agreeableness rating (the number of followers (    FN  u   ), the number of shares (    SC  u   ), the number of likes or comments (    CN  u  )  , and the number following (    AN  u   )), while    N u    is the users’ neuroticism rating. Quantifying the mobile user’s personality traits vector can obtain the value that represents the user’s personality traits. This paper defines it as the personality traits reference value (PTPV). Therefore, the PTPV, which integrates privacy preferences, is calculated as follows:


   O u     = β   1   (    FN  u   )     + β   2   (    SC  u   )     + β   3   (    CN  u   )     + β   4   (    PN  u   )   



(4)






   E u     = β   1   (    FN  u   )     + β   2   (    DB  u   )     + β   3   (    CN  u   )     + β   4   (    AN  u   )   



(5)






   A u     = β   1   (    FN  u   )     + β   2   (    SC  u   )     + β   3   (    CN  u   )     + β   4   (    AN  u   )   



(6)








	
   S   u , p    =  (   O u     , E   u     , A   u     , P   u   )   , where the vector variables of    O u   ,    E u   ,    A u    and   P u   are calculated by a multiple linear regression model, respectively.










3.3. A Method for Calculating the Strength of a User Relationship Based on Social Network Interaction Activities and Domain Ontologies


3.3.1. Construction of the AI-URS Method


Step 1: Allocation of activity domains. Since the strength of the relationship expressed by user interaction behavior in different activity domains is different, the activity domains need to be divided according to interaction activity documents. Therefore, this paper utilizes natural language processing (NLP) to deal with this problem. LDA is an important unsupervised machine learning algorithm in terms of text semantic analysis. We use it as a generation probability model of text collections to model the generation process of documents. Each word in the text is assigned a subject in LDA, which assumes that interaction activity documents are made up of words that help determine their themes. As a collection of works, the model treats documents in the same way. “Google distance” is a common method for evaluating semantic similarity. This method assumes that words with the same or a similar meaning are closer, and words with different meanings are relatively far apart. We use this method for the calculation of text content distance. According to the standard Google distance algorithm, the semantic distance of each result cluster and the name of each activity field is calculated; this is also known as the correlation calculation. If the correlation exceeds the pre-set threshold, the activity domain with the highest correlation will be considered the activity domain of the result cluster; otherwise, the result cluster belongs to the “other” class. Then, based on domain ontology [52], this paper further calculates the correlation between each social platform interaction activity document in the cluster and the activity domain name that the result cluster belongs to. If the correlation is higher than the pre-set threshold, the activity domain name of the interactive activity document of the social platform is the activity domain name of the result cluster; otherwise, the interactive activity document belongs to the “other” class.



Step 2: User relationship strength measurement. Based on the interactive activity document, this paper calculates the comprehensive strength of relationships between the target users and the node user in the same field, including the strength between users with direct and indirect relationships. At the same time, in order to facilitate expression and interaction, each activity domain is represented by ontology knowledge, while user relationships are represented by the social network weight graph. Considering the characteristics of mobile social networks, this paper calculates the indirect relationship strength based on the number, length, and edge weight of the relationship paths; it calculates the direct relationship strength, based on time and interaction frequency.




3.3.2. User Relationship Strength Measurement


	
Allocation of Activity Domains






This paper proposes an ontology-based method for the allocation of activity domains, using Microblog (Sina-Weibo) as an example. The relevant information is collected from social network platforms, such as user information, microblog information, user friendship, and retweets. Then, each piece of information data is converted into a dataset, including a user dataset, an activity document dataset, and a user-interactive relationship set.



Next, activity domain    A l    is assigned to each activity document,    d N   . There are two main steps. Firstly, the activity documents are clustered using the LDA algorithm, followed by calculating the relevance of each cluster to the activity domain, and an activity domain is assigned to each cluster. The second step is to further assign activity domains to each document in each cluster, based on ontology knowledge. Given the activity document set   D =  {   d 1     , d   2  , ⋯  d n   }    and the number of clusters to be obtained, m, the LDA algorithm is used to cluster the activity document and output the result cluster set, where   C =  {   c 1     , c   2  , ⋯  c m   }   . The normalized word frequency of each activity document cluster    c m    is marked as the vector     TF  m    of the R dimension, where the r-th element     tf  r m    represents the standard frequency of the word wr in words W.



The “allocate activity field” (AAF) algorithm is as follows:



Step 1 represents the correlation between clusters and activity domain names with     Sem   (   c m     , A   l   )   :


  Sem  (   c m     , A   l   )   =    ∑  R  t  f r m     × google _ distance ( w   r     , A   l  )  



(7)




where google_distance(wr, Al) represents the standardized Google distance of the word wr to the domain    A l   . The definition of the standardized Google distance between the two search topics,  x  and  y , is shown in Equation (8):


   NGD ( x , y ) =    max  (  l o g f  ( x )  , l o g f  ( y )   )  − l o g f  (  x , y  )    l o g M − min  (  l o g f  ( x )  , l o g f  ( y )   )     



(8)







Among them,  M  represents the total number of pages,   f  ( x )    and   f  ( y )    represent the number of clicks to search topic   x    and topic  y , respectively, and   f  (  x , y  )    represents the number of pages where  x  and  y  exist at the same time.



Step 2: The correlation between each cluster    c m    and each activity domain    A l     is calculated, and the threshold is determined in advance. Here, we take the activity domain name that exceeds the threshold, and that has the highest correlation, to be the activity name of the cluster. If it is less than the threshold, it is classified as the “other” class. After that, based on the correlation between the cluster and the activity domain, the domain of the document in the cluster is further determined.   Sem  (   d n     , A   l   )    is used to represent the correlation between the document in the cluster and the name of the activity domain:


     Sem ( d   n     , A   l     ) = Sem ( c   m     , A   l     ) × Sim ( d   n     , c   m     )   d   n  ∈  c m   



(9)




where      Sim ( d   n     , c   m   ) =      TF  m  ⋅   TF  n    ‖   TF  m  ‖ · ‖   TF  n  ‖     represents the similarity between    d n    and    c m   , where     TF  m    and     TF  n    are standardized word frequency vectors in cm and dn.



It calculates the correlation between each document    d n    in the cluster and the activity domain name    A l    to which the cluster belongs.



	2

	
User relationship strength measurement







It is necessary to comprehensively consider the direct and indirect relationship strength. This paper uses the social network weight graph to express and calculate the relationship strength.



The social network weight graph is represented by    G =   {   U , E , W   }  ,   where    U =   {   u 1     , u   2  , ⋯  u n   }    represents the set of users of the social network graph. In this set,    u i    represents the i-th user.    E =   {   e   I , j     }    is the set of edges of the social network, in which    e   I , j      denotes the edges between    u I    and    u j   .    W =   {   w   I , j     }    is the set of edge weights of the social network graph, in which    w   I , j      denotes the weights of the edges    e   I , j     . The weight of each edge represents the direct relationship strength between the two users connected to this edge.



	(a)

	
Calculation of the direct relationship strength







The strength of the direct relationship is calculated using the social activity information of users, which describes the closeness of the source user    u I    to the target user    u j   . The relationship between users will be affected by numerous factors, such as frequency and time of interaction.     RS  d     ( u   I     , u   j  )   is used to denote the strength of the direct relationship of    u I    to    u j   .


    RS  d     ( u   i     , u   j   ) =     W  ij     ∑    i = 1   l   f t    1 + l n ( 1 +  l c  )    



(10)








	
Among them,    W  ij     represents the weight of the relationship between    u I    and    u j    , users who are in the same activity domain, as determined by the frequency of interaction,       W    ij   =    I  ij      I i     .    I  ij     represents the number of interactions between    u I    and    u j    in this activity domain, and    I I    represents the total number of interactions of    u I    with other users in this activity domain. Here, l represents the count of interaction instances between two users in a specific activity domain.    L c    represents the count of instances where the source-target user in a specific activity domain interacts with all other users, and    f t    is a temporal factor, expressed as a function.








	(b)

	
Calculation of the indirect relationship strength







The strength of the indirect relationship is calculated by the length and the number of the relationship path and the edge weight of the relationship path between two users. In addition, the closeness of the source user to the target user is described through multiple intermediate users. The strength of the indirect relationship of the source user ui to the target user uj is represented by RSid(ui,uj):


    RS   id      ( u   i     , u   j     ) = e     - λ d      ∏    j = 1   d   W j   



(11)








	
Among them,  d  is the length of the relationship path and  λ  is its attenuation coefficient.    W j    is the weight of the j-th relationship path.    E   - λ d      denotes an attenuation function with a value varying continuously between 0 and 1, representing the weight coefficient of a relationship path among all paths. As the path length d increases, the value of the function    e   - λ d      will decrease. The calculation of the attenuation coefficient can reflect the phenomenon that the relationship strength between users will decrease with an increase in distance. There are often multiple relationship paths between two users. This paper assumes that the number of relationship paths between user    u I    and user    u j    is n. Pij = {P1, P2, …, Pn} is used to represent the set of relationship paths between two users, and      { e       - λ d   1       , e       - λ d   2    , ⋯    , e       - λ d   n    }   represents the set of weights of each path.








The indirect relationship strength of the source user    u I    to the target user    u j    on all paths can be expressed as follows:


    RS   id    (   u i     , u   j   )  =     ∑    i = 1   n   [   e     - λ d   i     P i   ]      ∑    i = 1   n   e     - λ d   i      =     ∑    i = 1   n   [   e     - λ d   i      ∏    j = 1     d i     w j   ]      ∑    i = 1   n   e     - λ d   i      .  



(12)







	(c)

	
Calculation of the comprehensive relationship strength







The comprehensive relationship strength is a combination of the direct and indirect relationship strengths. RS(ui,uj) is used to represent the comprehensive relationship strength of the source user    u I    to the target user    u j   :


     RS ( u   i     , u   j     ) = α × RS   d     ( u   i     , u   j     ) + β × RS    id      ( u   i     , u   j  )  



(13)




where α represents the weight factor of the direct relationship strength, β represents the weight factor of the indirect relationship strength.    A + β = 1   and   α , β  ∈   [0,1]. From the perspective of social relationships, in the process of user interaction, the relationship strength obtained by direct interaction is higher than that obtained by indirect interaction. Therefore, as the number of indirect interactions between users increases, the strength of the direct relationship will become stronger. When β is larger and α is smaller, it means that as the number of indirect interactions increases, the proportion of indirect relationship strength will be larger and larger, and the proportion of direct relationship strength will be smaller and smaller. If the relationship strength of two users is strong in [0.5,1] and weak in [0,0.5], there is a half-probability that their relationship strength is strong or weak. Therefore, this paper introduces the relationship strength impact function, which is expressed in the following Equation (14):


  α  ( k )   = 1 -     (   1 2   )     k   n - k      =  {       1 −     (   1 2   )     k   n − k         n − k  ≠ 0        1                                   n − k = 0         



(14)




where     α   ( k )    is the dynamic change function, with the number of interactions k as the variable. When n − k = 0, i.e., k = n, this indicates that the comprehensive relationship strength contains only the direct relationship strength and no indirect relationship strength, at which point α(k) = 1. In contrast, when k = 0, α(k) = 0, this indicates that there is no direct connection.





3.4. A Collaborative Filtering Recommendation Method Integrating Users’ Personality Traits and Social Relationship Strengths, Considering Privacy Concerns


3.4.1. Generation of a User Similarity Set


Knowing how to construct the K-nearest neighbor (K-NN) (the first k users with the most closely similar preferences to the target users) is the key to collaborative filtering recommendation systems. Considering the fact that the impact of different privacy preferences on users may be different, this paper proposes the concept of “personality traits integrating with privacy preferences” and quantifies it to improve the collaborative filtering method, based on user similarity. Then, a personality traits vector matrix integrating privacy preferences and a mobile social network relationship vector matrix are used to calculate user similarity separately, after which, a hybrid collaborative recommendation is completed by fusing these two methods of generating the user’s nearest-neighbor set.



	
Calculating user similarity based on personality traits, integrating with privacy preferences






Users with similar privacy preferences or the same personality traits generally have the same interest preferences. Therefore, in constructing the set of K-nearest neighbors of the target user u, this paper uses the ‘user-personality traits’ matrix,    R  u , p    . The matrix scores are calculated by the personality traits measurement method that best integrates with privacy preferences. Each score in the matrix is a measured value of user  u  in terms of “openness”, “extraversion”, “agreeableness”, and “privacy preferences”. Each row represents the personality trait score vector that integrates privacy preferences:


   R   u , p    =  {   r   u , p     | p  ∈  P , u  ∈    U , r     u , p      ∈  [   0 , 1   ]   }   



(15)




where    r  u , p     represents the comprehensive value of the four dimensions of personality traits, integrating with privacy preferences.



The personality traits vector of users is obtained by the PP-PTM proposed in Section 3.1, while the user similarity is calculated based on the personality trait score matrix, integrating privacy preferences. Firstly, the basic personality traits data of users are obtained through the questionnaire completed by users. Secondly, the personality traits under the influence of privacy concerns are calculated using social network behavior data. Finally, based on the “user-personality traits” scoring matrix, the user similarity calculation is completed using Equation (16), where    u →    and    v →    represent the personality traits vectors of user u and user v, respectively, integrating privacy concerns:


  sim      u , v       relation - pearson    =    u →  ·  v →    ‖  u →  ‖ ‖  v →  ‖    



(16)
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Calculating user similarity, based on the social relationship strength







This paper suggests that users with close social ties (high social relationship strength) tend to share similar interests with each other. This paper uses the calculation of social network relationship strength to find the nearest neighbors to the target user. On the one hand, using the social network relationship strength value instead of the item score can solve the problem of data sparsity in collaborative filtering. On the other hand, it also helps to improve the recommendation authenticity. The process of user similarity based on social relationship strength is as follows. Firstly, the comprehensive relationship strength of mobile users is obtained in the same activity domain, and the “user-user” comprehensive relationship strength matrix is constructed. Secondly, each value in the matrix is calculated directly, using the user relationship strength method AI-URS, based on social network interaction and domain ontology. Finally, the user similarity is calculated using the Pearson correlation coefficient. By using the “user-user” comprehensive relationship strength matrix, the Pearson correlation coefficient of each pair of users is calculated, and this is used to represent the user similarity based on the social relationship strength.



We calculate the similarity    sim       (   u , v   )     relation - pearson      between user u and user v, as shown in Equation (17):


  sim      u , v       relation - pearson    =     ∑   s ∈ S      r   u , s    −    r u s   ¯       r   v , s    −    r v s   ¯          ∑   s ∈ S        r   u , s       −  r ¯    u     2    ∑   s ∈ S        r   v , s       −  r ¯    v     2       



(17)






   S =   {   s | s  ∈    S , r     u , s    ≠    null , r     v , s      ≠ null  }  .  











This shows a direct or indirect social relationship between user  u  and user  v .    | S |    represents the number of users who have social relationships in the matrix. Due to the complexity and dynamics of user relationships in social networks, it averages the strength of the user relationship in the matrix, which is represented by      r ¯   u    and      r     v   .
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Fusion calculation of user similarity







The user similarity   sim    (   u , v   )     privacy - preference    ,   based on personality traits, and the user similarity   sim    (   u , v   )     relation - pearson ,      based on relationship strength, are weighted and fused to calculate the mixed-user similarity, then the comprehensive similarity calculated in Equation (18) is used to search the K-NN user set of the target user:


  sim  (   u , v   )   = α × sim     (   u , v   )     privacy - preference    +  (   1 - α   )   × sim     (   u , v   )     relation - pearson     



(18)







In real mobile personalized intelligent recommendation applications, the recommender system will dynamically adjust the weight of personality traits and social relationships to meet the actual needs of mobile commerce service providers. Therefore, this paper introduces the differential adjustment parameter,   α ∈  [  0 , 1  ]   , which is determined by the five-fold cross-validation method in the experiment. The different values of  α  indicate what factor plays a greater role in user-based hybrid collaborative recommendation. When   α = 0     or 1, the similarity   sim  (   u ,   v   )    between users becomes   sim    (   u , v   )     privacy - preference      or   sim    (   u , v   )     relation - pearson     .




3.4.2. Predicting User Preferences and Generating Recommendations


We use Equation (19) to predict user preferences and rank the Top-N according to preference values. The K-NN user set ( V ) of personality traits and the K-NN user set ( T ) of social network relationships are fused, where the adjustment parameter of weights is   α ∈  [   0 , 1   ]    for personality traits and social relations.


     P ′     u , i      =           P u   ¯   + α ×      ∑   v ∈ V   sim      u , v       privacy - preference    ×    P   u , i    −    P u   ¯        ∑   v ∈ V   sim    u , v      +          1 - α    ×     ∑   t ∈ T   sim      u , t       relation - pearson    ×    P   t , i    −    P u   ¯        ∑   t ∈ T   sim    u , t       , V  ≠ ∅ & T ≠ ∅          P u   ¯  +     ∑   v ∈ V   sim      u , v       privacy - preference    ×    P   v , i    −    P u   ¯        ∑   v ∈ V   sim    u , v      ,    V  ≠ ∅ &  T =  ∅          P u   ¯  +     ∑   t ∈ T   sim      u , t       relation - pearson    ×    P   t , i    −    P u   ¯        ∑   t ∈ T   sim    u , t      ,    V  = ∅ & T ≠ ∅        



(19)










4. Experiments and Analysis


4.1. Data Collection and Evaluation Criteria


4.1.1. Data Collection


This paper uses the dataset from the data-sharing platform, Data Hall (http://www.datatang.com/ (accessed on 15 January 2021)). It includes a number of datasets, such as the comments and retweets of microblog data, personal information, and the user attention data of microblog users, microblog user relationship data, and the Amazon Commerce reviews dataset (Amazon-Book and Amazon-Movie). This paper uses two datasets, Amazon-Book and Amazon-Movie, to evaluate the classification results of the user’s personality traits for the proposed recommendation model. The Amazon-Book dataset is made of three components, including users, books, and ratings. The Amazon-Movie dataset is made of users, movies, and ratings. The above datasets were collected from January to December 2020. The data statistics of these two datasets are listed in Table 1.



Another source for the dataset is to capture the dataset needed for the users’ social relationship strength experiments by using the microblog, open API. The basic user information includes the nickname, location, gender, emotional status, birthday, personal labels, and other information; the microblog activity information includes the user ID, microblog release time, microblog content, the number of retweets, the retweeters, the number of comments, the commenters, information on the rating of the content, the number of likes and the likers, etc. User-friend relationship information is also present in the data. Each record shows the attention relationship between two users, including both the followed and the follower. Based on this, the relationship between users in the social network weight map is calculated. Finally, the data includes a total of 14,168 pieces of data collected from January to August 2019. The experimental dataset is divided into the training set (80%) and test set (20%).




4.1.2. Evaluation Standard of Experimental Results


	
Normalized Discounted Cumulative Gain (NDCG)






Social recommendation models need to find out which users are related to the target user, and also sort them in order, according to the user relationship strength. Therefore, this paper introduces the normalized discounted cumulative gain (NDCG) to evaluate the experimental results of the user relationship strength ranking. According to the ranking of scores, the relationship between users appearing at the front of the list and the target users is stronger. Using the NDCG ensures that higher-quality results are ranked higher when the overall quality is good. The calculation equation is shown in Equation (20).


    nDCG  p   =      DCG  p      IDCG  p     



(20)







Among them, IDCG is the ideal DCG. After sorting the search results manually and ranking them according to the best state, the DCG of the query in this arrangement is calculated, namely, IDCG.


    DCG  p   =    ∑    i = 1   p     2    rel  i     - 1      log  2   ( 1 + i )     



(21)
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P@R







P@R represents the correlation between the top R products/services in the recommendation list and the user’s real preferences (in the experimental test, this paper determines the R-value based on the number of mobile personalized information recommendation services).


   P @ R =     The   number   of   top   R   services   in   the   test   set ,   included   in   the   Top - R   recommendation   service   set   R   



(22)
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Mean Average Precision (MAP)







MAP is used to evaluate the average ranking accuracy of our method in recommending related products/services. The higher the value of MAP, the more accurate the recommendation method will be:


   MAP =   1   | C |      ∑    i = 1     | C |     1   |   R i   |      ∑    j = 1     |   R i   |     j   r  ij     .  



(23)








	
   |   R i   |     represents the number of products/services recommended by the recommendation system for the i-th user;    | C |     represents the ranking of the j-th product/service recommended by the system for the i-th user in the test set.
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Degree of Agreement (DOA)







The degree of agreement (DOA) is also one of the most common evaluation indicators to measure the accuracy of recommendation ranking.


    DOA    U j     =      ∑    ( i  ∈  T   U j     , k  ∈   NW    U j    )      check _ order     U j       ( I   i     , I   k  )    |   T   U i     |  ×  |    NW    U j     |         



(24)








	
Among them, if       predict _ rank     I i    ≥    predict _ rank     I k     ,       check _ order     U j       ( I   I     , I   k   ) = 1   , otherwise      check _ order     U j       ( I   I     , I   k   ) = 0   . Thus,      predict _ rank     I I       represents the predicted position of    I I    in the recommendation list.     NW    U j      represents the potential predictive ranking products/services, and    T   U I      indicates that the products/services have been rated by    U I    in the test set.










4.2. Experimental Results of Personality Traits Measurement Integrating Privacy Preferences


Based on the stepwise multivariable linear regression model, this paper measures the personality traits integrating privacy preferences. Each variable (the F probability is less than the set value of 0.05) is selected for the model. Each time, the highest significant level of the variable coefficient is retained and the insignificant variables are excluded, so that the significant regression equation of coefficients is finally obtained through multiple selections and exclusions.




	
Based on the stepwise multivariable linear regression model, it can be found from the results in Table 2 (the confidence interval is set to 0.05) that there is a linear regression relationship between openness (the dependent variable) and the number of likes or comments of independent variables (the regression coefficient is −0.006), the number of followers (the regression coefficient is 0.125), the number of mentions (the regression coefficient is 0.594) and the number of shares (the regression coefficient is 0.087). At the same time, by analyzing the regression coefficient, it is found that there is a positive linear relationship between openness and the number of followers, the number of mentions and the number of shares, and the number of mentions in the social platform has the greatest impact on openness (the absolute value of the regression coefficient is the largest), which is in line with common sense. Finally, the multi-correlation coefficient and the coefficient of determination of the openness dimension regression model in personality traits are    R = 0   . 831     and    R 2   = 0   . 766 ,    respectively, indicating that openness is positively correlated with the number of likes or comments, the number of followers, the number of mentions, and the number of shares, and the model fits the data well.








The regression equation is:


   Q u   =     0.125 ( FN   u   ) +   0.087   (    SC  u   )   +     0.006 ( CN   u  ) +    0.594 ( PN   u  )  



(25)








	(2)

	
Based on the stepwise multivariable regression model, it can be seen from the results in Table 3 that there is a linear regression relationship between extraversion (the dependent variable) and the number of followers (the regression coefficient 0.104), the number of likes or comments (the regression coefficient is 0.876), the number of following (the regression coefficient is −0.004) and the number of posts (the regression coefficient is 0.125) of the independent variable. At the same time, the multi-correlation coefficient and the coefficient of determination of the extraversion dimension regression model in personality traits are    R =   0.783    and    R 2   =   0.824   , respectively, indicating that the extraversion is positively correlated with the number of followers, the number of posted works, the number of likes or comments, and the number of concerns, and the model fits the data well.









The regression equation is:


   E u   =     0.104 ( FN   u   ) +   0.125   (    DB  u   )   +     0.876 ( CN   u  ) −    0.004 ( AN   u  )  



(26)








	(3)

	
Based on the stepwise multivariable regression model, it can be seen from the results in Table 4 that there is a linear regression relationship between agreeableness (the dependent variable) and the number of followers (the regression coefficient is 0.145), the number of shares (the regression coefficient is 0.087), the number of likes or comments (the regression coefficient is −0.008) and the number of follows (the regression coefficient 1.161) of the independent variable. At the same time, the multi-correlation coefficient and the coefficient of determination of the agreeableness dimension regression model in terms of personality traits are    R =   0.889    and    R 2   =   0.773  ,   respectively, indicating that the agreeableness is positively correlated with the number of followers, the number of shares, the number of likes or comments, and the number of concerns, and the model fits the data well.









The regression equation is:


   A u   =     0.145 ( FN   u   ) +   0.087   (    SC  u   )   −     0.008 ( CN   u   ) +   1.161   (    AN  u   )   



(27)








	(4)

	
Based onthe stepwise multivariable regression model, it can be seen from the results in Table 5 that there is a linear regression relationship between the privacy preference (the dependent variable) and “Who is allowed to personally message me?” (the regression coefficient is −0.820), “Who is allowed to comment on me?” (the regression coefficient is −0.138), and whether to allow “My location” to be marked (the regression coefficient is −0.136) of the independent variable. In addition, the regression coefficients of “Who is allowed to personally message me?”, ”Who is allowed to comment on me?” and of whether to allow “My location” to be marked are all less than 0, indicating that with the increase in the user’s allowing personal messages, allowing comments, and allowing location information, the lower the resulting privacy preferences are, which is consistent with common sense. In this model, the absolute value of the standard coefficient “Who is allowed to personally message me?” is the largest. The multi-correlation coefficient and the coefficient of determination of the privacy preference dimension regression model in personality traits are    R =   0.851     and       R   2   =   0.766 ,    respectively, indicating that the privacy preference is positively correlated with “Who is allowed to personally message me?”, “Who is allowed to comment on me?” and whether to allow “My location” to be marked, and the model fits the data well.









The regression equation is:


   P u   = -     0.820 ( AM   u   ) −   0.138   (    AC  u   )   −     0.136 ( AG   u  )  



(28)







From the experimental results of the personality traits measurement, personality traits can better reflect the online behavior of mobile users. This objective network behavior can be used to quantify the “Big Five Personality” tests, and obtain more accurate and objective “Personality” scores on the questionnaire, which improves the accuracy of user similarity calculation in collaborative filtering recommendations.



In addition, this paper embeds the personality traits analysis module in a personalized recommender system, and users fill in the “mobile user social behavior personality assessment” questionnaire when they first register on the system. Then, the data in the above questionnaire is expressed numerically. The personality trait of user  U  is expressed as    U =   (   N u     , E   u     , O   u     , A   u     , C   u   )   . For the convenience of calculation, this paper uses   i = 1 , 2 , 3 , 4 , 5   to correspond to the five dimensions of personality traits. User  U  scores item j in the questionnaire as    x j   ,   j = 1 , 2 , … , 25  , and the original score of personality dimension  i  is expressed as    O I    (as shown in Equation (29)); in order to distinguish the personality traits of the different measurement items, we set   j = i + 5 k , k = 0 , 1 , 2 , 3 , 4  .


   O i  =   ∑    k = 0   4   x   i + 5 k     , i = 1 , 2 , 3 , 4 , 5   



(29)







To validate the method proposed in this paper, the questionnaire of the “Mobile User Social Behavior Personality Assessment” is designed to obtain the personality traits of users, and in this way, the user’s Big Five personality score table and privacy preference strength are collected. Finally, 421 valid questionnaires were recovered, and the respondents covered different age groups, educational backgrounds, occupations, etc., and the distribution was reasonable. It compares the subjective data of the above questionnaire survey with the calculation data of the personality traits measurement method integrating privacy concerns (PP-PTM) to measure the accuracy of the PP-PTM. Table 6 shows the results.




4.3. Experimental Results of the Method for Calculating the Strength of User Relationship Based on Social Network Interactive Activities and Domain Ontologies


4.3.1. Evaluation Results of Activity Domains Allocation


Firstly, the activity domains need to be accurately divided, and the accuracy of the allocation of activity domains needs to rely on the optimal number of clusters. Therefore, this paper uses the appropriate degree index of cluster number to evaluate the accuracy of domain allocation. The proportion of documents in the cluster that correctly belong to the activity domain Al to which the cluster belongs is the appropriateness of the number of clusters, known as accuracy. This paper takes several different cluster number inputs, using the LDA algorithm to cluster; the effect is shown in Figure 2.



It can be seen in Figure 2 that when the number of clusters is fewer than 400, the accuracy gradually increases with the increase in the number of clusters. When the number of clusters is 300, the highest accuracy is 0.8. When the number of clusters is greater than 300, as the number of clusters increases, the accuracy decreases. Therefore, 300 is the optimum number of clusters.




4.3.2. Evaluation Results of the Relationship Strength Calculation


The method proposed in the paper comprehensively evaluates using calculations and comparing the average NDCG. Profoundly useful records are more helpful at the time of showing up, prior in the web search tool results this list. It uses the average NDCG of all users in a specific activity domain. This paper compares the proposed method with two traditional methods for calculating the strength of the relationship. During the experiment, AI-URS only considers the top 25 friends of each user. For method (b), this paper attempts to combine different weights, and the best results of this method and the results of AI-URS are shown in Figure 3.



	(a)

	
AI-URS: The relationship strength is calculated using the method proposed in 3.3.




	(b)

	
The linear combination method: This method obtains the strength of the relationship between two users in the same activity domain by calculating the personal data similarity of two users with direct connection and the linear combination of interactive activities. Compared with other methods, the biggest advantage of this method is its simple operation and low computational complexity.




	(c)

	
The common framework model method. The strength of the direct relationship between users in the same interest activity domain is calculated by using the personal information of users and the interaction activity information between users.







In the process of comparing with method (c), this paper compares the average NDCG in each activity domain, the results of which are shown in Figure 4.



Figure 3 shows that AI-URS is superior to the linear combination method at different depths. Figure 4 shows that AI-URS is also superior to the general framework model method in each activity domain. This indicates that the user relationship strength in social networks, as calculated by AI-URS, is more accurate. Therefore, this paper divides the interaction domains of users in social networks and calculates the user relationship strength in each domain. Moreover, it considers both the direct relationship strength and the indirect relationship strength.





4.4. Experimental Results of a Collaborative Filtering Recommendation Method Integrating User Personality Traits and Social Relationship Strengths, Considering Privacy Concerns


	(a)

	
Comparison of the influence of different  α  values on the hybrid collaborative filtering method based on user similarity fusion







The different values of α indicate the importance weights of the two factors of social relationship and personality traits in a user-based hybrid collaborative recommendation. This paper sets    α = 0 ,   0   . 2 ,   0   . 4 ,   0   . 6 ,   0   . 8   and   1   . 0    for experiments. The hybrid collaborative filtering method PC-MSPR, based on user similarity fusion, includes the user collaborative filtering method, based on personality traits (PT-UCF) (   α = 1   . 0   ) which calculates user similarity under personality traits that incorporate the user’s privacy preferences, while the user collaborative filtering method is based on the user relationship (UR-UCF) (   α = 0   . 0   ), which calculates user similarity based on the social relationship strengths. The parameter α is mainly used to set the importance of PT-UCF and UR-UCF. In the MAP, DOA, P@10, and P@5 establish the evaluation index, then the degree of PC-MSPR affected by the weighted coefficient α is compared; the results are shown in Table 7 and Table 8. We set    α = 0   . 2 ,   0   . 4 ,   0   . 6 ,   0   . 8   , and    k = 10 ,   20 ,   30 ,   50   . The comparison of multiple sets of experimental results shows that the PC-MSPR has a higher sorting accuracy and the value of α is nonlinearly increasing and decreasing with the sorting accuracy. When α = 0.6, the performance is the best. The experiment verifies that in the process of calculating user similarity in PC-MSPR, the user similarity based on personality traits of PP-PTM, and the user similarity based on the social relationship of AI-URS can obtain a more accurate nearest-neighbor set. Therefore, PC-MSPR improves the accuracy of the recommendation ranking.



	(b)

	
Performance comparison between the different collaborative filtering methods







To verify the influence of privacy preferences, personality traits, and social relationship strength on a mobile personalized intelligent recommendation system, this paper compares the collaborative filtering recommendation methods that incorporate the above information. Figure 5 shows that PC-MSPR is superior to the traditional collaborative filtering algorithm, based on the user (UCF). The importance weight    α = 0   . 6    was set for the experiment, and the evaluation indexes were P@10 and MAP. The results show that the sparsity of the actual rating data is a serious problem, but this paper improves the quality of the generation of the nearest neighbor set through the comprehensive user similarity calculation integrating personality traits, and social relations so that the final accuracy performance is less affected by the sparse dimension. It also shows that the introduction of privacy concerns, personality traits and user social relations is of great significance to the calculation of user similarity.



The “mobile social recommend method, combining with privacy concerns” is either based on personality traits (PT-MSPR) or based on user relationship intensity (UI-MSPR) and is compared with the traditional user collaborative filtering method (UCF), with a parameter of       α = 0   . 6   . The experimental results are shown in Figure 6. When the user relationship strength is introduced into the recommendation system, if the impact of different privacy preferences on user behavior is not considered, the improvement of recommendation accuracy is not particularly obvious. By introducing the privacy preference factor alone, it can be seen that privacy preference has a significant impact on recommendation performance. This shows that in the recommendation of mobile personalized intelligent services, the influencing factors of privacy concerns may be more important than social network factors. In addition, when the model includes any influences related to privacy concerns (such as personality traits or social relationships), the recommendation results outperform traditional user-based collaborative filtering methods. This shows that integrating privacy preference and user relationship strength into the collaborative filtering method will alleviate the data sparsity and cold-start problems and improves the recommendation performance.




4.5. Discussion


Firstly, when the multiple linear regression model was used to calculate the users’ personality traits while integrating privacy concerns, the values of the multi-correlation coefficient and the coefficient of determination were both greater than 0.7, indicating that personality traits could be easily predicted by users’ online behaviors. Moreover, this paper compared this method with the traditional method of using questionnaires to calculate personality traits and finds that the method proposed in this paper is more accurate and objective. This is because the questionnaire comes from users’ self-ratings of their personality traits, and the reliability of the data is uncertain. In contrast, it is more objective and reliable to use online behaviors to predict personality traits.



Secondly, when calculating the strength of the user relationship, the activity domains were first divided. In this paper, the appropriate number of clusters was determined by the change in accuracy. It can be seen that as the number of clusters increases, the accuracy shows a trend of increasing and then decreasing. Because too many or too few people in the active domain will lead to uncertainty regarding the topic to a certain extent, when the accuracy reaches the highest point, this is an optimal number of clusters. In addition, compared with the traditional methods of calculating user relationship strength, it can be seen that the NDCG is higher, and the estimation of user relationship strength is more accurate after considering both the user activity domains and the indirect relationship strength; this result is in line with the ideas presented in the previous section.



In the previous section, we proposed that considering personality traits integrating both privacy concerns and user relationship strength would improve the effectiveness of social recommendation. In this paper, the importance weights of the two factors, the social relationship and personality traits, in the hybrid user-based collaborative recommendation were first obtained by determining the value of α. The best α = 0.6 was obtained by comparing the P@R at different values of α. On this basis, the experimental results show that PC-MSPR is superior to the traditional user-based collaborative filtering algorithm (UCF). This is mainly because, by incorporating multiple types of user information, the user portrait is more accurate, and the user similarity is more in line with the actual behavior obtained. In this way, potential services that are preferred by target users can be obtained, so that the recommendation precision can be improved. In addition, by adding privacy concerns alone, it can be found that users’ privacy preferences have a significant impact on recommendation performance. Because users have different levels of willingness to adopt the marketing model that recommends different goods or services to them because of different privacy concerns, considering users’ privacy preferences can better meet their needs for personalized recommendations and achieve better results. What is more, because of the complexity of the recommended service context, the drift of user interests, and the dynamic nature of privacy concerns, the results achieved in this paper can meet the users’ needs for the recommended model.





5. Conclusions and Future Work


Aiming to address privacy concerns in mobile social recommendations, this paper proposes a social recommendation model that integrates personality traits and relationship strength with privacy concerns for mobile business marketing. This model can be used for “Guess your favorite”, “Home channel recommendation”, “Today’s personalized recommendations”, and “Personalized sorting of category list” under mobile business platforms, such as B2C e-commerce platforms and social e-commerce platforms and other scenarios. It will help digital business enterprises in the “post-epidemic era” to improve service quality and meet users’ personalized needs for recommendation services. The main conclusions are as follows:




	
This paper offers the rationality of personality traits for user preference mining and focuses on the analysis of the influence of openness, extraversion, and agreeableness on mobile users’ online behavior, innovatively integrating privacy concerns into the individual personality traits calculation model. The four influencing factors are quantified, and a personality trait calculation method integrating privacy concerns, i.e., PP-PTM, is proposed.



	
A method for calculating user relationship strength, AI-URS, based on social network interactive activities and domain ontologies is proposed. AI-URS divides interactive activities into activity domains and calculates the strength of relationships between users belonging to the same activity domain. At the same time, the comprehensive relationship strength of users in the same domain is calculated based on interactive activity documents, including direct and indirect relationships, which overcomes the limitation of previous studies that could only calculate the strength of the relationship for directly related users and improves the accuracy of the calculation results.



	
In the collaborative filtering recommendation process, user similarity is calculated by combining personality traits and user relationship strength according to privacy concerns. This paper uses simulated datasets and public datasets to conduct experiments to verify the superiority of the model. The experimental results show that the model proposed in this paper can help alleviate the cold-start and data sparsity problems in recommendations. In addition, this model can reduce the negative impact of current privacy issues on users’ adoption of mobile personalized intelligent recommendation services from the user’s subjective perspective.








The research in this paper mainly focuses on the personalized recommendation problem in a single domain. However, with the development of mobile Internet information technology, users will participate in activities on multiple platforms, such as shopping on Taobao and establishing social relations with friends on Weibo. Therefore, how to utilize users’ behaviors in e-commerce, social networking, and other fields to design cross-domain personalized recommendation methods will become a research focus in the future. In addition, future research can be conducted to dynamically adjust the indicator weights and eigenvalues according to privacy concerns, offering contextual changes and adjusting privacy protection methods and mechanisms in a timely manner.
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Figure 1. A framework for a hybrid collaborative filtering recommendation model integrating personality traits and relationship strength in accordance with privacy concerns. 
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Figure 2. Accuracy comparison of different cluster numbers. 
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Figure 3. Average NDCG for calculating the user relationship strength at different depths. 
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Figure 4. Average NDCG for calculating user relationship strength in different activity domains. 
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Figure 5. Comparison of the accuracy of PC-MSPR and UCF. 
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Figure 6. Comparison of the MAP of PI-MSPR, UI-MSPR, and UCF. 
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Table 1. Data statistics.
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	Dataset
	Users
	Items
	Ratings
	Density





	Amazon-Movie
	9870
	41,058
	232,110
	0.057%



	Amazon-Book
	12,137
	40,232
	314,409
	0.064%
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Table 2. Regression model (openness).
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	Variables
	Regression Coefficient b
	Standard Coefficient r
	t-Test
	Degree of Significance p





	The number of followers     FN  u   
	0.125
	0.806
	11.104
	0.000



	The number of shares     SC  u   
	0.087
	0.121
	2.489
	0.014



	The number of likes or comments     CN  u   
	−0.006
	−0.144
	−2.457
	0.013



	The number of mentions     PN  u   
	0.594
	0.918
	2.162
	0.030
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Table 3. Regression model (extraversion).
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	Variables
	Regression Coefficient b
	Standard Coefficient r
	t-Test
	Degree of Significance p





	The number of followers     FN  u   
	0.104
	0.654
	11.941
	0.000



	The number of posts     DB  u   
	0.125
	0.166
	3.747
	0.000



	The number of likes or comments     CN  u   
	0.876
	0.170
	3.398
	0.001



	The number of follows     AN  u   
	−0.004
	−0.134
	−2.658
	0.026
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Table 4. Regression model (agreeableness).
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	Variables
	Regression Coefficient b
	Standard Coefficient r
	t-Test
	Degree of Significance p





	The number of followers     FN  u   
	0.145
	0.777
	10.571
	0.000



	The number of shares     SC  u   
	0.087
	0.098
	2.003
	0.045



	The number of likes or comments     CN  u   
	−0.008
	−0.170
	−2.877
	0.003



	The number of follows     AN  u   
	1.161
	0.193
	3.471
	0.001
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Table 5. Regression model (privacy preference).
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	Variables
	Regression Coefficient b
	Standard Coefficient r
	t-Test
	Degree of Significance p





	Who is allowed to personally message me     AM  u   
	−0.820
	−0.653
	−11.942
	0.000



	Who is allowed to comment on me     AC  u   
	−0.138
	−0.165
	−3.746
	0.030



	Whether to allow “My location” to be marked     AG  u   
	−0.136
	−0.171
	−3.398
	0.021
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Table 6. Classification results of the user’s personality traits (F1 scores).
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	Method
	Extraversion
	Openness
	Agreeableness





	A (Amazon-movie)
	0.73
	0.77
	0.71



	B (Amazon-movie)
	0.86
	0.86
	0.85



	A (Amazon-Book)
	0.72
	0.78
	0.70



	B (Amazon-Book)
	0.85
	0.86
	0.85







A: Measurement of personality traits, based on the questionnaire survey; B: personality traits measurement based on a multivariable linear regression model.
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Table 7. Comparison results of hybrid collaborative filtering methods, based on user similarity fusion under different  α  P@R.
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The Hybrid Collaborative

Filtering Method Based on User Similarity Fusion

	
P@5 (k = 10,20,30,50)

	
P@10 (k = 10,20,30,50)




	
10

	
20

	
30

	
50

	
10

	
20

	
30

	
50






	
0.0

	
0.47

	
0.52

	
0.54

	
0.57

	
0.45

	
0.48

	
0.52

	
0.53




	
0.2

	
0.49

	
0.55

	
0.56

	
0.58

	
0.48

	
0.51

	
0.53

	
0.55




	
0.4

	
0.51

	
0.56

	
0.57

	
0.58

	
0.50

	
0.53

	
0.54

	
0.56




	
0.6 (Demarcation point)

	
0.53

	
0.57

	
0.58

	
0.59

	
0.51

	
0.54

	
0.55

	
0.57




	
0.8

	
0.52

	
0.55

	
0.57

	
0.58

	
0.49

	
0.53

	
0.54

	
0.55




	
1.0

	
0.48

	
0.52

	
0.54

	
0.57

	
0.47

	
0.51

	
0.52

	
0.54
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Table 8. Comparison results of hybrid collaborative filtering methods based on user similarity fusion under different  α  (MAP, DOA).
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The Hybrid Collaborative

Filtering Method Based on User Similarity Fusion

	
MAP (k = 10,20,30,50)

	
DOA (n = 2–8,3–7,4–6,5–5)




	
10

	
20

	
30

	
50

	
80%-20%

	
70%-30%

	
60%-40%

	
50%-50%






	
0.0

	
0.51

	
0.55

	
0.58

	
0.60

	
0.77

	
0.80

	
0.82

	
0.83




	
0.2

	
0.54

	
0.57

	
0.60

	
0.61

	
0.79

	
0.82

	
0.84

	
0.84




	
0.4

	
0.55

	
0.58

	
0.61

	
0.62

	
0.80

	
0.83

	
0.85

	
0.85




	
0.6 (Demarcation point)

	
0.56

	
0.59

	
0.62

	
0.63

	
0.81

	
0.83

	
0.85

	
0.86




	
0.8

	
0.54

	
0.58

	
0.60

	
0.62

	
0.80

	
0.82

	
0.84

	
0.85




	
1.0

	
0.52

	
0.56

	
0.59

	
0.61

	
0.78

	
0.81

	
0.83

	
0.85
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