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Abstract: X-ray fluorescence is often employed in the measurement of the thickness of coatings.
Despite its widespread nature, the task is not straightforward because of the complex physics involved,
which results in high dependence on matrix effects. Thickness quantification is accomplished
using the Fundamental Parameters approach, adjusted with empirical measurements of standards
with known composition and thickness. This approach has two major drawbacks: (i) there are no
standards for any possible coating and coating architecture and (ii) even relying on standards, the
quantification of unknown samples requires the precise knowledge of the matrix nature (e.g., in the
case of multilayer coatings the thickness and composition of each underlayer). In this work, we
describe a semiquantitative approach to coating thickness measurement based on the construction of
calibration curves through simulated XRF spectra built with Monte Carlo simulations. Simulations
have been performed with the freeware software XMI-MSIM. We have assessed the accuracy of
the methods by comparing the results with those obtained by (i) XRF thickness determination with
standards and (ii) FIB-SEM cross-sectioning. Then we evaluated which parameters are critical in this
kind of indirect thickness measurement.

Keywords: X-ray fluorescence (XRF); thickness determination; thin film; simulation; XMI-MSIM;
electrodeposition; Monte Carlo; galvanic industry; electroplating

1. Introduction

Thickness is a crucial parameter in coatings technology and affects material functionality.
Thickness determination of metallic and ceramic coatings is often performed by X-ray Fluorescence
(XRF), a widespread, non-destructive technique applied in the industry as a tool for Quality Assurance
(QA) and Materials Science R&D [1–5]. Deriving a coating’s thickness from the X-ray spectrum requires
an experimental calibration curve that employs standards; however, due to the large dependence of
the X-ray spectrum on the nature of the coating and the substrate, standards are not always available.
The variability of thickness, layer composition, multilayer architectures, and substrate chemical nature
create difficulties in producing certified standards. This issue is critical in industrial applications;
among them, the determination of precious metal coatings in the fashion industry is a major one, as
production employs a large number of coatings and substrates, with extreme variability in the system.

Nowadays, the most common approach is the use of the fundamental parameter (FP) method [6–9].
FP relies on a theoretical equation that considers the composition and thickness of the sample to
evaluate the XRF intensity. Practically, the FP method is combined with a few empirical standards
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to correct unpredicted deviations due to matrix effects [10,11]. With the FP method, it is possible to
determine the film thickness of single and even multilayer samples if the structure and the composition
are known exactly; nevertheless, the error correlated to the measurement is significant. Typical accuracy
for single layer samples is ±5%, while for multiple-layer samples this value grows to ±10% for the
upper layer and ±37% for the first underlayer [2,12,13] due to inaccuracy in the method for complex
samples. Additionally, very often the thickness and composition of the underlying layers in multilayer
architectures are not exactly known and are introduced in the measurement software using an initial
estimate [14].

The challenge of this work is to reduce this source of error in the results and their dependence on
standards by introducing a new semi-quantitative method (only the pure element spectra will need to
be measured) based on Monte Carlo (MC) simulations. MC simulate X-ray spectra using a statistical
approach that counts the photon interactions in the sample. With this approach, inhomogeneities
of the sample, spectral and spatial distribution of the beam, polarization effects, photo-absorption,
multiple fluorescence, and scattering effects can be considered. Thickness gauging using the MC
method is already reported in the literature; most of the reported works are in the field of cultural
heritage applications [15–19]. In these cases, simulations are compared with the experimental
measurement to confirm hypotheses based on bulk chemical composition, structural observations, and
historical information.

The approach described in this article differs from the state of the art in the sense that we use
simulations to build calibration curves to determine the thickness of the coating. The same calibration
curve could be used for many samples instead of performing many simulations based on hypotheses.
This concept will be particularly interesting for industrial applications in metal deposition factories.
The simulations require a fast MC code, which is presently part of two software programs for such
applications: XRMC [20] and XMI-MSIM [21,22]. Both codes use the Xraylib database [23]. XRMC is
generally used for complex 3D geometries since XMI-MSIM can only simulate samples composed of
parallel layers. However, we decided to use XMI-MSIM because in our case the geometry is simple,
and this program is currently superior to XRMC in simulating XRF experiments [20]. XMI-MSIM is
the successor of MSIM, with a history of improvements of over 25 years [24–27].

In this work we examined a single-layer sample of Au, Pd, Sn, and white bronze on brass, using
both certified single-element coatings and electroplated alloys. The results were compared with other
techniques for data validation: FP, FP + single empirical point, and scanning electron microscopy
equipped with a focused ion beam (FIB-SEM). This is expected to provide an analytical method to
determine the thickness of coatings that does not make use of standards and whose performance is
comparable to or even better than that of XRF analysis with energy-dispersive (ED-XRF) systems on
metallic coatings. Finally, we varied some parameters in the simulation to find the ones that are critical
for the measurement and those that can be neglected to obtain reliable results.

2. Materials and Methods

The metal substrate consists of 3.75 × 5 mm2 brass (copper-zinc alloy) plates, 0.25 mm thick.
The substrate was electroplated with palladium and gold using a commercial galvanic bath “720 PDFE
MPM” and “8693 MUP” from Bluclad srl (Prato, Italy) and white brass bath “SCUDO BIANCO PLUS
RACK” from MacDermid (Waterbury, CT, USA). The alloy composition and layer thickness of the
coatings are the subject of this study, and thus they will be discussed later. Certified samples with
known thickness are also used and were provided by Bowman (Schaumburg, IL, USA).

XRF measurements were performed with a Bowman B Series XRF spectrometer (Schaumburg, IL,
USA) using an acquisition time of 60 s, 50 kV tube voltage, 0.8 mA tube current, and a collimator of
0.305 mm in diameter. The same spectra were used to obtain the thickness information with various
methods: FP, FP with one empirical point correction (both available with the commercial software of
the instrument), and the MC method proposed in this study.
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The composition of the substrate and the coatings were measured with energy-dispersive X-ray
spectroscopy (EDS) microanalysis, applying an accelerating voltage of 20 kV and scanning an area of
approximately 0.1 mm2 for a live time of 120 s. In order to consider the matrix effect, the ZAF correction
algorithm (atomic number, absorption, and fluorescence) was used for quantification. For this purpose,
a gold-plated, palladium-plated, and white-bronze-plated sample were prepared, whose thicknesses
were high enough to be considered infinite for the EDS analysis. The EDS analysis was performed with
a Hitachi S-2300 (Tokyo, Japan) equipped with a Thermo Scientific Noran System 7 detector (Waltham,
MA, USA) and analyzed with Pathfinder software (version 2.1) [28].

The SEM images and the FIB ablation were performed with a GAIA 3 equipped with a Triglav electron
column and a Gallium FIB Cobra Gallium column manufactured by Tescan (Brno, Czech Republic).

XRF spectra simulations were performed with the open-source software XMI-MSIM v7.0 64-bit
by Schoonjan et al. [21,22], which predicts the spectral response of ED-XRF using MC simulations.
The software allows for setting many variables of the system under investigation as well as the
hardware geometry: this information was used as an input to simulate the spectra.

The quantification method consisted of using the simulated spectra of five different layer
thicknesses to build a calibration curve, which was used to extrapolate the unknown thicknesses
of the measured samples. Simulations were performed using the exact composition of the coatings
and the substrates that were measured with EDS. The spectrum of each pure element of interest (Cu,
Zn, Pd, Sn, and Au) was also both measured and simulated to obtain the relative intensity of the peak
of interest, called the Peak Ratio (PR) henceforth. The PR concept is similar to the K-ratio used in
the EDS [29,30] and consists of the ratio between the peak intensity (X-ray counts) for the element of
interest in the sample and the peak intensity at the same energy for the pure element (Equation (1)):

PRi =
Isample
i

Ipure
i

(1)

XRF spectra were interpolated through multiple Gaussian [31–34] functions in the proximity of
the energy lines of the expected elements to obtain the peak area. The considered peaks were Cu Kα,
Zn Kα, Au Lα, Pd Kα, and Sn Kα; in addition, Cu Kβ and Zn Kβ were also fitted to avoid errors due
to peak overlaps. The PR were calculated, and the resulting data were fitted with a second-order curve.
This kind of function is commonly implemented in XRF systems for industrial applications since it
is in good agreement with experimental data for a limited range of thicknesses and is also easy to
manage. The complete quantification procedure is summarized in Figure 1.
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3. Results

3.1. Software Validation

The applicability of the proposed method is strongly connected to the ability of the simulation
software to provide good results; for this reason, we evaluated the accuracy and the reproducibility
of XMI-MSIM.

A parameter that affects the accuracy of the simulations is the number of interactions per trajectory:
this number determines the maximum number of interactions that a photon can experience during its
trajectory. Low values cause truncation errors, but too high values could result in a computationally
expensive simulation without any significant benefits. Simulation of 1 µm of gold coating on brass
was performed using values from 1 to 10 as the number of interactions; the PR of each element for all
the spectra was compared to the simulation with the highest number of interactions permitted, and
the relative deviation was calculated (Figure 2a). The results show an exponential improvement for
the first four interactions then, by increasing the number of interactions, the deviation remains stable
around 0.001%: for this reason, all the following simulations were performed using four interactions
per trajectory.
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Figure 2. PRs of Cu, Zn, and Au of a simulated 1 µm of gold coating on brass substrates: (a) relative
deviation of the PRs increasing the number of interactions respect to the simulation with 10 interactions;
(b) relative deviation from the mean value repeating the same simulation10 times.

The precision of the simulated spectra was evaluated repeating the same simulation on samples
consisting of 1 µm of gold on brass substrates 10 times. Then the deviation of the PR of each element
from the mean value was calculated (Figure 2b) as well as the relative standard deviation, which is
around 0.1%.

After these tests, it can be concluded that the software results are good enough to allow its use in
the study and to proceed with the following experiments.

3.2. Thickness Determination

After the preparation of the samples, they were measured with the XRF, then the spectra of
certified samples and the pure elements Au and Pd were collected. The FP method considers the
precious coating as pure for the thickness quantification. It was used both alone and combined with a
single empirical point. For the empirical point, the certified calibration standards were used. Then,
the thickness of the electroplated sample was measured with FIB-SEM performing a semi-destructive
micro-cross section (Figure 3).

A thick deposit of Au and Pd was electroplated separately (approximately 1.1 and 1.9 µm,
measured with XRF) and measured with EDS to find the actual composition (Table 1). The composition
of the certified thicknesses standards is known and is reported in Table 1 as well. The results agree
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with the technical sheets of the baths; except the bronze that show a level of Sn higher (47.2%) than
expected (28%–35%), this information will be useful in the determination of the thickness.Coatings 2019, 9, x FOR PEER  5 of 11 
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Table 1. The composition of the substrate and the film investigated using EDS analysis.

Samples Electroplated Certified

Brass (substrate) Cu: 63.0 wt %
Zn: 37.0 wt %

Cu: 63.0 wt %
Zn: 37.0 wt %

Au
Au: 97.9 wt %
Fe: 1.6 wt %
Ni: 0.5 wt %

Au: 100 wt %

Pd Pd: 95.2 wt %
Fe: 4.8 wt % Pd: 100 wt %

Bronze/Sn
Cu: 39.9 wt %
Zn: 12.9 wt %
Sn: 47.2 wt %

Sn: 100 wt %

We also performed simulations with XMI-MSIM using the exact concentrations; moreover,
the intensities of the peaks were integrated using a multiple Gaussian peak fit. The spectra of the pure
elements Au and Pd were also simulated to obtain the PRs. Finally, we obtained six calibration curves
(Figure 4), each one containing five points corresponding to different thickness values of the metal:
for electroplated gold, certified gold, electroplated palladium, certified palladium, and certified Sn we
use 0.1, 0.5, 1.0, 1.5, and 2.0 µm thicknesses, while for electroplated white bronze we use 0.1, 0.75, 1.5,
2.25, and 3 µm, since we expected a thicker coating. The points were fitted with a second-order curve
obtaining an R2 > 0.9999.

The peak intensities in the measured spectra were fitted with the same multiple Gaussian curves
to calculate PR values and find the thickness of the samples. The results (Table 2) show a large
discrepancy in all the samples between the nominal value and the FP method; this deviation is highly
improved with the empirical correction. Keeping in mind that the certified samples were also used as
standards for the empirical correction, the good results obtained for the certified samples are not very
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surprising; moreover, the result in the case of the electroplated samples are improved but still with
high accuracy error. On the other hand, the results obtained with the MC method are very promising:
the estimated difference is below 2% in four out of six cases, and for two samples the difference (0.0%)
is under the precision of the measurements. For the cases of electroplated palladium and bronze the
deviation is higher, around 5%, but they are still better than the FP result. The causes that produce
these outliers will be studied more deeply in the future, but we can advance hypotheses based on what
we observed during the quantification process. The Sn and Pd peaks are not very intense, due to the
characteristics of the samples and the detector; in these cases the signal to noise ratio not very high,
and for the same reason the matrix effect and the background subtraction are important factors that
must be taken into consideration for accurate quantification.

Coatings 2019, 9, x FOR PEER  6 of 11 

 

based on what we observed during the quantification process. The Sn and Pd peaks are not very 
intense, due to the characteristics of the samples and the detector; in these cases the signal to noise 
ratio not very high, and for the same reason the matrix effect and the background subtraction are 
important factors that must be taken into consideration for accurate quantification. 

  
(a) (b) 

 
(c) 

Figure 4. Calibration curves built from the simulations using the pure metals (black) and the 
composition of the electroplated films (red) of (a) Au, (b) Pd, and (c) Sn. 

Table 2. Nominal (certified and FIB-SEM) and measured (XRF) thickness calculated with FP and MC 
methods for the samples.  

Samples Nominal 
Experimental 

FP 
(µm) 

Difference 
(%) 

FP + Empirical 
(µm) 

Difference 
(%) 

MC 
(µm) 

Difference 
(%) 

Certified Au 
Certification 

(μm) 

1.07 0.77 −28.0 1.07 0.0 1.08 +0.9 
Certified Pd 1.02 0.82 −19.6 1.01 −1.0 1.02 0.0 
Certified Sn 2.08 1.42 −31.7 2.01 −3.4 2.04 −1.9 

Electroplated Au 

SEM (μm) 

0.53 0.28 −47.2 0.39 −26.4 0.53 0.0 
Electroplated Pd 1.30 1.15 −11.5 1.40 +7.7 1.23 −5.4 

Electroplated 
Bronze 1.76 1.31 −25.6 2.01 +14.2 1.85 +5.1 

The fitting of the calibration curve is good enough that if it is repeated by considering only three 
of the five simulated spectra, the variation will be only approximately ±0.3%, meaning that, in this 
case, this variation could be acceptable, and the computational cost could be decreased substantially. 
On the other hand, we found that the film composition influences the results strongly: in Figure 4 
there is an appreciable divergence, increasing the thickness, when using pure metal coating standards 
or the electrodeposited alloy, even if the composition varies only by a few percentage points. If pure 
standards were used for the quantification of the galvanic sample, the results would have a variation 
of up to 5%. For instance, the result of FP for the electroplated bronze with the expected Sn 
concentration in the alloy, was 35%; it would have been 2.71 μm (54% deviation from the real value), 

Figure 4. Calibration curves built from the simulations using the pure metals (black) and the
composition of the electroplated films (red) of (a) Au, (b) Pd, and (c) Sn.

Table 2. Nominal (certified and FIB-SEM) and measured (XRF) thickness calculated with FP and MC
methods for the samples.

Samples Nominal

Experimental

FP
(µm)

Difference
(%)

FP + Empirical
(µm)

Difference
(%)

MC
(µm)

Difference
(%)

Certified Au
Certification

(µm)

1.07 0.77 −28.0 1.07 0.0 1.08 +0.9
Certified Pd 1.02 0.82 −19.6 1.01 −1.0 1.02 0.0
Certified Sn 2.08 1.42 −31.7 2.01 −3.4 2.04 −1.9

Electroplated Au
SEM (µm)

0.53 0.28 −47.2 0.39 −26.4 0.53 0.0
Electroplated Pd 1.30 1.15 −11.5 1.40 +7.7 1.23 −5.4

Electroplated
Bronze 1.76 1.31 −25.6 2.01 +14.2 1.85 +5.1
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The fitting of the calibration curve is good enough that if it is repeated by considering only three
of the five simulated spectra, the variation will be only approximately ±0.3%, meaning that, in this
case, this variation could be acceptable, and the computational cost could be decreased substantially.
On the other hand, we found that the film composition influences the results strongly: in Figure 4
there is an appreciable divergence, increasing the thickness, when using pure metal coating standards
or the electrodeposited alloy, even if the composition varies only by a few percentage points. If pure
standards were used for the quantification of the galvanic sample, the results would have a variation of
up to 5%. For instance, the result of FP for the electroplated bronze with the expected Sn concentration
in the alloy, was 35%; it would have been 2.71 µm (54% deviation from the real value), and for this
reason, we performed the EDS analysis to obtain the exact composition. Unfortunately, it is often
assumed that the composition of the deposit does not change much over time, leading to gross errors.

3.3. Critical Parameters of Measurement

In the previous section, we proved the power of the MC method for thickness determination.
Then, more simulations were performed to predict the critical parameters that we need to take into
account when we measure a sample, regardless of the measurement method used.

The first variable we considered was the thickness of the substrate: on too thin samples, the X-rays
could pass through, giving a PR different from what is expected. To investigate this phenomenon,
we simulated sandwich-like samples with 0.5 µm pure gold coating on both sides (to mimic a real
galvanic sample) and a brass layer in between, whose thickness ranged from only 1 µm up to 1 cm, and
performed one simulation per order of magnitude. The influence of the thickness of brass substrates
is evident only for very thin dimensions (Figure 5a): over 0.1 mm, the difference to an infinite bulk
substrate is negligible, and the same calibration curve can be used for different samples.

Later, we investigated the influence of the alloy composition of both the coating and the substrate
on the PR. We examined typical deposits of common thickness used in the galvanic industry: a 0.5 µm
gold coating alloy, a 3 µm white bronze alloy, and brass alloys. The expected variation in the PR when
varying the composition of the alloys depends on the secondary fluorescence and self-absorption of
the sample, which depend on the composition, meaning that for different elements the trend could
be different.

We investigated the influence of the brass composition on the Au PR. We simulated a 0.5 µm pure
gold coating on 1 cm brass substrate. Typical brasses are alloys of Cu and Zn in ratios ranging from
62:38 (UNS alloy number C27200) to 70:30 (C26130) [35]. We simulated the following concentrations of
Cu: 63%, 65%, 67%, and 69%. In this range of concentration, the Au PRs does not change significantly
remaining in the error of the simulation (Figure 5b); the influence of the substrate could be more
remarkable for higher differences in the composition [36].

Then, the effect of the alloy composition of the coating was studied. First, we investigated the
Au-Cu alloy from pure gold to 18 kt (75 wt % Au) every 2 kt. As expected, the PR varies with the
concentration but, as also found for the electroplated gold with a pure gold calibration curve, the
variation is bigger than the variation of gold concentration (Figure 5c); 22 kt gold (8.28 wt % Cu) gives
a value of −16.1% with respect to the 24 kt, while 18 kt gold (25 wt % Cu) gives −41.0%. These findings
indicate that the results obtained with a not appropriated calibration curve cannot be corrected simply
by using a multiplicative factor even if the composition is known. For example, if an 18 kt gold sample
is measured and the thickness is estimated with a 24 kt curve to be 0.5 µm, we cannot affirm that the
actual thickness is 0.5 µm × 24 kt/18 kt = 0.67 µm since this would underestimate the value.

The same study was carried out with a white bronze alloy on brass. The typical galvanic white
bronze composition is 50–55 wt % Cu, 28–32 wt % Sn, and 14–20 wt % Sn. The calibration curve is
typically built using a standard of pure Sn, and the results are multiplied by 3.33 (assuming 30 wt %
of Sn in the alloy). We simulated an alloy, keeping fixed the amount of Zn at 17% and varying
the concentration of Cu and Sn, using Sn concentrations from 28 wt % to 32 wt % every 1 wt %.
The simulated sample consists of a 3 µm bronze layer, a 5 µm Cu layer, and 1 cm of brass substrate:
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these thicknesses and layer combinations are typical of nickel-free electrodeposition for wearable
accessories. Also in this case, similar to what we found for different alloys of gold, the composition
plays a crucial role in the thickness determination (Figure 5d) and the approximation, in this case,
results in even worse agreement: a variation of just four percentage points leads to an error of 12.2%.

We also simulated a sample with 32 wt % Sn but with 10 µm of the underlying Cu layer,
to see if there would be any variation, but the thickness of the layer below did not seem to have
a significant influence.Coatings 2019, 9, x FOR PEER  8 of 11 
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4. Conclusions

In the present work, we demonstrated the power of standardless MC calibration for measuring
the thickness of metallic coatings. We benchmarked the proposed method with the use of certified
standards and SEM imaging of FIB cross sections. Our results indicate that the MC approach competes
well with the FP method, which is the state of the art for the measurement of the thickness of metallic
coatings in industry. Remarkably, this result was achieved without the use of a standard of known
thickness and composition.

The MC method has two major advantages: (i) the lack of standards allows for an easy switch
between materials and coating architectures and (ii) it can easily adapt to existing XRF commercial
systems as it only requires changes in the software.

After having validated the method and proved that the simulations give reliable results, we have
explored a few critical situations that may lead to major errors in the measurement both with the FP
and MC methods. We found that in the cases investigated, small variations in the composition and the
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thickness of the substrate, or other eventual layers in multilayer architectures, do not play a substantial
role in the PR of the element on the top. Conversely, the composition of the substrate alloy must be
known exactly; even a small deviation from the known composition can bring about large errors in
thickness quantification.

In this work we have used the MC method to investigate the thickness limited to a single layer
on a substrate. In the future, we will extend the technique to multilayer structures, introducing a
multivariable approach. Such investigation is currently in progress.
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