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Abstract: Spin disorder effects influence magnetization dynamics and equilibrium magnetic
properties of real nanoparticles (NPs). In this work, we use micromagnetic simulations to try
to better understand these effects, in particular, on how the magnetization reversal is projected in
the character of the hysteresis loops at different temperatures. In our simulation study, we consider a
prototype NP adopting a magnetic core-shell model, with magnetically coherent core and somewhat
disordered shell, as it is one of the common spin architectures in real NPs. The size of the core
is fixed to 5.5 nm in diameter and the shell thickness ranges from 0.5 nm to 3 nm. As a starting
point in the simulations, we used typical experimental values obtained for a cobalt ferrite NP of
a comparable size investigated previously. The simulations enabled us to study systematically
the macrospin dynamics of the prototype NP and to address the interplay between the magnetic
anisotropies of the core and the shell, respectively. We also demonstrate how the computational time
step, run time, damping parameter, and thermal field influence the simulation results. In agreement
with experimental studies, we observed that the direction and magnitude of the shell anisotropy
influences the effective magnetic size of the core in the applied magnetic field. We conclude that
micromagnetic simulations, in spite of being designed for much larger scales are a useful toolbox
for understanding the magnetization processes within a single domain NP with an ordered spin
structure in the core and partially disordered spins in the shell.

Keywords: magnetic nanoparticles; micromagnetic simulations; magnetization dynamics;
hysteresis loop; core-shell structure; spin disorder

1. Introduction

Research on magnetic nanoparticles (NPs) continues to be viewed with great interest in
a wide range of fields like drug delivery [1], bio-analysis [2], data storage [3] and magnetic
fluid hyperthermia [4], to name a few. Consequently, better understanding of all fundamental
processes behind the coveted magnetic properties is of enormous importance, especially in context of
possible applications.

Magnetic NP dynamics, which is in fact the most important physical phenomenon underlying
biomedical applications of magnetic NPs [5], can be usually treated within a single domain limit [6].
In experiments, large ensembles of NPs are usually addressed. Therefore mesoscopic factors such
as inter-particle interactions, NP size distribution, geometry of the ensemble etc. are superimposed
to the single NP behavior. However, understanding the response of a single magnetic NP is of
utmost importance, as it has been demonstrated that the internal structure of a single magnetic NP
governs the overall response to temperature and magnetic field variations as studied by advanced
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experimental methods such as Small Angle Neutron Scattering (SANS) and in-field Mössbauer
spectroscopy (IFMS) [7–11].

The spin frustration and spin canting effects have been reported as intrinsic to the magnetic
NPs [12,13] namely when the NP diameter approaches a few nm size and/or the NPs have
a non-negligible structural disorder, which in most cases takes place at the outer part of a
NP. Being inspired with reduced saturation magnetization phenomenon in fine magnetic NPs,
Coey proposed the famous core-shell model, which considers magnetically aligned core and disordered
shell with frustrated spins [14].

Nevertheless, the spin canting and the spin frustration is often discussed in context of the ”surface
effects” and the variability of magnetic properties in real NPs with nominally identical chemical
composition is often explained via the generic surface anisotropy term. Strictly speaking, the symmetry
breaking due to the unsaturated covalent bonds at the surface is given by the symmetry lowering of
the coordination environment, which in case of spinel ferrites means that the orbital momentum of
the valence states of the transition metal cation in the tetrahedral or octahedral crystal field, is no more
quenched and thus contributes to the total magnetic moment of the ion significantly. This scenario
assumes that the whole NP is perfect from the crystallographic point of view and only the surface
atoms have different magnetic properties due to the symmetry breaking. In real samples, however,
the structural arrangement of the atoms in the surface proximity is much more complex and plethora of
perturbations already on the level of the lattice, such as point and line defects, local strains, variation of
the degree of inversion in the spinel structure, depletion of one of the cations etc., usually take place.
The perturbed layer is typically in order of few nanometers thick (depending on the synthesis method),
thus these “disorder effects” do have much larger action radius than that of the surface atoms.

Nowadays, the ”core-shell” term gained even a broader context thanks to the growing interest in
bimagnetic core-shell NPs, which are considered as more powerful heat generators in the magnetic fluid
hyperthermia [15]. The most common architecture of the core-shell NPs is a hard magnetic ferrite in
the core (magnetite, cobalt ferrite etc.) and a soft ferrite in the shell (maghemite, manganese ferrite) [16].
Such system can be viewed as a “chemical” core-shell, however, the architecture of such a NP is much
more complex from the structural and magnetic point of view.

Focusing back on the ”chemical” core only, it contains already a structurally disordered fraction,
most likely at the surface, which brings a kind of “structural” core-shell arrangement. For example in
case of spinel iron oxide, the topotactic transition from the maghemite to magnetite makes the structural
arrangement even more complex [7,9,12]. The structural disorder including lattice deformation is a
base for spin frustration, giving rise to the deviation from the bulk-like coherent magnetic structure.
Additional spin canting comes due to intra- or inter-particle interactions [8].

Nevertheless, even more complex scenario can be observed, for example in cobalt ferrite NPs.
In case of highly crystalline NPs without internal defects, the spin disorder extends over the entire
particle and a homogeneous disordered phase is formed [17]. These observations suggest that
the spin disorder at the surface causes a full spin reorganization inside the particle. It seems that
the presence of cobalt favors the extended disordered configuration, especially for larger NPs [17],
while the magnetically soft ferrites tend to form more variable spin configurations, even though
the magnetic core-shell is one of the common ones [7,9,12]. A kind of magnetic core-shell structure
originated mostly by the structural disorder has been reported for cobalt ferrite NPs, with size
comparable to that treated in our simulations [10,11].

It is obvious that the spin configurations can be rather complex and a simple macrospin
approximation often used for description of magnetic NP properties is not sufficient.

In this work we report on an extensive micromagnetic simulation study to model the behavior
of magnetic NPs with the magnetic core-shell spin structure observed in many samples of spinel
ferrite NPs. We focused on the magnetization isotherms, its inherent coercive field and on how
the characteristics of the disordered shell affect the overall NP magnetic behaviour.
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In our study, we consider a prototype CoFe2O4 NP [11,18], which is composed of two regions:
the inner part—the core with completely ordered magnetic (bulk-like) structure and the outer
part—the shell with a certain level of spin disorder (see Figure 1). We have to point out that architecture
of our model NP corresponds formally to the magnetic core-shell model, however the micromagnetic
framework does not allow to account for the origin of the spin disorder in the shell observed in real
NPs. Therefore the model can be relevant not only for the pure magnetic core-shell spin arrangements,
but when using relevant parameters in the simulations one can apply the same approach for a NP
with structural core-shell arrangement, in which the structural disorder in the shell gives rise to
the spin disorder.

Figure 1. Basic geometry of a magnetic NP used in the micromagnetic simulations showing the real
“core-shell” spin structure. The sketch of the coordinate system serves as a guideline for the external
magnetic field and anisotropy axis directions used in the simulations.

We also have to point out that the type of magnetic anisotropy in CoFe2O4 NPs is not trivial and it
is driven by many parameters of the NPs. From the practical point of view, the fabrication process
is the driving factor of the NP magnetic properties [19–22] as it determines the quantity of defects,
size and shape (distribution) of the NPs giving rise to the variations of the magnetic properties [23,24].
The CoFe2O4 typically present cubic anisotropy in bulk as well as in larger and highly-crystalline
NPs [17]. However, different studies reported that in case of small particles (typically with the diameter
below 10 nm) a coexistence of both cubic and uniaxial anisotropies is expected and uniaxial anisotropy
dominates for NPs with the diameter below ∼5 nm [19,25]. Thus the synthesis processes are capable
of changing the dominance of either cubic or uniaxial anisotropy [22]. On top of that, the anisotropy
constant of cobalt ferrite NPs can vary significantly with temperature [26]. Given that our prototype
NP can be considered as “small”, we focused our micromagnetic simulation studies first on the uniaxial
anisotropy, although the influence of CoFe2O4 cubic anisotropy is also analyzed and discussed.

Micromagnetic simulations have been successfully used throughout the years [27] to study
the magnetization dynamics of magnetic materials at scales much larger than the atomic one but
still much smaller than the macroscopic; at the so called microscopic or mesoscopic scale [28].
The magnetization dynamics simulations are based on the Landau-Lifshitz-Gilbert (LLG) equation,
where the magnetization of the simulated material is approximated by a continuous vector field with
a constant magnitude [29–31]. The concept has been extended down to the nanometer scale and it
has been routinely applied throughout the years for description of various spintronic devices [32].
Recently, the micromagnetic simulation approach was used to gain more insight into the magnetization
dynamics of small NPs within the single domain limit [33,34].

The goal of our study is to demonstrate that micromagnetic simulations can be used to
understand the interplay between the ordered spins of the core and disordered spins in the shell
in the magnetic core-shell model. We demonstrate here how the magnetic anisotropy and thickness
of the shell influence the magnetic properties of such a NP, in particular the character of hysteresis
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loops at different temperatures. We also discuss importance of realistic adjustment of the simulation
parameters, including time step, run time, damping parameter, and thermal field effect. Our study
underlines the importance of understanding the magnetization reversal in a single-domain NP beyond
the macrospin model.

2. Simulation Method

The simulations were performed using the parallel GPU mumax3 [35] finite difference numerical
code, where the magnetization dynamics is computed by solving the following LLG equation;

1
γ

dm
dt

= − 1
1 + α2 (m × Heff)−

α

1 + α2 m × (m × Heff) (1)

where, γ is the gyromagnetic ratio, m = M/MS is the normalized magnetization vector, α is the Gilbert
damping parameter and Heff is the total effective field, which includes the typical fields due
to the interactions of exchange, anisotropy, demagnetization as well as the thermal and external
fields [30,31,35].

Results of magnetization measurements carried out on CoFe2O4 NPs synthesized in our lab
were used as a benchmark for the starting magnetic parameters used in the simulations. Thus such
parameters as saturation magnetization, MS, and anisotropy constant, K, are derived from real
experimental results, which are in a good agreement of the previously published works, e.g., [16,19].
The parameters are given in Table 1. Figure 1 shows a schematic representation of the core-shell
model and Figure 2 shows the evolution of the experimental hysteresis loops at different temperatures.
At higher temperatures the superparamagnetic regime is observed, whereas in the blocked state
the hysteresis loops open reaching a coercive field of approximately 1.3 T at 10 K. A schematic
representation of the spin structure of our model NP is also shown in Figure 2, where one can see
the ordered core and the disordered shell spin structure [13].

Figure 2. Experimental magnetization isotherms at different temperatures for a real sample of CoFe2O4

NPs, as measured on SQUID magnetometer (left). A simulated internal spin structure for the model
showing both the ordered core and the disordered shell is also shown (right).

Table 1. Basic magnetic parameters of the prototype magnetic NP, determined from the ZFC-FC curves
and magnetization isotherms. Coercive field at 10 K, H10

c ; anisotropy field at 10 K H10
k ; saturation

magnetization at 10 K and 300 K, M10
S , M300

S , remnant magnetization at 10 K, M10
r ; effective anisotropy

constant Keff.

H10
c (T) H10

k (T) M10
S (Am2/kg) M300

S (Am2/kg) M10
r (Am2/kg) Keff(J/m3)

1.28 4.2 97 73 53 8.9 × 104
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In agreement with the schematic representation, we modelled our NP with the core-shell structure
out of several 0.5 nm side cubic cells in mumax3 [35], where each cell has its own magnetization spin
that interacts with all the others dynamically (as can be seen on the NPs snapshot presented in Figure 2).
As an example, in the case of the 5.5 nm core 0.5 nm shell thickness NP a total of 1728 computational
cells are needed, where about 524 of them correspond to the core magnetization spins and about
381 to the shell. Due to the nature of the finite difference method there is always a staircase effect
when building round shapes like spheres, thus the approximation of the number of magnetic cells for
the core and shell, as well as the remaining non-magnetic cells of the full computational space.

Considering the experimental data given in Table 1 for our prototype CoFe2O4 NP, the parameters
shown in Table 2 were defined as the starting set for different simulation runs. As for the remaining
computational parameters, a cubic cell size of 0.5 nm side was chosen to build a spherical NP,
whose ordered core accounts for 5.5 nm of the inner diameter, whereas the remaining 0.5, 2 and 3
nm account for the partly (or fully) disordered shell of the NP, respectively. For the partly (or fully)
disordered shell we make an initial assumption that the magnetic parameters MS and Aex are about 20%
smaller than those of the ordered core (Table 2). The reduction of the parameters mimics the variable
disorder in real NPs [13]. Please note that the micromagnetic simulations are not capable of including
the change in the degree of inversion and the gradients of structural and magnetic parameters on
the scale of individual atoms, thus a reasonable approximation in the magnetic parameters must be
implemented.

Table 2. Simulation parameters used on mumax3 for the core-shell NP with uniaxial anisotropy.
MS is the saturation magnetization, Aex is the exchange energy, Ku is the anisotropy constant with its
direction vector, v and the damping parameter α.

MS (A/m) Aex (J/m) Ku (J/m3), v(i,j,k) α

Core 7.74 × 105 1.50 × 10−11 8.9 × 104; v(1, 0, 0) 0.01
Shell 6.19 × 105 1.20 × 10−11 0 0.005

The final response is strongly dependent on the magnetocrystalline anisotropy of the core
and the delicate interplay of the exchange interactions between the core and the shell. Therefore we also
addressed the effect of core-shell exchange energy, and the anisotropy energy and magnetocrystalline
anisotropy direction in the core and in the shell, respectively.

3. Results and Discussion

In this section, results of the simulations are presented and discussed within the context of
experimental findings. In order to deliver reliable information, we have first investigated how
the material-independent parameters like the computational time influence the simulation results,
so as to have a base before studying the effects of the material-dependent parameters like, damping,
anisotropy, etc.

First, we addressed the role of the time step (FixDt) applied to the numerical solver of the LLG
equation, which influences the coercive field (Hc) of our modelled NP, as does the other analysed
time parameter which is the run time (runt). We confirmed that both simulation times influence
the magnetization dynamics and, as a rule of thumb, the smaller the time step (in the order of fs)
the higher the precision of the calculation. However, there is the drawback that if the time step (FixDt)
is too small, the actual time that it takes for the GPU to finish a simulation becomes quite significant,
especially if there is a great number of cells describing the system.

The meaning of the run time (runt) parameter is simply how long is the external magnetic field
applied, before increasing it by a certain amount, up to the desired maximum value of the applied
field when simulating a full hysteresis cycle. The longer the run time is, the more time the magnetic
moments have to relax to the ”equilibrium” at that field value.
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Finally, the effect of the thermal field, and the influence of the anisotropy and external field
directions, respectively, will be discussed.

3.1. The Computational Time Step, FixDt

The computational time step (FixDt) is the numerical parameter used within the simulations to
advance the time dependence of the LLG differential equation. As it was mentioned before, the smaller
it is the higher the precision of the calculation, but at the cost of larger and larger actual simulation
times. Results of the magnetization isotherm at 0 K for our above described magnetic NP parameters
at different FixDt’s, are shown in Figure 3.

Figure 3. Coercivity (Hc) variation with the computational time step, FixDt, at 0 K. Smaller FixDt values
correspond to a higher numerical precision, but at the cost of significantly longer simulation times.
A FixDt of 2 × 10−15 s was chosen as a good compromise between the precision and simulation times.

Looking at the results shown in Figure 3 and remembering that a smaller FixDt translate into
a more precise calculation, we decided to use a time step no larger than 2 × 10−15 s, which means a
difference of less than 1%, when compared to the coercive field with the smallest FixDt, and half its
actual simulation time (Figure 3). This way we were able to have faster simulations than when using
the 1 fs time step, while keeping a good precision in the simulated magnetization dynamics.

3.2. Run Time per Field Step and the Damping Parameter

The Gilbert damping parameter α, is an Ohmic type dissipation [36] that brings the magnetization
back to its equilibrium position, which is given by the effective field Heff direction, once it has been
perturbed. Typical values for α used in micromagnetic thin films vary slightly from 0.01, which is
used here as the reference for our simulated NP. On Figure 4 we can see how increasing it shows a
minimum for the coercivity of the NP. Being α a phenomenological constant in the LLG equation,
it is very difficult to say which value would better represent the experimental sample data shown
on Figure 2, specially when considering such a small NP. Since most research is performed in either
bulk materials or thin films it is difficult to say which value of α is most appropriate for our NPs.
Thus given how influential it can be regarding the value of the coercive field, Hc, as shown on
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Figure 4, the remaining simulations were performed assuming typical thin film values for α of 0.01 for
the ordered core and 0.005 for the disordered shell of the NP.

Also on Figure 4 we can see the effect of increasing the run time (runt) per field step onto
the coercive field. It is clear that the longer each time step of external field is, the lower the coercive
field will be, as given by the tested runt’s of 2 × 10−11 s, 5 × 10−11 s and 15 × 10−11 s. This can be
understood as the magnetic spins being allowed more time to relax to an equilibrium position at
the current Heff, before increasing the field to the next step value during the simulation of the NP’s
hysteresis loop.

Figure 4. Relation between coercivity (Hc), damping parameter α, and run time (runt).
The inset shows how the dissipative term M × dM/dt, driven by the phenomenological constant
α, forces the magnetization to precess until the magnetization aligns itself with the effective field
(Heff) direction. In general, as α is increased the coercivity is lowered until a minimum is reached.
Also the longer the runt, the longer the magnetization dynamics has to relax to equilibrium at each
effective field value, reducing the coercivity as well. These simulations were performed at 0 K.

3.3. Thickness of the Disordered Shell and Thermal Field Effect

Figure 5 shows the influence of increasing the disordered shell thickness on the coercive field of
the magnetic NP at different temperatures. The temperature effect is introduced in mumax3 [35] as a
fluctuating thermal field, according to the description given by Brown [37], which in short introduces
a random oscillation term to the LLG effective field that changes at each time step.

Having the disordered shell anisotropy set to zero, we can clearly see in Figure 5 that the thicker
the shell is, the bigger the coercive field values, regardless of the temperature set. This result is in
coherence with expectations, since if the shell is thicker there is a greater number of magnetic moments
to be “switched” as they are forced to follow the core reversal. This effect is ensured by a larger
“inertia” to move them away from their position, due to the preferred direction defined by the ordered
core Hk. Even though the anisotropy is zero at the shell, the exchange interaction is still present
forcing the magnetic moments to be parallel between nearest neighbour cells, and all the interactions
that come from the ordered core (anisotropy, demagnetizing and exchange) are felt by the spins on
the disordered shell. In reality our simulations show that the disordered in the shell is continuously
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reduced with the increasing magnetic field applied to the NP. Consequently, all the spins in both
the core and the shell tend to align with the applied magnetic field during the reversal. This behavior is
greatly reflected in the experimental observations carried out on cobalt ferrite NPs with a certain level
of spin disorder in the shell using field-dependent SANS experiment, which unambiguously reveals
the growth of the magnetic volume (extension of the core radius) with increasing magnetic field [11].

Figure 5. Coercivity changes due to both different simulated temperatures and different disordered
shell thicknesses, of 0.5 nm (a), 2 nm (b) and 3 nm (c), whereas (d) directly compares the temperature
effects for the different shell thicknesses. In general the thicker the shell, the larger the coercivity.
As the temperature increases the thermal field effects become more important than the thickness ones,
for the overall dynamics of the NP switching.

We can also ascertain that even a slight increase in temperature significantly reduces the coercivity
values comparing to the case at 0 K. As the temperature is further increased the coercivity continues to
decrease and above 100 K the transition is a lot less smooth, due to the random oscillations introduced
by the thermal field. The reduction of the coercivity is expected when adding the thermal field since
this makes it easier to “pull” the magnetization out of its previous equilibrium direction defined by
the ordered core anisotropy easy axis, which lies along the x-direction in our simulations.

Figure 6 demonstrates how the increase in temperature affects more strongly the reversal at higher
temperatures. Looking there at the insets of the graph at 2 K, the individual spins forming the NP are
weekly perturbed by the thermal field during the transition, remaining fairly parallel between nearest
neighbouring cells, by their exchange interaction. On the other hand at 300 K, one can see on Figure 6
how the spins now struggle to remain fairly parallel between them, due to the stronger oscillations
caused by the thermal field. Complete graphs with insets for all transitions at different temperatures
and shell thicknesses can be found on the Supplementary Information (SI) for this work.
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Figure 6. (a) Magnetization isotherm reversal for the 0.5 nm shell at 2 K, with corresponding
insets showing the spin structure during the transition process. (b) Magnetic isotherm reversal for
the 0.5 nm shell at 300 K, with corresponding insets showing the spin structure during the transition
process. One can easily see on the insets how the individual spins become quite “disorganized” at
higher temperatures.

Please note that the persistence of coercivity at 300 K is in agreement with the basic formula of
a non-interacting macrospin fluctuation, which determines the blocking temperature, TB (transition
temperature between the blocked state and the superparamagnetic state): τm = τ0 exp (KV),
where τm is a characteristic time window of the experiment (which is usually considered in order of
10–100 s for SQUID magnetometry), τ0 is the relaxation time of the macrospin (typically 10−9 s), K
is the anisotropy constant (2 × 105 J/m3) and V is the NP volume. In the prototype NP, the TB in
the thermodynamic equilibrium fall in the 300–450 K temperature interval.

3.4. Effect of Anisotropy

Like in other magnetic nanostructures, the type, magnitude and direction of
the magnetocrystalline anisotropy play an important role in the magnetization dynamics.
This anisotropy interaction is added as a field-type contribution in mumax3 [35]. In this section we
will first take a look at the effects of cubic anisotropy, which is intrinsic to the bulk and large highly
crystalline NPs of the CoFe2O4, and then to the uniaxial one, which is expected to dominate in the NPs
of the size comparable to our model structure.

3.4.1. Cubic Anisotropy

While in very small ferrite NPs the uniaxial anisotropy can be considered a good first
approximation, CoFe2O4 has cubic anisotropy, and although both may be present in real samples,
e.g., [19,25,38].

Typical bulk cobalt ferrite NPs have the first and second order anisotropy constant values of
Kc1 = 2.9 × 105 J/m3 and Kc1 = 4.4 × 105 J/m3, respectively, with easy axis direction (1,0,0). Results of
the simulations when applying bulk cubic anisotropy values are shown in Figure 7.

Analysing first the effect of the second order term, Kc2 (Figure 7a), it is evident that it shows no
real change to the magnetization dynamics. This holds true with a thermal field on at 0 K and 300 K.

When comparing the differences between the simulations run with the uniaxial and the cubic
anisotropies, with the comparable magnitude of the anisotropy constant (with Hext along the (1,0,0)
direction) the coercivity is found to be about 0.55 T less in the cubic anisotropy case (Figure 7b).
However when the external magnetic field is now applied along the y-axis, the coercivity for
the cubic anisotropy case is about 0.70 T higher than the uniaxial one (Figure 7c). When considering
the thermal field on and with the Hext applied along the (0,1,0) direction in the uniaxial anisotropy case,
the coercivity drops to zero. In the cubic anisotropy case, however, some coercivity plus a minor shift
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of the hysteresis loop is present, which points to a more complex magnetization dynamics, which is
not revealed by the experimental works (e.g., [19]).

Figure 7. Comparison between cubic and uniaxial anisotropies. (a) Using first and second order cubic
anisotropy constants, Kc1 and Kc2 respectively, where the easy anisotropy axis and Hext are applied
in the same v(1,0,0) direction. In both 0 K and 300 K there is no real benefit in using the second order
term, Kc2. (b) For the constants values Kc1 = Kuni, the simulation when just using the cubic anisotropy
presents a coercive field ≈0.55 T lower than when just using the uniaxial one, being the Hext applied
along the same (1,0,0) anisotropy easy direction. The coercivity gets further reduced with a higher
magnitude anisotropy constant. (c) When the external field, Hext, is applied along the (0,1,0) direction
(which is perpendicular to the anisotropy one (1,0,0)), the coercive field for the cubic anisotropy is now
≈0.70 T higher than the uniaxial anisotropy one. This trend is seen both at 0 K and 300 K.

3.4.2. Uniaxial Anisotropy

In our simulations the easy axis direction lies along the x-axis of the NP (Figure 1). However,
the anisotropy direction was initially defined just for the ordered core of the NP, leaving the anisotropy
of the disordered shell as zero, allowing it to follow the core reversal (Table 2).

On Figure 8 we can see how the coercive field varies when the hysteresis field is applied
along the anisotropy easy x-axis direction, as well as how it decreases with increasing temperature.
More curious is to see what happens when the hysteresis field is now applied perpendicularly to
the anisotropy axis (Figure 9). As we can see on Figure 9 the coercivity is significantly reduced when
the field is applied perpendicularly to the anisotropy easy axis. This is explained by the fact that
applying the external field that way makes it is easier to “pull” the magnetization out of the anisotropy
easy direction (x-axis).
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It is important to note that the coercivity drops to zero when the thermal field is activated, even for
a thermal field as week as the one given by the 2 K temperature. Like it was discussed in the previous
sections, the random oscillations introduced by the thermal field help in moving the magnetization
out of its equilibrium position. This effect is now amplified by the fact that the external field is now
applied perpendicularly to the anisotropy easy axis.

Figure 8. (a) Magnetic isotherm when applying the external magnetic field (Hext) parallel to
the anisotropy axis (Hk along the x-axis) of the NP (of core size 5.5 nm and 0.5 nm shell thickness).
(b) Plot of the coercivity (Hc) versus temperature, showing how it rapidly decreases due to the presence
of the thermal field.

Figure 9. Magnetic isotherms when applying the external magnetic field (Hext) perpendicularly to
the ordered core anisotropy direction (Hk along the x-axis) of the NP (of core size 5.5 nm and 0.5 nm
shell thickness). (a) When the field is applied along the y-axis and (b) when the field is applied along
the z-axis. The coercivity rapidly tends to zero as soon as the thermal field is added, when the external
magnetic field is applied perpendicularly to the anisotropy easy axis.

Taking as a reference the 3 nm thick disordered shell simulation shown on Figure 5c let’s explore
how the coercivity would change if we defined an easy anisotropy axis for the disordered shell as well,
while keeping the temperature at 0 K, so no thermal field contribution is present.

Figure 10 shows the results for the disordered shell with an easy anisotropy direction along
the y-axis (0,1,0), while the ordered core remains with its easy direction along the x-axis (1,0,0).
This configuration leads to the lower coercivity values at 0 K, when comparing to the original data
obtained with no shell anisotropy (Figure 5c). When the magnitude of the anisotropy constant is
equal in both the shell and the core, (cross point between the lines in Figure 10) it translates in a large
reduction of the coercivity from the case with zero anisotropy in the shell (Figure 5c). Increasing the
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anisotropy constant for the shell while keeping the core one constant gives a smaller coercivity
field, whereas the coercivity increases when the shell anisotropy is reduced. The strong influence
of the anisotropy variation in the shell is not that surprising when considering that approximately
73% of the total volume of the NP is now formed by the shell, and thus it greatly affects the overall
magnetization dynamics. In this arrangement, it easier to “pull” the overall magnetization from
the initial x-direction, since there is a strong interaction arising from all the spins with y-axis as the easy
magnetization direction due to the shell anisotropy.

Figure 10. Effect of different anisotropy magnitudes and directions on the NPs core and shell.
Anisotropy easy axis directions were defined as; (1,0,0) x-axis for the core; and (0,1,0) y-axis for
the shell. As one can see, as the anisotropy in the shell is increased the coercivity of the entire
NP decreases, pointing to the importance of the anisotropy direction and magnitude, in core-shell
structures, to the overall magnetization dynamics of the NP.

In this vein, this result clearly points to the importance of a correct definition of the NP architecture
in micromagnetic simulations, so they can be used to better interpret the underlying physics seen on
experimental results.

4. Conclusions

In this work, we have performed a micromagnetic simulation study of a prototype NP,
which mimics the real internal spin structure observed in many samples of spinel ferrite NPs.
In the simulations, we adopted experimental parameters obtained for ∼5–6 nm CoFe2O4 NPs.
As revealed by the experiments, uniaxial anisotropy dominates in these NPs, however the effect
of the cubic anisotropy intrinsic to the bulk material and large NPs has been also tested. We consider
that the NP adopts the magnetic core-shell arrangement, which assumes that the model NP is
composed of a core represented by a single macrospin as the internal spins are supposed to be
aligned in the bulk-like magnetic structure, while the shell contains disordered/paramagnetic-like spin
arrangement. Our study reveals that the thickness and anisotropy of the NP shell have a considerable
impact on the magnetization reversal, and consequently the shape of hysteresis curves. For example
by lowering the anisotropy in the shell, the coherent magnetic volume (corresponding to the effective
volume of the core) increases with the applied magnetic field. This result is also in correspondence
with recent experimental study carried out on cobalt ferrite NPs [11].

Through our study we demonstrated that micromagnetic simulations are useful tool in
reproducing trends in experimental hysteresis curves of single domain NPs and they give reasonable
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insight into the magnetization dynamics of NPs with the spin structure corresponding to the magnetic
core-shell model. However, we also demonstrated here that these simulations are very sensitive
to the initial material parameters and adjustments of the simulation procedure. We also note that
the micromagnetic concept does not allow to account for the origin of spin disorder; nevertheless,
the approach can be applied to pure magnetic core-shell NPs as well to the NPs with the spin disorder
induced by the structural disorder of the shell.

Regarding future prospects of our work, we point to the importance of simulation studies
on “chemical” core-shell NPs composed of two different materials, containing an interface with
a certain level of disorder. Understanding the mechanism of magnetization reversal in these
structures is of utmost importance, e.g., for the evaluation of their heating performance in magnetic
fluid hyperthermia.
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11. Zákutná, D.; Nižňanský, D.; Barnsley, L.C.; Babcock, E.; Salhi, Z.; Feoktystov, A.; Honecker, D.; Disch, S.

Spatially Resolved Disorder Anisotropies in Ferrite Nanoparticles. arXiv 2019, arXiv:1912.04081.
12. Elisabeth, T.; Philippe, P.; Pierre, J.J.; Luis, D.J.; Marc, G.J. Spin Canting in γ-Fe2O3 Nanoparticles.

Hyperfine Interact. 1998, 112, 97–100.:1011092712136. [CrossRef]

http://www.mdpi.com/2079-4991/10/6/1149/s1
https://doi.org/10.1080/17425247.2019.1554647
http://dx.doi.org/10.1080/17425247.2019.1554647
http://dx.doi.org/10.1016/j.cbpa.2003.08.013
http://dx.doi.org/10.1038/nmat1494
http://dx.doi.org/10.1016/j.pbiomolbio.2017.10.001
http://dx.doi.org/10.1088/0022-3727/42/22/224001
http://dx.doi.org/10.1002/9780470386323.ch9
http://dx.doi.org/10.1039/C6NR07262C
http://dx.doi.org/10.1038/s41598-018-21626-0
http://dx.doi.org/10.1103/PhysRevLett.113.147203
http://dx.doi.org/10.1023/A:1011092712136


Nanomaterials 2020, 10, 1149 14 of 15

13. Steen, M.; Erik, B.; Cathrine, F. Spin structures in magnetic nanoparticles. J. Nanomater. 2013, 111, 720629.
[CrossRef]

14. Michael, C.J. Noncollinear spin arrangement in ultrafine ferrimagnetic crystallites. Phys. Rev. Lett. 1971,
27, 1140–1142. [CrossRef]

15. Albinali, M.E.; Zagho, M.M.; Deng, Y.; Elzatahry, A.A. A perspective on magnetic core–shell carriers for
responsive and targeted drug delivery systems. Int. J. Nanomed. 2019, 14, 1707–1723. [CrossRef]

16. Sanna Angotzi, M.; Musinu, A.; Mameli, V.; Ardu, A.; Cara, C.; Niznansky, D.; Xin, H.L.; Cannas, C. Spinel
Ferrite Core-Shell Nanostructures by a Versatile Solvothermal Seed-Mediated Growth Approach and Study
of Their Nanointerfaces. ACS Nano 2017, 11, 7889–7900. [CrossRef]

17. Hasz, K.; Ijiri, Y.; Krycka, K.L.; Borchers, J.A.; Booth, R.A.; Oberdick, S.; Majetich, S.A. Particle moment
canting in CoFe2O4 nanoparticles. Phys. Rev. B 2014, 90, 180405. [CrossRef]

18. Mikšátko, J.; Aurélio, D.; Kovarícek, P.; Michlová, M.; Veverka, M.; Fridrichová, M.; Matulková, I.; Žácek, M.;
Kalbác, M.; Vejpravová, J. Thermoreversible magnetic nanochains. Nanoscale 2019, 11, 16773–16780.
[CrossRef]

19. Peddis, D.; Cannas, C.; Musinu, A.; Ardu, A.; Orrù, F.; Fiorani, D.; Laureti, S.; Rinaldi, D.; Muscas, G.;
Concas, G.; et al. Beyond the Effect of Particle Size: Influence of CoFe2O4 Nanoparticle Arrangements on
Magnetic Properties. Chem. Mater. 2013, 25, 2005–2013. [CrossRef]

20. Vasilakaki, M.; Ntallis, N.; Yaacoub, N.; Muscas, G.; Peddis, D.; Trohidou, K.N. Optimising the magnetic
performance of Co ferrite nanoparticles via organic ligand capping. Nanoscale 2018, 10, 21244–21253.
[CrossRef]

21. Lee, K.; Lee, S.; Ahn, B. Understanding High Anisotropic Magnetism by Ultrathin Shell Layer Formation for
Magnetically Hard-Soft Core-Shell Nanostructures. Chem. Mater. 2019, 31, 728–736. [CrossRef]

22. Lavorato, G.; Alzamora, M.; Contreras, C.; Burlandy, G.; Litterst, F.J.; Baggio-Saitovitch, E. Internal Structure
and Magnetic Properties in Cobalt Ferrite Nanoparticles: Influence of the Synthesis Method. Part. Part.
Syst. Charact. 2019, 36, 1900061. [CrossRef]

23. Bogren, S.; Fornara, A.; Ludwig, F.; del Puerto Morales, M.; Steinhoff, U.; Hansen, M.; Kazakova, O.;
Johansson, C. Classification of Magnetic Nanoparticle Systems: Synthesis, Standardization and Analysis
Methods in the NanoMag Project. Int. J. Mol. Sci. 2015, 16, 20308–20325. [CrossRef]

24. Wells, J.; Kazakova, O.; Posth, O.; Steinhoff, U.; Petronis, S.; Bogart, L.K.; Southern, P.; Pankhurst, Q.;
Johansson, C. Standardisation of magnetic nanoparticles in liquid suspension. J. Phys. D Appl. Phys. 2017,
50, 383003. [CrossRef]

25. Pacakova, B.; Mantlikova, A.; Niznansky, D.; Kubickova, S.; Vejpravova, J. Understanding particle size
and distance driven competition of interparticle interactions and effective single-particle anisotropy. J. Phys.
Condens. Matter 2016, 28, 206004. [CrossRef]

26. Yoon, S. Temperature dependence of magnetic anisotropy constant in cobalt ferrite nanoparticles. J. Magn.
Magn. Mater. 2012, 324, 2620–2624. [CrossRef]

27. Leliaert, J.; Mulkers, J. Tomorrow’s micromagnetic simulations. J. Appl. Phys. 2019, 125, 180901. [CrossRef]
28. µMAG Micromagnetic Modeling Activity Group. Available online: https://www.ctcms.nist.gov/rdm/

mumag.org.html (accessed on 29 October 2019).
29. Fidler, J.; Schrefl, T. Micromagnetic modelling—The current state of the art. J. Phys. D Appl. Phys. 2000,

33, R135–R156. [CrossRef]
30. Lopez-Diaz, L.; Aurelio, D.; Torres, L.; Martinez, E.; Hernandez-Lopez, M.A.; Gomez, J.; Alejos, O.;

Carpentieri, M.; Finocchio, G.; Consolo, G. Micromagnetic simulations using Graphics Processing Units.
J. Phys. D Appl. Phys. 2012, 45, 323001. [CrossRef]

31. Kumar, D.; Adeyeye, A.O. Techniques in micromagnetic simulation and analysis. J. Phys. D Appl. Phys. 2017,
50, 343001. [CrossRef]

32. Joshi, V.K. Spintronics: A contemporary review of emerging electronics devices. Eng. Sci. Technol. Int. J.
2016, 19, 1503–1513. [CrossRef]

33. Li, F.; Lu, J.; Yang, Y.; Lu, X.; Tang, R.; Sun, Z.Z. Micromagnetic simulation of two-body magnetic
nanoparticles. J. Phys. Conf. Ser. 2017, 827, 012004. [CrossRef]

34. Crespo, R.; Elbaile, L.; Carrizo, J.; García, J. Optimizing the sensitivity of a GMR sensor for superparamagnetic
nanoparticles detection: Micromagnetic simulation. J. Magn. Magn. Mater. 2018, 446, 37–43. [CrossRef]

http://dx.doi.org/10.1155/2013/720629
http://dx.doi.org/10.1103/PhysRevLett.27.1140
http://dx.doi.org/10.2147/IJN.S193981
http://dx.doi.org/10.1021/acsnano.7b02349
http://dx.doi.org/10.1103/PhysRevB.90.180405
http://dx.doi.org/10.1039/C9NR03531A
http://dx.doi.org/10.1021/cm303352r
http://dx.doi.org/10.1039/C8NR04566F
http://dx.doi.org/10.1021/acs.chemmater.8b03591
http://dx.doi.org/10.1002/ppsc.201900061
http://dx.doi.org/10.3390/ijms160920308
http://dx.doi.org/10.1088/1361-6463/aa7fa5
http://dx.doi.org/10.1088/0953-8984/28/20/206004
http://dx.doi.org/10.1016/j.jmmm.2012.03.019
http://dx.doi.org/10.1063/1.5093730
https://www.ctcms.nist.gov/rdm/mumag.org.html
https://www.ctcms.nist.gov/rdm/mumag.org.html
http://dx.doi.org/10.1088/0022-3727/33/15/201
http://dx.doi.org/10.1088/0022-3727/45/32/323001
http://dx.doi.org/10.1088/1361-6463/aa7c04
http://dx.doi.org/10.1016/j.jestch.2016.05.002
http://dx.doi.org/10.1088/1742-6596/827/1/012004
http://dx.doi.org/10.1016/j.jmmm.2017.08.066


Nanomaterials 2020, 10, 1149 15 of 15

35. Vansteenkiste, A.; Leliaert, J.; Dvornik, M.; Helsen, M.; Garcia-Sanchez, F.; Van Waeyenberge, B. The design
and verification of MuMax3. AIP Adv. 2014, 4, 107133. [CrossRef]

36. Bertotti, G. Hysteresis in Magnetism: For Physicists, Materials Scientists, and Engineers; Academic Press Series in
Electromagnetism; Elsevier Science: San Diego, CA, USA, 1998.

37. Brown, W.F. Thermal Fluctuations of a Single-Domain Particle. J. Appl. Phys. 1963, 34, 1319–1320. [CrossRef]
38. Muscas, G.; Cobianchi, M.; Lascialfari, A.; Cannas, C.; Musinu, A.; Omelyanchik, A.; Rodionova, V.;

Fiorani, D.; Mameli, V.; Peddis, D. Magnetic Interactions Versus Magnetic Anisotropy in Spinel Ferrite
Nanoparticles. IEEE Magn. Lett. 2019, 10, 1–5. [CrossRef]

c© 2020 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

http://dx.doi.org/10.1063/1.4899186
http://dx.doi.org/10.1063/1.1729489
http://dx.doi.org/10.1109/LMAG.2019.2956908
http://creativecommons.org/
http://creativecommons.org/licenses/by/4.0/.

	Introduction:
	Simulation Method
	Results and Discussion
	The Computational Time Step, FixDt
	Run Time per Field Step and the Damping Parameter
	Thickness of the Disordered Shell and Thermal Field Effect
	Effect of Anisotropy
	Cubic Anisotropy
	Uniaxial Anisotropy


	Conclusions
	References

