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Abstract: Cognitive modeling of response time distributions has seen a huge rise in popularity in
individual differences research. In particular, several studies have shown that individual differences
in the drift rate parameter of the diffusion model, which reflects the speed of information uptake, are
substantially related to individual differences in intelligence. However, if diffusion model parameters
are to reflect trait-like properties of cognitive processes, they have to qualify as trait-like variables
themselves, i.e., they have to be stable across time and consistent over different situations. To assess
their trait characteristics, we conducted a latent state-trait analysis of diffusion model parameters
estimated from three response time tasks that 114 participants completed at two laboratory sessions
eight months apart. Drift rate, boundary separation, and non-decision time parameters showed a
great temporal stability over a period of eight months. However, the coefficients of consistency and
reliability were only low to moderate and highest for drift rate parameters. These results show that
the consistent variance of diffusion model parameters across tasks can be regarded as temporally
stable ability parameters. Moreover, they illustrate the need for using broader batteries of response
time tasks in future studies on the relationship between diffusion model parameters and intelligence.

Keywords: mental speed; diffusion model; latent state-trait theory; response times; drift rate;
boundary separation; non-decision time; temporal stability

1. Introduction

Being quick on the uptake or being quick-witted are popular idioms when describing smart
individuals. Decades of research on the relationship between general intelligence and behavioral
response times established the close link between mental abilities and the speed of information
processing. A recent review of 172 studies reported an average correlation of r = −.24 between
mental abilities and different measures of information processing speed [1]. More specifically, the
correlations between mean response times in elementary cognitive tasks and general intelligence
ranged from r = −.25 to r = −.40. In general, composite measures of response times tend to show
higher correlation with general intelligence than single response time measures. For example, canonical
correlations between test batteries of response time tasks and general intelligence ranged from C = .55
to C = .72 [2–4]. This suggests that it is the variance shared by different response time tasks—general
mental speed—that is closely related to general intelligence.

Typically, mental speed is assessed by calculating the mean or median of each participant’s
intra-individual response time distribution in an experimental task. Because mean response times
should exhibit ideal psychometric properties under assumptions of classical test theory, they are
usually preferred over other parameters describing an individual’s response time distribution such
as the standard deviation, skewness, or kurtosis. However, there are a couple of findings suggesting
that inter-individual differences in various parameters of intra-individual response time distributions
may be of particular interest for explaining individual differences in mental abilities. First, previous

J. Intell. 2016, 4, 7; doi:10.3390/jintelligence4030007 www.mdpi.com/journal/jintelligence

http://www.mdpi.com/journal/jintelligence
http://www.mdpi.com
http://www.mdpi.com/journal/jintelligence


J. Intell. 2016, 4, 7 2 of 22

research has indicated that the intra-individual standard deviation of response times is sometimes
more strongly related to general intelligence than mean or median response times [5,6]. However, a
recent meta-analysis of 24 studies found no consistent difference in the size of correlations between
these measures [7]. Second, the worst performance rule [8] describes the phenomenon that when
individual response times are ranked from fastest to slowest, the slowest response times are more
predictive of general intelligence than the mean or best response times [9,10]. Third, using means as
a measure of central tendency to summarize the information contained in individual response time
distributions may not be the ideal choice, as response time distributions are strongly positively skewed,
which contradicts the assumption of a Gaussian distribution.

Moreover, when only mean response times are used as measures of mental speed, information
contained in the shape of response time distributions is inevitably lost. Response time distributions
can be described as combined Gaussian and exponential distributions. Shifts in both of these elements
of response time distributions can lead to a similar increase in mean response times, just like a shift
in the response time distribution or an increase in skewness can result in higher mean response
times [11,12]. Taken together, these phenomena suggest that it may be worthwhile to consider the
complete distribution of response times when analyzing the relationship between mental speed and
mental abilities.

Beyond that, the distinction between decision times and movement times has proven to be another
critical issue for the study of individual differences in mental chronometry. Some experimental setups
require participants to rest their finger(s) on a home button that they are instructed to release as soon
as the stimulus is presented and their decision is made. Subsequently, they have to press one of several
response keys. Home-button setups are supposed to allow dissociating between the time required for
the stimulus to be perceived, encoded, and processed (decision time, DT), and the time required for
response execution (motor time, MT). Although DT and MT tend to load on two orthogonal factors [13],
moderate correlations between DT and MT are reported in many studies [6]. The view that some
degree of process contamination exists in both of these measures is supported by two experiments
showing that participants release the home key immediately after detecting the stimulus, but before
finalizing their decision, in anticipation of their response [14]. These results suggest that a clear-cut
distinction between decision times and movement times cannot be easily achieved by a home-button
setup and that other methods have to be employed to obtain a process-pure measurement of the speed
of information processing.

1.1. The Diffusion Model: A Process Model of Speeded Binary Decision Making

Mathematical models of response times can overcome the aforementioned problems (i.e.,
providing adequate parameters for the description of a response time distribution, analyzing the
complete distribution, allowing a more valid distinction between the time required for decision
processes and for non-decision processes such as movement times), because they provide a
process-based account of decision making that uses a participant’s whole response time distribution
to estimate parameters reflecting various elements of the decision process. The most prominent
mathematical model of binary response time tasks is the diffusion model, which is a random-walk
model that assumes a continuous information accumulation during a binary decision until one of
two decision thresholds is reached [15]. This information accumulation process can be described by
a Wiener diffusion process consisting of a constant systematic component, the drift, and normally
distributed random noise.

The basic diffusion model contains four parameters (see Figure 1): The drift rate (v) reflects the
strength and direction of the systematic influence on the diffusion process and is a direct performance
measure for the speed of information uptake. Boundary separation (a) reflects the amount of
information considered for a decision, which is for example influenced by a participant’s cautiousness
or by instructions stressing speed over accuracy and vice versa, e.g., [16,17]. The starting point (z)
reflects a priori biases in decision making that can be influenced by asymmetric pay-off matrices [16].
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Finally, the non-decision time (t0) reflects the time required for all sorts of decision-unrelated processes
such as encoding or motor programming and execution.

Figure 1. A simplified illustration of the basic diffusion model. Information accumulation begins
at the starting point z and continues with a mean drift rate v (affected by random noise) until one
of two thresholds is hit. Boundary separation a represents the amount of information that has to be
accumulated before a decision is made. Outside of the information accumulation process, non-decision
time t0 (not shown here) quantifies the time of non-decision processes such as stimulus encoding and
response execution. This figure was inspired by the illustration of the diffusion model in Voss et al. [18].

For each participant, a set of parameters is estimated by permuting parameter values until the
predicted response time distribution closely resembles the empirical response time distributions.
One advantage of the diffusion model is that it maps different cognitive processes to different model
parameters and provides process-pure measures of these parameters that have been empirically
validated [16]. Hence, the diffusion model takes into account the whole distribution of response times
and allows separating the speed of information uptake—reflected in the drift rate parameter—from
the speed of the motor response—reflected in the non-decision time parameter.

The diffusion model has seen a recent rise in popularity thanks to the publication of
software solutions that allow fitting the model without extensive programming knowledge [19–22].
Applications in individual differences research include studies on individual differences in
attention [23], in impulsivity, e.g., [24], in mental abilities, e.g., [25–28], in numeracy [29], and in
word recognition [30].

1.2. Correlations between Diffusion Model Parameters and Mental Abilities

First studies on the relationship between diffusion model parameters and mental abilities have
supported the notion that the diffusion model may help to identify the speed of specific cognitive
processes and their specific associations with intelligence. This research is based on the assumption
that individual differences in these model parameters reflect trait-like properties of cognitive processes.
Four studies analyzing the relation between diffusion model parameters and mental abilities reported
substantial correlations between drift rate and mental abilities ranging from r = .18 to .90 [25–28].
Ratcliff et al. [25] asked participants in three age groups (college age, 60–74 years old, 75–90 years old)
to complete the vocabulary and matrix reasoning subtests of the Wechsler intelligence test and analyzed
correlations with a latent drift rate factor from a numerosity discrimination, recognition memory, and
lexical decision response time task. Correlations ranged from r = .60 to .90 for the vocabulary subtest,
and from r = .36 to .85 for the matrix reasoning subtest. Moreover, the same participants also completed
an item and associative recognition task. Manifest correlations between drift rate parameters estimated



J. Intell. 2016, 4, 7 4 of 22

from response time distributions of these tasks ranged from r = .18 to .67 with the matrix reasoning
subtest, and from r = .28 to .68 with the verbal subtest [26]. Schmiedek et al. [27] reported a latent
correlation of r = .79 between reasoning ability and drift rates in eight response time tasks (including
verbal, numerical, and spatial tasks) in a student sample, and Schubert et al. [28] reported a correlation
of r = .50 between general intelligence and a drift rate factor derived from three response time tasks
(choice response task, recognition task, semantic discrimination task). Taken together, these results
indicate that smarter individuals have a greater speed of information uptake as reflected in the drift
rate parameter.

Previous studies have reported less consistent associations between non-decision time and mental
abilities. Ratcliff et al. [25] found latent correlations ranging from r = −.14 to .40 for the vocabulary
subtest, and from r = −.04 to −.50 for the matrix reasoning subtest, and Ratcliff et al. [26] reported
manifest correlations ranging from r = −.29 to .37 between non-decision times in item recognition
tasks and associative recognition tasks and intelligence, leading them to conclude that non-decision
times were not reliably associated with intelligence. Schmiedek et al. [27], however, reported a small
but significant positive correlation between a latent non-decision time factor and reasoning ability,
r = .25. Schubert et al. [28] also found evidence for an association between the non-decision time
parameter and general intelligence, but in the direction that more intelligent individuals had shorter
non-decision times, r = −.42. More research is needed to conclude whether intelligence is consistently
associated with the non-decision time parameter. Because the non-decision time parameter captures to
some degree movement times, it would be consistent with previous research if it was not related to
intelligence. However, the non-decision time parameter does not only reflect motor speed, but also
the time required for encoding and for memory-related processes [31] and may thus be related to
general intelligence.

Finally, some studies have found associations between boundary separation and mental abilities.
Ratcliff et al. [25] found latent correlations ranging from r = −.02 to .52 for the vocabulary subtest,
and from r = .15 to .37 for the matrix reasoning subtest, and Ratcliff et al. [26] reported manifest
correlations ranging from r = −.32 to .14 between boundary separation parameters in item and
associative recognition tasks and intelligence. Schmiedek et al. [27] reported a negative latent
correlation between a boundary separation factor and reasoning ability, r = −.48. Again, the results
seem largely inconsistent, because greater intelligence has been found to be associated both with a
smaller and a larger boundary separation, i.e., with less and more decision cautiousness.

Taken together, these first studies strongly support the view that more intelligent individuals have
a higher drift rate across a broad variety of response time tasks and participant samples. In comparison,
associations between intelligence and non-decision time/boundary separation parameters were smaller
and largely inconsistent within and across studies. The number of studies relating diffusion model
parameters to mental abilities is still too small to allow identifying variables moderating the size and
direction of these associations such as sample characteristics or task difficulties.

1.3. Diffusion Model Parameters as Personality Traits

Before a claim can be made that diffusion model parameters reflect trait-like properties of cognitive
processes, it has to be shown that they qualify as trait-like variables themselves. Several authors have
previously suggested an integration of item response theory (IRT) and the diffusion model into a latent
variable model, which takes into account that the mean drift rate consists of a person part and an item
part [32–34]. It has been shown that diffusion IRT models can account for psychometric responses
on tests of bipolar traits [33] as well as for ability tests under the assumption that abilities have a
natural zero point [34]. Moreover, Vandekerckhove [35] has suggested a cognitive latent variable
model based on Bayesian hierarchical modeling for the simultaneous analysis of response time data
and personality or ability test data. This framework allows estimating latent task abilities, which are
reflected in diffusion model parameters across different tasks and which can be related to external
covariates. However, none of these approaches explicitly takes into consideration the core assumption
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of many personality theories, which consists of the temporal stability and trans-situational consistency
of personality traits [36–38]. Showing that diffusion model parameters can be accounted for with a
latent variable model is a necessary, but not a sufficient condition to conclude that they can be treated
as trait-like variables, as state variables can also be modeled as latent variables [38]. Hence, diffusion
model parameters only qualify as trait-like variables if it can be shown that they are stable across time
and consistent over different tasks/situations.

Moreover, because diffusion model parameters can be affected by task properties [16], it is
important to identify to what extent specific parameter values reflect person properties common to
different tasks and to what extent they reflect specific person-task interactions. This knowledge would
facilitate the planning of future studies on the relationship between mental speed and intelligence
by helping to determine how many response time tasks are needed for a reliable assessment of
common model parameters. Moreover, estimates of the consistency of task-specific model parameters
would allow evaluating the associations between these model parameters and intelligence. From the
viewpoint of classical test theory (CTT), the effects of the situation and the effects of the person–situation
interaction act as nuisance variables when estimating the diffusion model parameters, i.e., these effects
add to the error variance. In turn, the variance portions that are not due to individual differences in a
latent trait attenuate the correlations between diffusion model parameters and intelligence. Thus, the
estimates of consistency inform us about the maximum correlation that may be expected in empirical
investigations of the relationship between diffusion model parameters and intelligence (the coefficient
of consistency indicates an upper bound of the correlation between the diffusion model parameters
and intelligence). Therefore, knowing the consistencies helps to interpret the empirical correlations
that have been reported in previous research and that may be reported in future research.

Previous research has suggested that response times may be experimentally influenced by fatigue
and performance-dependent rewards [39,40]. However, it is as of yet unclear whether such situational
factors affect the relative performance in response time tasks when not experimentally induced and
how this might be reflected in diffusion model parameters. Previous research on the temporal stability
of diffusion model parameters is scarce, but first studies suggest a moderate temporal stability over
a period of one week. One week test-retest correlations of drift rate, threshold separation, and
non-decision time parameters ranged from r = .48 to .86 (mean r = .66) in lexical decisions tasks [30,41],
from r = .35 to .77 (mean r = .56) in a recognition memory task [41], and from r = .30 to .79 (mean r = .67)
in an associative priming task [41].

However, a period of one week may be suited to estimate the reliability with test-retest correlations,
but it does not convey much information about the temporal stability and trans-situational consistency
of model parameters in a broader sense. Because intelligence is known to show a great temporal
stability over longer periods of time, e.g., [13,42], diffusion model parameters should show a similar
temporal stability if considered to reflect processes giving rise to individual differences in general
intelligence. Moreover, if diffusion model parameters are to be considered as trait-like properties of
cognitive processes, not only the temporal stability of parameters in specific tasks, but the temporal
stability of model parameters across tasks—i.e., of hierarchical or latent model parameters—is of
particular interest for individual differences research.

To evaluate whether diffusion model parameters (namely: drift rate, boundary separation, and
non-decision time) qualify as trait-like variables, we asked participants to complete three response
time tasks at two laboratory sessions approximately eight months apart. The tasks were so-called
elementary cognitive tasks (ECTs) that are the most widely used tasks in individual differences
research on the relationship between mental speed and mental abilities [1]. ECTs are tasks with
minimal cognitive demands that minimize unwanted sources of variance such as strategy use and
learning effects. The first task we used was a visual choice response time task in which participants
had to decide in which of four squares a cross appeared. Previous research has shown that an increase
of stimulus alternatives leads to a linear increase in response times [43]. This linear increase indicates
that evidence is accumulated continuously until a decision point is reached and that this process takes
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longer the more stimulus alternatives are presented, either because more evidence has to be considered
or because the process gets noisier. We know that other cognitive models such as the linear ballistic
accumulator (LBA [44]) or the leaky competing accumulator (LCA [45]) model may be better suited
to model response times in this task, but we are aware of at least one study that previously used
the diffusion model to model behavioral data of this task and came to similar results as a study that
used the LCA model [28,46]. The second task we used was the Sternberg memory scanning task [47],
in which participants have to decide whether a probe item was part of a previously presented memory
set. As Ratcliff [15] has shown, performance in this task can be adequately described by the diffusion
model under the assumption of parallel diffusion processes for each memory set item. The third task
we used was the Posner letter matching task [48], in which participants have to decide whether two
letters have (a) the same physical and (b) the same name identity. While participants decide whether
the letters are identical, they may either accumulate information simultaneously from both letters
regarding their similarity until reaching a threshold, or they may first encode one of the letters and
then apply a decision process to the second one. In the first case, one common diffusion process or
two parallel ones might be occurring, whereas in the latter case only a single diffusion process should
occur reflecting the comparison process to the previously encoded stimulus. Moreover, evaluating the
name identity of letters may require additional processing demands due to the access of long-term
memory, which should be reflected in the non-decision time [31].

We used latent state-trait (LST) models to quantify the amount of variance in model parameters
that can be attributed to a common trait, to situational influences, to specific experimental tasks,
and to measurement error [49,50]. If diffusion model parameters qualify as trait-like properties of
cognitive processes affecting response times in a variety of tasks , they should show at least moderate
consistencies and low occasion-specificities.

2. Experimental Section

2.1. Participants

We recruited N = 134 participants (81 females, 53 males, Mage = 37.1, SDage = 13.8) from different
educational and occupational backgrounds. Of these, N = 114 (66 females, 48 males, Mage = 36.9,
SDage = 13.5) attended both the first and the second experimental session that were approximately
eight months apart. Participants who did not attend the second laboratory session tended to have
smaller drift rates, average d = −0.46, greater boundary separation parameters, average d = 0.44,
and negligible differences in non-decision time parameters, average d = −0.06. We only included
participants who attended both experimental sessions in our analyses. All participants had normal or
corrected to normal vision. As a reward for their participation, they received 100e and feedback about
their personal results.

2.2. Measures

Response Time Tasks

Visual choice response time task. We used a choice response time (CRT) task with either two
(CR2) or four (CR4) response alternatives. Four white squares were presented in a row on a black
screen. Participants’ middle and index fingers rested on four keys directly underneath the squares.
After a delay of 1000–1500 ms, a cross appeared in one of the four squares and participants had to press
the corresponding key as fast as possible. In the two-choice response time condition, the choice space
was reduced to two squares in which the cross could appear for 50 subsequent trials. After completing
a block of 50 trials, participants were informed that the cross could now only appear in a different
combination of squares (outer left and left squares, outer right and right squares, inner squares, outer
squares). In the four-choice response time condition, the cross could appear in any of the four squares.
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Both conditions began with ten practice trials with immediate feedback followed by 200 test trials
without feedback. The order of conditions was counterbalanced across participants.

Sternberg memory scanning task. Participants were shown a memory set consisting of one (set
size one, S1), three (set size three, S3), or five (set size five, S5) digits from 0 to 9 on a black computer
screen. Subsequently, participants were shown a probe digit and had to decide whether the probe was
contained in the previously presented memory set by pressing one of two keys. This was the case in
50% of the trials. The position of keys indicating whether the probe item was part of the memory set
was counterbalanced across participants. Each of the three conditions began with ten practice trials
with immediate feedback followed by 100 test trials without feedback. The order of conditions was
counterbalanced across participants.

Posner letter matching task. Participants were shown two letters and had to decide whether
they were identical. In the physical identity (PI) condition, participants had to decide whether they
were physically identical, and in the the name identity (NI) condition, they had to decide whether the
two presented letters had the same name. The position of keys indicating whether the letters were
identical was counterbalanced across participants. Both conditions began with ten practice trials with
immediate feedback followed by 300 test trials without feedback. All participants started with the PI
condition at the first laboratory session, whereas all participants started with the NI condition at the
second laboratory session.

2.3. Procedure

The two experimental sessions were approximately eight months apart. We administered the CRT
task first, followed by the Sternberg memory scanning task and the Posner letter matching task. The
order of tasks was the same for all participants at both experimental sessions. An EEG was recorded
while participants completed the tasks (data are not reported here). Each session took approximately
three hours.

2.4. Data Analysis

2.4.1. Response Time Data

We discarded any RTs faster than 100 ms or slower than 3000 ms. In a second step, we discarded any
trials with logarithmized RTs exceeding ± 3 SDs of the mean of each condition on an intra-individual
level. Diffusion model parameters were estimated with fast-dm-30 [19] for each participant, each
condition, and each experimental session separately. We analyzed the data in such a way that responses
to the upper threshold reflected correct decisions and that responses to the lower threshold reflected
incorrect decisions. For the CR4 task, this implied that responses to any of the three incorrect locations
were aggregated into one RT distribution of incorrect trials. The starting point z was fixed to a/2,
and the difference in speed of response execution d and the trial-to-trial variability parameters of
the drift and the starting point were fixed to 0. Thus, four parameters were estimated for each
participant, each condition, and each experimental session: The drift rate v, the boundary separation
a, the non-decision time t0, and the variability of the non-decision time st0. Model parameters were
estimated with the Kolmogorov-Smirnov statistic. Model fit was evaluated graphically by plotting
predicted values against empirical values for the 25, 50, and 75 quantiles of the RT distribution
separately for each task and each laboratory session (see Figure A1, Appendix A).

2.4.2. Statistical Analysis

We used latent state-trait models to assess the relationship between diffusion model parameters
estimated for the three response time tasks across the two experimental sessions. We specified a
structural equation model with a common trait T, a state residual SRi for each of the two measurement
occasions i, and a method factor Mj for each of the three experimental tasks j. The path coefficients of
the common trait T as well as the path coefficients of the state residuals SRi on the latent states Si were
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fixed to 1. Moreover, the path coefficients of the method factors Mj were also fixed to 1. Finally, the path
coefficients of the latent states Si were estimated with the exception of the path coefficient loading on
the CR2 task, which was fixed to 1. The variances of error residuals were set equal across measurement
occasions. In addition, we also specified LST models separately for diffusion model parameter and
each experimental task. These structural equation models were specified as above with the exceptions
that method factors Mj reflected experimental conditions within the task and that all paths were fixed
to 1. We did not analyze the mean structure in any of the models and fixed the intercepts to 0, because
the diffusion model parameters were z-standardized prior to being entered into structural equation
models. Note that the assumption of measurement invariance is not necessary to explore the relative
temporal stability of latent model parameter states [38]. All in all, we calculated four LST models for
each diffusion model parameter (v, a, t0): One model across all experimental tasks and three separate
models for each of the experimental tasks (CRT task, Sternberg memory scanning task, Posner letter
matching task).

Moreover, we calculated several LST parameters to assess the reliability, consistency,
occasion-specificity, and method-specificity of the model parameters [38]. The coefficient of consistency
is computed as σ2(T)/σ2(Yij) and reflects the proportion of variance of the manifest variable Yij that
can be accounted for by individual differences in the latent trait T. The coefficient of occasion-specificity
is computed as σ2(SRi)/σ2(Yij) and reflects the proportion of variance that is due to situational effects
SRi. Similarly, the coefficient of method-specificity is computed as σ2(Mj)/σ2(Yij) and reflects the
proportion of variance that can be accounted for by a specific method Mj. Taken together, these
different sources of systematic variation contribute to the reliability of a manifest variable Yij, which
can thus be computed as [σ2(T) + σ2(SRi) + σ2(Mj)]/σ2(Yij). For the purposes of our analyses,
we defined LST parameters ≤.30 as small, between .30 and .60 as moderate, and ≥.60 as great, as
consistencies of well-known intelligence and personality tests all exceeded this threshold value [51,52].
Note that these cut-offs should only be treated as heuristics. For the evaluation of LST parameters,
we sighted the literature carefully for previous evaluations of these parameters. In their formulation
of LST theory, Steyer et al. [49] did not offer any guidelines for the interpretation of LST parameters.
Hence, we used previous applications of LST theory in individual differences research on mental
abilities and personality traits as benchmarks. Danner et al. [51] calculated the LST parameters of
intelligence tests and reported consistencies ranging from .67 to .72 and reliabilities ranging from .86
to .83, which they evaluated as “great”. In comparison, method-specificities of intelligence tests ranged
from .13 to .24 and were evaluated as “small”. Deinzer et al. [52] evaluated the trait characteristics of
different personality questionnaires (Freiburg Personality Inventory (FPI), NEO Five-Factor Inventory
(NEO-FFI), Eysenck Personality Questionnaire (EPI)) and reported consistencies ranging from .73
to .94 for the FPI, from .62 to .92 for the NEO-FFI, and from .72 to .83 for the E and N scales of the
EPI. In comparison, occasion-specificities ranged from .00 to .17 for the FPI, from .00 to .22 for the
NEO-FFI, and from 0 to .16 for the E and N scales of the EPI. These results led the authors to conclude
that situational and/or interactional influences explained a significant proportion of variance of these
personality questionnaires and that test scores depended both on latent traits and (albeit to a lesser
degree) on situational and/or interactional influences.

Structural equation models were estimated with MPlus 7 [53] (the data and analysis files for
all structural equation models are provided in the supplementary materials online). Model fit
was evaluated with the chi-square test, the comparative fit index (CFI) and root-mean-square
error of approximation (RMSEA). According to Browne and Cudeck [54] and Hu and Bentler [55],
we considered CFI values > .90 and RMSEA values < .08 to indicate acceptable model fit, and
CFI values > .95 and RMSEA values < .06 to indicate good model fit. Missing values were accounted
for using the ML algorithm implemented in MPlus.
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3. Results and Discussion

3.1. Descriptive Data

Table 1 shows the mean RTs and accuracies for each condition of the three response time tasks
at both experimental sessions. All in all, accuracies were relatively high due to the low complexity
of the response time tasks. Moreover, RTs tended to increase with increasing information-processing
demands within each task.

Table 1. Mean accuracies (ACC), mean RTs (RT), and mean diffusion model parameters (v, a, t0, and st0)
across conditions in the three response time tasks at both measurement occasions (SDs in parantheses).

Session 1

ACC RT v a t0 st0
CR2 1.00 (.01) 383.45 (58.08) 5.55 (1.31) 1.15 (0.26) 0.27 (0.04) 0.08 (0.04)
CR4 .98 (.02) 479.92 (89.30) 4.68 (1.30) 1.18 (0.34) 0.34 (0.06) 0.15 (0.09)
S1 .98 (.02) 585.07 (108.54) 3.48 (1.15) 1.63 (0.98) 0.35 (0.08) 0.13 (0.11)
S3 .98 (.02) 719.53 (161.38) 3.20 (1.04) 1.63 (0.79) 0.45 (0.09) 0.16 (0.11)
S5 .96 (.03) 878.86 (232.06) 2.55 (0.79) 1.73 (0.52) 0.53 (0.13) 0.21 (0.19)
PI .98 (.02) 614.90 (88.35) 4.00 (0.94) 1.27 (0.25) 0.45 (0.05) 0.14 (0.06)
NI .97 (.02) 699.66 (112.81) 2.97 (0.70) 1.46 (0.35) 0.45 (0.05) 0.14 (0.07)

Session 2

ACC RT v a t0 st0
CR2 1.00 (.01) 381.26 (61.00) 5.58 (1.56) 1.14 (0.27) 0.27 (0.03) 0.08 (0.05)
CR4 .98 (.02) 467.36 (85.75) 4.72 (1.11) 1.14 (0.32) 0.34 (0.04) 0.14 (0.06)
S1 .98 (.02) 584.02 (135.64) 3.65 (1.35) 1.38 (0.41) 0.36 (0.07) 0.13 (0.10)
S3 .98 (.03) 706.61 (176.81) 3.24 (1.00) 1.43 (0.35) 0.47 (0.10) 0.16 (0.11)
S5 .95 (.09) 850.98 (223.18) 2.52 (1.00) 1.54 (0.48) 0.53 (0.13) 0.19 (0.15)
PI .98 (.02) 605.19 (102.41) 4.04 (1.06) 1.33 (0.36) 0.42 (0.05) 0.12 (0.06)
NI .97 (.2) 704.38 (126.36) 3.10 (0.77) 1.49 (0.38) 0.45 (0.06) 0.15 (0.08)

3.2. Diffusion Model Analysis

Results from one participant in the set size one condition of the Sternberg memory scanning task
and results from one participant in the name identity condition of the Posner letter matching task had
to be discarded, because the predicted RTs deviated strongly from the empirical RTs across all four
quantiles (Figure A1 in Appendix A displays the relation of empiric vs. predicted response times for
the remaining data).

Drift rates tended to decrease and boundary separation and non-decision parameters tended to
increase with increasing information-processing demands within each task. Drift rates of experimental
tasks were comparable across experimental sessions, all |ds| ≤ 0.13, except for the name identity
condition of the Posner letter matching task. Here, drift rates were slightly greater at the second than
at the first laboratory session, d = 0.24. Boundary separation parameters were also comparable across
sessions, all |ds| ≤ 0.19, except for the Sternberg memory scanning task. Here, boundary separation
parameters decreased from the first to the second session, all |ds| ≥ 0.27. Finally, non-decision time
parameters were also comparable across sessions, all |ds| ≤ 0.16, except for the set size one condition of
the Sternberg memory scanning task, in which non-decision time parameters increased across sessions,
d = 0.21, and the physical identity condition of the Posner letter matching task, in which non-decision
time parameters decreased across sessions, d = 0.48.

3.2.1. Drift Rate

Manifest correlations of drift rate parameters are shown in Table A1 in Appendix B. The LST
model for drift rate across experimental tasks provided a good fit for the data, χ2(94) = 136.44, p = .003,
CFI = .95, RMSEA = .06 [.04; .09]. However, the variances of the latent state residuals and of the
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method factor for the Posner letter matching task were non-significant (VAR(SR1) = 0.03, p = .660;
VAR(SR2) = 0.03, p = .643; VAR(Pv) = 0.00, p = .992). Hence, these variances were fixed to zero.
These modifications did not impair model fit, χ2(97) = 143.94, p = .001, CFI = .94, RMSEA = .07
[.04; .09]. Although the χ2 test indicated significant differences between the implied and empirical
covariance structure, the goodness-of-fit indices CFI and RMSEA indicated acceptable model fit [54,55].
See Figure 2 for the modified model.
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Figure 2. The latent state-trait model of drift rate parameters consists of a common trait T, a state
residual SRi for each of the two measurement occasions i, and a method factor Mj for each of the
three experimental tasks. CR2/4 = choice response time task with two/four alternatives; S1 = set size
one; S3 = set size three; S5 = set size five; PI = physical identity; NI = name identity. Latent variables
displayed in gray were non-significant.

Subsequently, we calculated the coefficients of reliability, consistency, occasion-specificity, and
method-specificity based on LST theory (see Table 2). Drift rate parameters estimated in the CRT
and Sternberg memory scanning task showed moderate consistencies and low method-specificities.
Drift rate parameters estimated in the Posner letter matching task showed the highest consistencies
and no method-specificities. Overall, the temporal stabilities of the latent drift rate states were great as
state residuals were not significant and occasion-specificities were therefore zero, but the reliabilities
of the manifest drift rate parameters were only moderate, with coefficients of reliability ranging
from .38 to .69.
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Table 2. Latent state-trait theory parameters of diffusion model parameters. Occ. Spec. =
Occasion-specificity; Meth. Spec. = Method-specificity.

Session Consistency Occ. Spec. Meth. Spec. Reliability

1 2 1 2 1 2 1 2

Drift rate parameters
CR2 .46 .46 .00 .00 .17 .17 .63 .63
CR4 .28 .36 .00 .00 .17 .15 .45 .51
S1 .34 .42 .00 .00 .11 .10 .45 .52
S3 .31 .44 .00 .00 .12 .09 .43 .54
S5 .28 .36 .00 .00 .11 .10 .38 .45
PI .53 .52 .00 .00 .00 .00 .53 .52
NI .66 .69 .00 .00 .00 .00 .66 .69

Boundary separation parameters
CR2 .14 .14 .00 .00 .20 .20 .35 .35
CR4 .38 .33 .00 .00 .17 .19 .55 .52
S1 .16 .32 .00 .00 .13 .10 .29 .42
S3 .06 .30 .00 .00 .13 .10 .20 .40
S5 .21 .15 .00 .00 .11 .12 .32 .27
PI .42 .54 .00 .00 .00 .00 .42 .54
NI .64 .62 .00 .00 .00 .00 .64 .62

Non-decision time parameters
CR2 .19 .19 .00 .00 .24 .24 .43 .43
CR4 .36 .31 .00 .00 .24 .26 .60 .57
S1 .14 .31 .00 .00 .00 .00 .14 .31
S3 .36 .45 .00 .00 .00 .00 .36 .45
S5 .43 .43 .00 .00 .00 .00 .43 .43
PI .60 .54 .00 .00 .00 .00 .60 .54
NI .41 .34 .00 .00 .00 .00 .41 .34

CRT task. The LST model provided a good fit for the data, χ2(7) = 6.90, p = .440, CFI = 1,
RMSEA = .00 [.00; .11]. However, the variances of the latent state residuals and of the method factor
for the four choice condition were negative and/or non-significant (VAR(SR1) = −0.03, p = .659;
VAR(SR2) = 0.05, p = .413; VAR(CR4v) = 0.01, p = .948). Hence, these variances were fixed to zero.
These modifications did not impair model fit, χ2(10) = 7.67, p = .661, CFI = 1, RMSEA = .01 [.00; .08].
See the upper part of Figure 3A (p. 12) for the final model and Table 3 (p. 13) for the associated
LST parameters.

Sternberg memory scanning task. The LST model provided an acceptable fit for the data,
χ2(18) = 26.53, p = .088, CFI = .96, RMSEA = .06 [.00; .11]. However, the variances of the latent state
residuals and of the method factor for the set size 3 condition were non-significant (VAR(SR1) = 0.02,
p = .748; VAR(SR2) = 0.90, p = .099; VAR(S3v) = 0.01, p = .851). Hence, these variances were fixed to zero.
These modifications did not impair model fit, χ2(21) = 31.38, p = .068, CFI = .96, RMSEA = .07 [.00; .11].
See the middle part of Figure 3A (p. 12) for the final model and Table 3 (p. 13) for the associated
LST parameters.

Posner letter matching task. The LST model provided a good fit for the data, χ2(7) = 7.44,
p = .385, CFI = 1, RMSEA = .02 [.00; .12]. However, the variances of the latent state residuals and of
the method factor for the physical identity condition were non-significant (VAR(SR1) = 0.06, p = .301;
VAR(SR2) = 0.12, p = .063; VAR(PIv) = 0.07, p = .322). Hence, these variances were fixed to zero.
Afterwards, model fit was still acceptable, χ2(10) = 16.08, p = .097, CFI = .97, RMSEA = .07 [.00; .14].
See the lower part of Figure 3A (p. 12) for the final model and Table 3 (p. 13) for the associated
LST parameters.
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Figure 3. Seperate LST models for the three parameters of the diffusion model: drift rate v, boundary
separation a, and non-decision time t0—estimated for each of the three tasks.

3.2.2. Boundary Separation

Manifest correlations between boundary-separation parameters across tasks and measurements
are shown in Table A2 in Appendix B. The LST model for boundary separation across the
three experimental tasks provided a good fit for the data, χ2(94) = 124.78, p = .019, CFI = .94,
RMSEA = .05 [.02; .08]. Because the variances of the latent state residuals and of the method factor
for the Posner letter matching task were negative and/or non-significant again (VAR(SR1) = −0.04,
p = .181; VAR(SR2) = 0.10, p = .156; VAR(Pa) = 0.08, p = .227), we also fixed these variances to zero. These
modifications did not impair model fit, χ2(97) = 134.26, p = .007, CFI = .93, RMSEA = .06 [.03; .08].
Again, the χ2 test indicated significant differences between the implied and empirical covariance
structure, but the CFI and the RMSEA indicated an acceptable model fit [54,55]. See Figure 4 for the
modified model.

Coefficients of reliability, consistency, occasion-specificity, and method-specificity are shown in
the middle part of Table 2. Consistencies of boundary separation parameters were low to moderate
and highest in the Posner letter matching task. Methods-specificities were low in the SRT, CRT,
and Sternberg memory scanning task, whereas method factors explained no variance in boundary
separation parameters in the Posner letter matching task. While the temporal stabilities were as great
for the latent boundary separation states as for the latent drift rate states, the reliabilities of manifest
boundary separation parameters were notably lower ranging from .27 to .64.
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Table 3. LST parameters for the LST models by task (see Figure 3). Cond. = Condition; Occ. Spec. =
Occasion-specificity; Meth. Spec. = Method-specificity; Rel. = Reliability; Boundary sep. = Boundary
separation; Non-dec. time = Non-decision time.

Task dm Parameter Cond. MP Cons. O. Spec. M. Spec Rel.

CRT

Drift rate v

CR2 1 .53 .00 .15 .68
CR4 1 .51 .00 .00 .51
CR2 2 .53 .00 .15 .68
CR4 2 .51 .00 .00 .51

Boundary sep. a

CR2 1 .43 .00 .00 .43
CR4 1 .43 .00 .00 .43
CR2 2 .43 .00 .00 .43
CR4 2 .43 .00 .00 .43

Non-dec. time t0

CR2 1 .38 .14 .18 .70
CR4 1 .39 .15 .25 .79
CR2 2 .37 .16 .18 .71
CR4 2 .38 .16 .25 .79

Sternberg

Drift rate v

S1 1 .46 .00 .11 .57
S3 1 .47 .00 .00 .47
S5 1 .42 .00 .15 .57
S1 2 .46 .00 .11 .57
S3 2 .47 .00 .00 .47
S5 2 .42 .00 .15 .57

Boundary sep. a

S1 1 .31 .00 .00 .31
S3 1 .30 .00 .00 .30
S5 1 .30 .00 .00 .30
S1 2 .31 .00 .00 .31
S3 2 .30 .00 .00 .30
S5 2 .30 .00 .00 .30

Non-dec. time t0

S1 1 .31 .00 .00 .31
S3 1 .34 .00 .00 .34
S5 1 .35 .00 .00 .35
S1 2 .31 .00 .00 .31
S3 2 .34 .00 .00 .34
S5 2 .35 .00 .00 .35

Posner

Drift rate v

PI 1 .58 .00 .00 .58
NI 1 .57 .00 .16 .72
PI 2 .58 .00 .00 .58
NI 2 .57 .00 .16 .72

Boundary sep. a

PI 1 .55 .00 .00 .55
NI 1 .57 .00 .00 .57
PI 2 .55 .00 .00 .55
NI 2 .57 .00 .00 .57

Non-dec. time t0

PI 1 .44 .16 .00 .60
NI 1 .39 .14 .00 .54
PI 2 .52 .00 .00 .52
NI 2 .46 .00 .00 .46

CRT task. The LST model provided a good fit for the data, χ2(7) = 2.43, p = .933, CFI = 1,
RMSEA = .00 [.00; .03]. However, the variances of the latent state residuals and of the method factors
were non-significant (VAR(SR1) = 0.04, p = .536; VAR(SR2) = 0.11, p = .134; VAR(CR2v) = 0.08, p = .303;
VAR(CR4v) = 0.15, p = .079). Hence, these variances were fixed to zero. These modifications did not
impair model fit, χ2(11) = 8.38, p = .679, CFI = 1, RMSEA = .00 [.00; .08]. See the upper part of Figure 3B
(p. 12) for the final model and Table 3 (p. 13) for the associated LST parameters.
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Figure 4. The latent state-trait model of boundary separation parameters consists of a common trait
T, a state residual SRi for each of the two measurement occasions i, and a method factor Mj for
each of the three experimental tasks. CR2/4 = choice response time task with two/four alternatives;
S1 = set size one; S3 = set size three; S5 = set size five; PI = physical identity; NI = name identity.
Latent variables displayed in gray were non-significant.

Sternberg memory scanning task. The LST model provided an acceptable fit for the data,
χ2(18) = 24.78, p = .131, CFI = .94, RMSEA = .06 [.00; .11]. However, the variances of the latent state
residuals and of the method factors were non-significant and/or negative (VAR(SR1) = −0.04, p = .465;
VAR(SR2) = 0.11, p = .100; VAR(S1v) = 0.08, p = .330; VAR(S3v) = −0.09, p = .247; VAR(S5v) = 0.05,
p = .529). Hence, these variances were fixed to zero. These modifications did not impair model fit,
χ2(23) = 31.51, p = .111, CFI = .93, RMSEA = .06 [.00; .10]. See the middle part of Figure 3B (p. 12) for
the final model and Table 3 (p. 13) for the associated LST parameters.

Posner letter matching task. The LST model provided a good fit for the data, χ2(7) = 5.52, p = .597,
CFI = 1, RMSEA = .00 [.00; .10]. However, the variances of the latent state residuals and of the method
factors were negative and/or non-significant (VAR(SR1) = −0.03, p = .652; VAR(SR2) = 0.05, p = .429;
VAR(PIv) = −0.11, p = .071, VAR(NIv) = 0.13, p = .079). Hence, these variances were fixed to zero. These
modifications did not impair model fit, χ2(11) = 11.55, p = .398, CFI = 1, RMSEA = .02 [.00; .10]. See the
lower part of Figure 3B (p. 12) for the final model and Table 3 (p. 13) for the associated LST parameters.

3.2.3. Non-Decision Time

Manifest correlations for non-decision time parameters across tasks and measurements are shown
in Table A3 in Appendix B. The LST model for non-decision time provided a mediocre fit for the
data, χ2(94) = 274.01, p < .001, CFI = .76, RMSEA = .13 [.11; .15]. Because the variances of the latent
state residuals and of the method factor for the Sternberg and the Posner letter matching task were
non-significant or negative (VAR(SR1) = 0.02, p = .667; VAR(SR2) = −0.02, p = .718; VAR(St0) = −0.06,
p = .053; VAR(Pt0) = 0.03, p = .542), we also fixed these variances to zero. These modifications did
not impair model fit, χ2(98) = 292.27, p < .001, CFI = .76, RMSEA = .13 [.11; .15]. This time, both the
χ2 test and the CFI and RMSEA indicated significant differences between the implied and empirical
covariance structure [54,55]. See Figure 5 for the modified model.
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Figure 5. The latent state-trait model of non-decision time parameters consists of a common trait
T, a state residual SRi for each of the two measurement occasions i, and a method factor Mj for
each of the three experimental tasks. CR2/4 = choice response time task with two/four alternatives;
S1 = set size one; S3 = set size three; S5 = set size five; PI = physical identity; NI = name identity. Latent
variables displayed in gray were non-significant.

Coefficients of reliability, consistency, occasion-specificity, and method-specificity are shown in
the lower part of Table 2. Consistencies of non-decision time parameters were overall low to moderate
and highest in the Posner letter matching task. We observed low method-specificities only in the
SRT/CRT task; for the other two tasks, we found no effect of task-specific characteristics. Again, the
temporal stabilities of the latent states were great, but reliabilities of the manifest non-decision time
parameters were low to moderate, ranging from .14 to .60.

CRT task. The LST model provided a good fit for the data, χ2(7) = 2.21, p = .947, CFI = 1,
RMSEA = .00 [.00; .01]. See the upper part of Figure 3C (p. 12) for the final model and Table 3 (p. 13)
for the associated LST parameters.

Sternberg memory scanning task. The LST model did not provide an acceptable fit for the
data, χ2(18) = 62.32, p < .001, CFI = .78, RMSEA = .15 [.11; .19]. The variances of the latent state
residuals and of the method factors were non-significant and/or negative (VAR(SR1) = −0.06, p = .316;
VAR(SR2) = 0.05, p = .473; VAR(S1v) = −0.07, p = .377; VAR(S3v) = −0.24, p = .002; VAR(S5v) = −0.17,
p = .016). Hence, these variances were fixed to zero. These modifications did not change model fit
to a great degree, χ2(23) = 83.49, p < .001, CFI = .67, RMSEA = .15 [.12; .19]. See the middle part of
Figure 3C (p. 12) for the final model and Table 3 (p. 13) for the associated LST parameters.

Posner letter matching task. The LST model provided a good fit for the data, χ2(7) = 1.77, p = .971,
CFI = 1, RMSEA = .00 [.00; .10]. However, the variances of the latent state residual reflecting the second
measurement occasion and of the method factor for the name identity condition were negative and/or
non-significant (VAR(SR2) = 0.13, p = .086; VAR(NIv) = −0.10, p = .145. Hence, these variances were
fixed to zero. These modifications did not impair model fit, χ2(9) = 8.13, p = .521, CFI = 1, RMSEA = .00
[.00; .10]. Now, however, the method factor for the physical identity condition was non-significant,
VAR(PIv) = 0.11, p = .110, and was subsequently fixed to zero. The final model still provided a good fit
for the data, χ2(10) = 10.99, p = .359, CFI = .99, RMSEA = .03 [.00; .11]. See the lower part of Figure 3C
(p. 12) for the final model and Table 3 (p. 13) for the associated LST parameters.
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3.3. Discussion

The present study evaluated whether diffusion model parameters (drift rate, boundary separation,
non-decision time) qualify as trait-like variables that may be considered temporally stable person
properties of cognitive processes. For this purpose, we used LST models to assess the amount of
variance in model parameters that can be attributed to a common trait. If diffusion model parameters
from elementary cognitive tasks are to be treated as trait-like variables in individual differences
research, they have to be stable across time and consistent over situations [38].

First, we evaluated the temporal stability of the latent drift rate, boundary separation, and
non-decision time states across a time period of eight months in three tasks. The variance of
model parameters consistent across tasks was not affected by situational influences or influences
of person-situation interactions such as fatigue, motivation, or familiarization with the testing
environment, as reflected in the result that the state residuals in all LST models could be fixed to zero
without impairing model fit. These results are consistent with previous research on the reliability
of diffusion model parameters reporting moderate to good test-retest correlations over a period of
one week [30,41]. They support the notion that the variances of diffusion model parameters that are
consistent across tasks can be considered trait-like properties of cognitive processes. Moreover, because
their temporal stability is comparable to the temporal stability of intelligence tests [13,42,51], these
results are consistent with the view that individual differences in diffusion model parameters reflect
elementary person properties that may give rise to general intelligence.

Second, we evaluated the consistency of diffusion model parameters across three elementary
cognitive tasks, which showed a great variability. Only manifest (note that in this context “manifest”
refers to the estimates of the latent diffusion model parameters that were entered into structural
equation models as manifest variables) drift rate variables showed a moderate consistency, whereas
the coefficients of consistency of boundary separation and non-decision time parameters were rather
low. On average, 44 percent of the variance of each manifest drift rate parameter was accounted for
by the common trait. Based on these results, individual differences in drift rate can be considered
as a temporally stable and trans-situationally consistent trait across different tasks, as they are likely
to reflect an ability of a person. Nevertheless, the consistencies of drift rate parameters were still
lower than the consistencies typically observed in intelligence tests [51], which is why we suggest
administering more than one response time task in future studies on individual differences in drift
rates to reliably capture the common variance across tasks.

In comparison, on average only 32 to 36 percent of the variance of each manifest boundary
separation and non-decision time parameter was accounted for by the common trait across the three
tasks. Moreover, the LST model of non-decision times did not even provide a good account for the
data due to the complex factorial structure with several low covariances between manifest parameters.
These results suggest that while latent variables of boundary separation and non-decision times showed
a great temporal stability, the manifest parameters are likely to reflect mostly narrower and more
task-specific skills as well as measurement error. Hence, an individual does not have one boundary
separation or one non-decision time. Instead, an individual has task-specific boundary separation and
non-decision time parameters that are only weakly correlated across tasks. This result is most intuitive
for the non-decision time parameter, which reflects the speed of different non-decisional processes such
as encoding, memory retrieval, or response execution [31]. As such, it is not a process-pure parameter.
Individual differences in non-decision time may thus reflect mostly individual differences in encoding
speed in one kind of task, and individual differences in response execution in another kind of task.

Third, we repeated these analyses separately for each task and each model parameter. While the
results of these task-specific analyses were largely consistent with the results of the LST models across
tasks, we observed that consistencies for all model parameters tended to increase when evaluated at a
task-specific level. This finding supports the notion that model parameters consist to a considerable
degree of task-specific variance. Interestingly, we found that even at a task-specific level a common
trait model was not suited to describe the non-decision times in the Sternberg memory scanning task



J. Intell. 2016, 4, 7 17 of 22

as reflected in the bad model fits. Correlations between non-decision times in the set size three and
five conditions were substantially greater than correlations between non-decision times in the set size
one condition and any of the other conditions, as can be seen in Table A3 in Appendix B. We believe
that the additional short-term memory access demands of any set size larger than one are reflected
in the non-decision time parameter [28,31], which explains why non-decision time parameters from
these conditions are less strongly related to a non-decision time parameter from a condition without
short-term memory access. Again, this result suggests that non-decision time parameters should not
be treated as trait-like variables, as they contain different sources of variation. On a side note, we
would like to point out that the model specifications of the task-specific analyses allow a weak test of
relative measurement invariance, as all paths were fixed to one and error variances for each condition
were constrained to be equal across sessions. This weak test of measurement invariance suggests that
at least the assumption of relative measurement invariance holds for the majority of diffusion model
parameters, as indicated by the acceptable model fits under these model specifications except for the
LST model of non-decision times in the Sternberg memory scanning task.

4. Conclusions

All in all, our analysis of the psychometric properties of diffusion model parameters may
help understanding why only drift rate parameters have been consistently positively associated
with mental abilities, whereas the associations between boundary separation and non-decision time
parameters have been inconsistent and sometimes even in opposite directions [25–28]. First, drift rate
parameters showed overall slightly higher consistencies than boundary separation and non-decision
time parameters. Second and more importantly, drift rate parameters had fewer extremely small
consistencies than boundary separation and non-decision time parameters (smallest consistencies: .26
(drift rate), .09 (boundary separation), .18 (non-decision time)). Future studies should thus consider
using broader batteries of response time tasks to capture the small amount of temporally stable
common variance in boundary separation and non-decision time parameters across different tasks and
to minimize the effect of tasks with extremely low consistencies, or focus on studying task-specific
associations with mental abilities. However, when analyzing only the association between drift rates
and mental abilities, a small test battery consisting of only a few response time tasks will be sufficient
to reliably estimate the common drift rate trait. Moreover, we caution against treating the non-decision
time parameter as a trait-like variable, as it is not a process-pure parameter and contains substantial
task-specific sources of variation.

There are several limitations to the present study. First, we only used elementary cognitive
tasks, which are relatively simple response time tasks with low error rates. Whether cognitively more
demanding tasks such as recognition memory or lexical decision tasks yield comparable results is
an open question. Second, we applied the diffusion model to the CRT task, although it is not clear
whether the decision process in this task reflects a diffusion process or whether it requires only a
spatial identification of the stimulus position. There is some evidence that the decision process reflects
at least an evidence accumulation process, as Leite and Ratcliff [46] successfully fitted sequential
sampling models to data from a similar task. Moreover, factor loadings of the structural equation
models and the resulting consistencies in Figures 2–5 and Table 2 do not suggest that the CRT task
stands out from the rest of the tasks. Nevertheless, we do not presume that the diffusion model
captures the true diffusion process, but rather that it provides a simplifying description related to
the true process. As such, it describes the data in terms of parameters that are likely related to
a substantial (but unknown) degree to the true parameters characterizing evidence accumulation,
boundary separation, and non-decision time. This important distinction between the true process
and its description in terms of model parameters has important implications for the interpretation
of the resulting parameters estimates. In particular, other process models may be better suited to
describe the cognitive processes involved in the CRT task than the diffusion model. It would be
interesting to explore the convergent validity of diffusion model parameters with conceptually related
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parameters from sequential sampling models in the CRT task in future studies. Third, we only used
the Kolmogorov-Smirnov statistic to estimate diffusion model parameters and previous research
has suggested that other estimation algorithms such as the χ2 statistic and the maximum likelihood
estimation may yield different test-retest correlations [41]. Fourth, we did not evaluate the temporal
stability of manifest variables on a latent level, because an odd-even split of trials within each condition
was not feasible without affecting the stability of parameter estimates due to relatively low trial
numbers. Hence, we do not know to what degree manifest variables reflect task-specific skills and to
what extent they reflect measurement error.

Taken together, our results show that the consistent variance of diffusion model parameters across
tasks can be regarded as temporally stable ability parameters. We have shown that only the drift rate
parameter can be regarded as a trait-like variable that is stable across time and consistent over different
tasks [38]. Because the diffusion model allows an elegant, process-pure measurement of the speed
of information uptake with trait-like characteristics, we believe that the mathematical modeling of
response times provides a promising avenue for identifying the cognitive processes giving rise to
individual differences in general intelligence.
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Figure A1. Correlations between empirical and predicted mean response times in seconds across four
percentiles (P1 to P4) after the removal of outliers in all tasks. Dots represent mean response times at
the first laboratory session and crosses represent mean response times at the second laboratory session.
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Appendix B. Correlation Tables for Diffusion Model Parameters Across Measurement Points

Table A1. Product–moment correlations between drift rate parameters at the first and second
laboratory session.

Session 1 Session 2

CR2 CR4 S1 S3 S5 PI NI CR2 CR4 S1 S3 S5 PI NI

Ses. 1

CR2 1 0.43 0.28 0.35 0.25 0.51 0.55 0.60 0.47 0.51 0.45 0.47 0.48 0.56
CR4 1 0.26 0.37 0.21 0.31 0.45 0.39 0.44 0.42 0.43 0.33 0.35 0.41
S1 1 0.41 0.30 0.37 0.37 0.37 0.22 0.53 0.42 0.32 0.23 0.23
S3 1 0.31 0.44 0.40 0.30 0.15 0.43 0.52 0.35 0.39 0.40
S5 1 0.38 0.45 0.25 0.26 0.30 0.53 0.53 0.32 0.44
PI 1 0.56 0.35 0.36 0.56 0.53 0.42 0.60 0.57
NI 1 0.39 0.37 0.46 0.56 0.53 0.49 0.71

Ses. 2

CR2 1 0.64 0.52 0.43 0.38 0.37 0.30
CR4 1 0.36 0.30 0.32 0.35 0.31
S1 1 0.60 0.50 0.49 0.51
S3 1 0.59 0.59 0.66
S5 1 0.47 0.60
PI 1 0.70
NI 1

Note: Ses.1/2 = measures at measurement point one or two; CR2/4 = choice response time task with two/four
alternatives; S1 = set size one; S3 = set size three; S5 = set size five; PI = physical identity; NI = name identity.

Table A2. Product–moment correlations between boundary separation parameters at the first and
second laboratory session.

Session 1 Session 2

CR2 CR4 S1 S3 S5 PI NI CR2 CR4 S1 S3 S5 PI NI

Ses. 1

CR2 1 0.39 0.06 0.15 0.26 0.22 0.17 0.46 0.33 0.40 0.26 0.15 0.18 0.13
CR4 1 0.02 0.12 0.24 0.42 0.54 0.41 0.51 0.46 0.30 0.22 0.48 0.49
S1 1 0.09 0.11 0.07 0.23 0.18 0.19 0.20 0.14 0.05 0.16 0.07
S3 1 0.15 0.09 0.20 0.24 0.07 0.23 0.22 0.22 0.23 0.15
S5 1 0.29 0.45 0.25 0.35 0.32 0.47 0.34 0.24 0.36
PI 1 0.56 0.27 0.33 0.43 0.36 0.22 0.47 0.53
NI 1 0.32 0.33 0.39 0.55 0.24 0.57 0.60

Ses. 2

CR2 1 0.50 0.48 0.28 0.20 0.29 0.35
CR4 1 0.52 0.33 0.26 0.49 0.48
S1 1 0.55 0.33 0.45 0.44
S3 1 0.45 0.38 0.47
S5 1 0.22 0.39
PI 1 0.57
NI 1

Note: Ses.1/2 = measures at measurement point one or two; CR2/4 = choice response time task with two/four
alternatives; S1 = set size one; S3 = set size three; S5 = set size five; PI = physical identity; NI = name identity.

Table A3. Product–moment correlations between non-decision time parameters at the first and second
laboratory session.

Session 1 Session 2

CR2 CR4 S1 S3 S5 PI NI CR2 CR4 S1 S3 S5 PI NI

Ses. 1 CR2 1 0.48 0.25 0.31 0.28 0.39 0.41 0.26 0.28 0.22 0.21 0.24 0.33 0.27
CR4 1 0.17 0.33 0.37 0.48 0.44 0.17 0.26 0.33 0.43 0.28 0.34 0.40
S1 1 0.16 0.11 0.28 0.21 0.32 0.27 0.44 0.22 0.13 0.31 0.22
S3 1 0.61 0.42 0.29 0.30 0.18 0.33 0.55 0.53 0.23 0.20
S5 1 0.54 0.34 −0.01 0.03 0.23 0.61 0.54 0.29 0.34
PI 1 0.59 0.21 0.38 0.40 0.56 0.45 0.63 0.63
NI 1 0.33 0.36 0.31 0.35 0.20 0.55 0.56

Ses. 2 CR2 1 0.99 0.12 −0.03 −0.06 −0.09 −0.22
CR4 1 0.15 0 .01 −0.02 −0.04 −0.14
S1 1 0.49 0.35 0.28 0.37
S3 1 0.53 0.29 0.34
S5 1 0.27 .30
PI 1 0.66
NI 1

Note.: Ses.1/2 = measures at measurement point one or two; CR2/4 = choice response time task with two/four
alternatives; S1 = set size one; S3 = set size three; S5 = set size five; PI = physical identity; NI = name identity.
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