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Abstract: The so-called Relevance Index (RI) metrics are a set of recently-introduced indicators based
on information theory principles that can be used to analyze complex systems by detecting the main
interacting structures within them. Such structures can be described as subsets of the variables which
describe the system status that are strongly statistically correlated with one another and mostly
independent of the rest of the system. The goal of the work described in this paper is to apply
the same principles to pattern recognition and check whether the RI metrics can also identify, in a
high-dimensional feature space, attribute subsets from which it is possible to build new features
which can be effectively used for classification. Preliminary results indicating that this is possible have
been obtained using the RI metrics in a supervised way, i.e., by separately applying such metrics to
homogeneous datasets comprising data instances which all belong to the same class, and iterating the
procedure over all possible classes taken into consideration. In this work, we checked whether this
would also be possible in a totally unsupervised way, i.e., by considering all data available at the same
time, independently of the class to which they belong, under the hypothesis that the peculiarities
of the variable sets that the RI metrics can identify correspond to the peculiarities by which data
belonging to a certain class are distinguishable from data belonging to different classes. The results we
obtained in experiments made with some publicly available real-world datasets show that, especially
when coupled to tree-based classifiers, the performance of an RI metrics-based unsupervised feature
extraction method can be comparable to or better than other classical supervised or unsupervised
feature selection or extraction methods.

Keywords: feature extraction; information theory; relevance index; unsupervised learning

1. Introduction

The Relevance Index (RI) metrics are based on information theory and are usually applied to the
study of complex systems, since they are able to detect relevant groups of variables, well integrated
among one another and well separated from the others, which provide a functional block description
of the complex system they describe [1]. In particular, the zI(V) index of a set V of variables is a
standardized version of the integration which measures the relative significance of V within a complex
system for which V is a subset of the system state representation. Similar to the other metrics in the
same family, its computation relies on the approximation of the statistical distribution of the variables
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based on the analysis of a sample of the system states observed over a given time interval, possibly in
response to a previous perturbation. The higher the zI(V), the more relevant V [2].

Intuitively, the properties measured by the RI metrics are not so different from the characteristics,
namely relevance and non-redundancy, which are typical of the most discriminating feature sets
describing patterns of interest in classification tasks. Moreover, the properties that the RI metrics
highlight in time series, when analyzing the dynamics of complex systems, can be somehow assimilated
to the properties of the multivariate distribution of static patterns subject to noise, distortions, etc.
Preliminary results indicating that this property can be exploited in pattern recognition applications,
in particular for feature extraction, have been obtained in [3], where the attribute subsets which
could be detected using the zI index were shown to be the base for extracting effective features for
classification. In that work, the zI index was used in a supervised way, i.e., it was applied iteratively
to homogeneous data subsets of samples belonging to the same class, to extract features capable of
summarizing the information content of each class. Despite yielding good results, such a supervised
approach is impractical, since it requires that the already resource-demanding phase of zI computation
be repeated, at the same level of complexity, as many times as the number of classes. As a matter of
fact, applying the zI computation to a smaller number of data instances leads only to a negligible
reduction of the computation time as the intrinsic complexity of the zI computation is O(2s), where s
is the number of features describing the data and not the number of data samples. However, if the
analysis based on the zI metrics is able to detect the peculiarities characterizing the variations within
data belonging to the same class, it may also be able to detect the peculiarities characterizing one class
with respect to the others. This suggests that an unsupervised approach, where the method is applied to
the whole dataset, independently of the classes to which the data belong, may be as successful.

Based on the above considerations and building upon the positive indications of the results
reported in [3], the work presented in this paper was aimed at significantly extending that work from
two points of view:

• Use an unsupervised approach to extract relevant features that can be used to solve supervised
classification problems.

• Perform an in-depth analysis of the results that the zI-based approach to feature extraction can
yield, by applying it to data from different real-world case studies.

Therefore, the main goal of this work was to transfer approaches based on the RI metrics from
the domain of complex system analysis to feature extraction. Thus, this work could be considered
at least partially successful even if only the hypothesis of direct applicability of a method originally
devised for complex system analysis to feature extraction could be experimentally demonstrated to
be reasonable.

From now on, in this paper, we refer to the unsupervised zI-based method we tested as ZIFF
(zI-based Feature Finder). In ZIFF, the zI computation is carried out by a specifically-designed
evolutionary algorithm [4,5], to counteract the curse of dimensionality and find the most relevant
variable subsets in reasonable time, given the exponential complexity of an exhaustive search with
respect to the number of variables. To further aggregate the variable sets and discard redundant ones,
we adopt the iterative sieving procedure described in [6].

Running experiments on three different datasets and using three different families of classifiers
(tree-based, distance-based, and support vector machines), we could show that the compressed
representations of data which can be obtained using ZIFF, even using possibly the simplest possible
feature encoding, can, in some cases, already yield results that are, on average, competitive with other
feature extraction method, or even outperform them. As we underline in Section 5, all the feature
extraction methods we used as references had, in principle, some a priori advantages over our method,
in terms of the information available for constructing the reduced feature sets, being either supervised
methods or methods in which each feature is a recombination of the whole set of features by which the
original data are represented.
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The rest of the paper is structured as follows. In Section 2, we review the state of the art about
feature extraction and recent work introducing the RI metrics. In Section 3, we give details about the
theoretical background of such indices. In Section 4, we describe ZIFF, whose experimental evaluation
is then described in Section 5 through a comparison, on three datasets corresponding to three different
real-world case studies, with other feature extraction/selection techniques. Finally, Section 6 concludes
the article with some relevant remarks and the anticipation of possible future developments.

2. State of the Art

Finding algorithms capable of effectively reducing the number of features (attributes) representing
data in classification tasks is a central problem in pattern recognition [7]. Theoretically, the presence
of many features offers the opportunity to develop classifiers having better discriminating power.
However, this is not always true in practice, because not all features are as important for understanding
or representing the underlying phenomena of interest. Thus, reducing the number of attributes,
or creating new more informative ones, is an essential pre-processing step in classification that may
have several beneficial effects, such as lowering the complexity of the classifier model, reducing
overfitting, increasing the interpretability of the results, reducing the actual cost of feature collection
and pre-processing, resisting noise, and, sometimes, improving the accuracy of a classifier.

There exist three possible approaches to modify the number of features s, typically referred to as
feature selection, feature extraction, and feature construction [8]:

• Feature selection chooses a subset of m features out of the original s ones.
• Feature extraction creates a set of m(< s) new features from the original attributes through some

function mappings.
• Feature construction augments the space of features by inferring or creating additional attributes.

These approaches can be further classified into supervised and unsupervised methods. The former
include methods that take into account, somehow, information about the classifier or the class to which
the training data belong. The latter do not rely on such information but just on the intrinsic properties
of the dataset.

In the following, we briefly review articles mainly regarding unsupervised feature extraction
methods, with particular emphasis on those based on information theory. Moreover, we briefly
summarize previous work on the use of the RI metrics for detecting relevant subsets in complex
systems, along with preliminary attempts to extend them to feature extraction.

Starting with methods which do not rely on Information Theory, the authors of [9] introduced
a method for unsupervised feature extraction in time series clustering. This method relies on
an orthogonal wavelet transform to perform feature extraction, determining also the appropriate
dimension of the optimal feature set in an automated way. The sum of squared errors between the
cluster centroids represented according to the new features and the original time series computed on
five benchmarks is the criterion used to assess the quality of the resulting clustering.

More recently, in [10], a generic framework for both feature extraction and data classification of
hyperspectral images has been presented. The technique tries to jointly optimize the features and
the corresponding classifier. In [11], the authors employed Gaussian feature extraction for tracking
particles in images produced by CMOS camera sensors. The method is verified on a channel flow,
using a boosted regression tree ensemble, and tries to fit generalized Gaussian distributions to particle
images. The contribution in [12] uses a projection learning method, namely a low-rank and sparsity
preserving embedding for unsupervised learning, which simultaneously learns the graph and the
optimum projection by exploiting both global and local information of data. In [13], the authors applied
an unsupervised deep-learning framework to reduce the dimensions of a dataset. This is achieved
by aligning local features and then transferring them from local coordinates to global coordinates.
Jiang et al. [14] tried to apply a novel super Principal Component Analysis method to extract features
from hyperspectral images in an unsupervised way, while, in [15], a semi-supervised method, based
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on deep learning, is used to extract features from colon tissue images. The semi-supervision of the
latter derives from the exploitation of domain-specific prior knowledge to identify salient sub-regions
in an image, in order to pre-train a deep belief network.

Moving away from methods focused on image analysis, in [16], an extension of Principal
Component Analysis, namely a tensor decomposition, is applied to miRNA transfection experiments
in order to identify critical genes, whereas, in [17], the same author applied a similar method, together
with pure Principal Component Analysis, to represent gene expression in the brains of social insects.

The contribution in [18] compares different linear unsupervised feature extraction methods
(Principal Component Analysis, Projection Pursuit and Band Subset Selection) for the classification of
high-dimensional multispectral and hyperspectral data. The authors also introduced an optimized
version of Projection Pursuit, called Optimized Information Divergence Projection Pursuit (OIPP),
which maximizes the information divergence between the probability density function of the projected
data and a Gaussian distribution. The aforementioned methods are compared by means of both
supervised and unsupervised classifiers over different datasets where OIPP shows good performance
in contrasting the Hughes phenomenon as well as the curse of dimensionality.

The usage of Information Theory metrics for unsupervised feature extraction dates back to the
the 1980s, when unsupervised feature extraction was employed for face categorization by means
of an image compression network [19]. Another example is the work of Fisher and Principe [20],
which exploits mutual information for the same aim. Since mutual information is composed of two
entropy terms, the algorithm they proposed tries to maximize one entropy term and, at the same time,
minimize the other one, seeking a certain parameter that determines the distance of the observed
distribution from a uniform distribution. To this aim, the authors employed a Parzen window method
as an estimator of the output distribution and the integrated square error as a distance method,
as well as an indirect measure of the entropy. In such a way, even if the authors employed mutual
information, the method is unsupervised, since it enables entropy manipulation modeled as local
interaction between observations in the output space.

In [21], information-theoretic criteria are used for unsupervised image clustering. The method
exploits the information bottleneck principle and the mutual information between the clusters and the
image content. The principle states that the desired clustering is the one that minimizes the loss of
mutual information between the objects and the features extracted from them. The work also exploits a
mixture of Gaussian distributions for modeling continuous images and, similar to our work, measures
the quality of the resulting clustering by means of supervised classification.

In [22], the authors used, as a criterion, the maximization of an approximation of the
mutual information between class labels and feature extractor with the aim to train a feature
extractor independently of the classifier. The unsupervised characteristic results from the usage
of Renyi’s quadratic entropy in the computation of mutual information and from its nonparametric
low-complexity estimation. The information-theoretic criterion employed for the estimation forces the
feature extraction matrix to be a rotation matrix.

In [23], the authors studied the problem of unsupervised domain adaptation, trying to detect
domain-invariant features and, at the same time, construct the classifier model. This is obtained by
optimizing mutual information, using discriminative clustering and simple gradient-based methods.
The optimization both maximizes domain similarity (the negated mutual information between all data
and their binary domain labels) and minimizes the expected classification error on the target domain
(the negated mutual information between the target data and their cluster labels). The proposed
solution performs better than other unsupervised methods such as Principal Component Analysis,
Structural Correspondence Learning and Transfer Component Analysis.

As regards the Relevance Index metrics, many papers have been published recently. Two seminal
papers [1,24] introduced the Dynamical Cluster Index (DCI) as an extension of the Functional Cluster
Index (CI) previously defined by Edelman and Tononi [25,26] to detect functional relationships between
brain regions. Recently, the DCI has been applied to detecting relevant variable subsets in several
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kinds of complex systems, including abstract models of gene regulatory networks and simulated
chemical [27] and biological systems [28], as well as social networks [29]. In these papers, the DCI was
gradually refined and became the so-called Relevance Index (RI); at the same time, its calculation in
reasonable time was made possible by the definition of a specific niching genetic algorithm [4] and by
the GPU implementation of K-Means PSO [30,31] as well as of the fitness function (RI computation) [5],
common to the two approaches.

The most recent advancement related to the use of these metrics is the introduction of an iterative
sieving procedure which removes redundant variable sets, i.e., sets between which an inclusion
relationship exists while being characterized by different values of the metric taken into consideration.
In that case, only the higher-index set is taken into consideration and is considered to represent a
single variable from that moment on. The iterative application of the sieve allows one to merge the
original variables optimally and to obtain a gradual construction of the compressed representation of
the system [6].

The RI metrics have been applied to feature extraction [3], as well as to pattern clustering and
classification [2] with promising preliminary results. In [2], one can find the first definition of the zI
index, the metric that we used in this study.

3. Theoretical Background

In this section, we provide an overview of the theoretical aspects of the proposed unsupervised
feature extraction method, treating the following points:

• the Integration in the context of the Relevance Index metrics;
• the motivation to use the zI metric;
• the evolutionary algorithm we implemented to compute the zI;
• the sieving procedure used to iterate the zI computation; and
• the application of the zI to the unsupervised feature extraction problem.

3.1. Integration as a Relevance Index Metric

Let us consider a system U, composed of N random variables (RVs). The system can be described
by its state X̄U = [X1, ..., XN ], i.e., a random vector whose elements are the N random variables,
representing the features in the context of this paper. Given this scenario, we consider n independent
observations of the state {X̄U(i)}n

i=1. Therefore, for each RV Xj, we have a sequence {Xj(1), ..., Xj(n)}
of independent observations, identically distributed (iid). Considering a sufficiently large n, one can
consider the empirical entropy of a sequence of iid RVs, computed through the relative frequencies,
to be equal in probability to the real individual entropy [32].

We deal with entropies because they are involved in the definition of the Relevance Index by means
of the ratio of two quantities, namely the Integration I and the mutual information MI, computed
over Sk, a subset composed of k variables, with k < N. As a matter of fact, the relevance index RI is
defined as:

RI(Sk) =
I(Sk)

MI(Sk; U\Sk)
. (1)

The mutual information is a well known metric, used also in many feature selection and extraction
techniques, which measures the mutual dependence between subset Sk and the remaining part of the
system U\Sk.

Conversely, the use of integration is usually not so widespread in the context of feature
selection/extraction. It measures the mutual dependence among the k elements in Sk. It is defined as
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the difference between the summation of the entropies of the single variables composing subset Sk and
the total entropy of subset Sk itself:

I(Sk) =
k

∑
j=1

H(Xj)− H(Xk) (2)

where H(Xk) is the entropy [32] of the sequence {X1, ...., Xk}. It can be observed that I(Sk) ≥ 0 and
it is zero when the RVs are independent, such that H(Xk) = ∑k

j=1 H(Xj|X j−1) = ∑k
j=1 H(Xj). On the

other hand, the integration increases with the decrease of the second term, i.e., with the correlations
among the random variables.

It can be seen from Equation (1) that, in order to have a high Relevance Index, we need a set in
which the elements diverge as much as possible from independence among themselves and, at the
same time, are as much independent as possible of the rest of the elements in the system. In the context
of detecting relevant subsets of complex systems, the idea was to use the value of the RI, which can be
computed using empirical entropies, to rank the subsets and consider those having higher index as
more relevant. However, a comparison based on the expression given by Equation (1) would be unfair
since the RI scales with the size of the considered subset. Moreover, it does not provide information
about the significance of the value of the RI itself. To overcome these problems and find a more
meaningful expression for the index, a null hypothesis has been usually considered [29,31]: the absence
of correlated subsets. In such approaches, the RI was computed as a z-score (zRI) as follows:

zRI(Sk) =
RI(Sk)−

〈
RINULL

k
〉

σ(RINULL
k )

(3)

where
〈

RINULL
k

〉
and σ(RINULL

k ) are the sample mean and the sample standard deviation of
RINULL

k , the relevance index of a group of k elements computed under the null hypothesis of a
cluster-free system.

This approach still has some limitations [2]. First, the definition of the relevance index in
Equation (1) is somehow empirical: the choice of dividing the integration by the mutual information is
not based on any theory or any specific motivation. The integration alone seems to already provide the
majority of the relevant information regarding the tightness of variables in certain subsets. Furthermore,
the computation of such a ratio could be sometimes problematic, since the mutual information is zero
when the two groups of RVs are independent, which causes the ratio to tend to infinity. Secondly,
the z-score form of the RI (Equation (3)) involves the creation of the null system and the computation of
its statistics. This direct computation can be avoided if we consider a metric for which the distribution
under the null hypothesis is known, such that the z-score can be built without the explicit generation
of the null system. In the following subsection, a brief derivation of this new index, called zI since it is
still a sort of z-score, is presented, starting from theoretical considerations about the distributions.

3.2. Motivation to Use the zI

The zI metric is defined as follows

zI(Sk) =
2nI(Sk)− 〈2nI(SNULL)〉

σ(2nI(SNULL))
(4)

where n is the number of observations or instances of the whole system, Sk a subset of k out of N
variables and SNULL is a subset of dimension k extracted from a null system Uh (i.e., a system within
which all N variables are independent).

In other words, using the zI, it is possible:

• to use only the integration, which, by itself, provides a measure of the tightness of the interaction
between variables belonging to the same subset; and
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• to adopt a normalization procedure by considering the average value and the standard deviation
of the metric, whose computation can be accelerated thanks to the theoretical hints described in
the following.

According to Wilks’ theorem [33], and considering as the null hypothesis the case of independent
variables and as an alternative hypothesis the case of dependent variables, it is known that the quantity
defined as

D = −2log
(

likelihood under null hypothesis

likelihood under alternative hypothesis

)
(5)

for n large enough is chi-squared [34] distributed with degrees of freedom (DoF) g = DoFalt −DoFnull ,
when the null hypothesis holds. According to Owen [35], this result can be extended to nonparametric
likelihood functions, which can be demonstrated to be our case of interest.

Moreover, it can be demonstrated that 2nI = D, with the following implication

2nI ≈ χ2
g (6)

under the null hypothesis of independent RVs and with n large enough.
It can be demonstrated that the degrees of freedom for Equation (6) can be expressed as:

g = (
N

∏
j=1
|Tj| − 1)− (

N

∑
j=1

(|Tj| − 1)) (7)

where |Tj| is the cardinality of the alphabet of Xj. The second term of Equation (7) is the number of
degrees of freedom under the null hypothesis, while the first term is the number of degrees of freedom
in the opposite case, where no RV describing the system is independent of the others.

It is known [34] that the mean and the standard deviation of the chi-squared distribution with g
degrees of freedom are

µ = g (8)

σ =
√

2g (9)

hence, the elements of Equation (4) are now all defined and can be simply computed without relying
on the homogeneous system.

3.3. zI Computation through an Evolutionary Algorithm

The zI metric expresses the relevance of a group of variables for the system under consideration:
the higher the zI, the more relevant the group. A list of relevant sets can be obtained in principle by
enumerating all possible subsets of the system variables and ranking them according to the zI values.
The exhaustive search soon reaches unrealistic requirements for computational resources, because the
number of subsets increases exponentially with the number of variables. When large systems are
analyzed, this issue makes it impossible to compute the zI for every possible subset of variables, even
using massively parallel hardware such as GPUs.

Therefore, to quickly find the most relevant subsets as well as to counteract the complexity of the
exhaustive search, we used a metaheuristic (HyReSS) [4,31], which hybridizes a genetic algorithm with
local search strategies. HyReSS maximizes a fitness function corresponding to the zI computation;
moreover, its search procedure is driven by the statistics, computed at runtime, on the results that
the algorithm itself is obtaining. HyReSS searches the Ns highest-zI sets by exploring many peaks in
parallel; this happens because the evolutionary search is enhanced by a niching technique introduced
to maintain population diversity. HyReSS is first run to address the search towards the basins of
attraction of the main local maxima in the search space. Then, the regions identified during the
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evolutionary process are explored more finely and extensively by a series of local searches to improve
the results.

The zI computation, which is the most computation-intensive module within the algorithm,
is parallelized for large blocks of sets through a CUDA (https://developer.nvidia.com) kernel, which
fits the computational needs of this problem particularly well [5].

3.4. Iterative Sieving Procedure

As a further and final step, a sieving algorithm [1], performed iteratively, is used to reduce the list
of Ns sets found by HyReSS to the most representative ones. The representativeness taken into account
by the sieving algorithm is based on the following criterion: if set S1 is a proper subset, or superset,
of set S2 and ranks higher than S2 according to the zI, then S1 is considered more relevant than S2.
Therefore, the algorithm keeps only those sets that are not included in, or do not include, any other
higher-zI set. This sieving action stops when no more eliminations are possible and thus the remaining
subsets cannot be decomposed any further.

The sieving procedure allows one to analyze the organization of the variables in terms of its
lowest-level subsets; nevertheless, to analyze also the aggregated hierarchical relations among the
identified sets, we employed an iterative version of the sieving method, which acts on the data by
iteratively grouping one or more sets into a single entity. The simplest, yet effective, way to do
so consists in iteratively running the sieving algorithm on the same data, each time using a new
representation of the variables, where the top-ranked set, in terms of zI value, of the previous iteration
is considered atomic and is replaced by a single variable (group variable) [6]. In this way, each iteration
produces a new representation composed of both single variables and group variables detected in
previous iterations.

4. zI-Based Feature Extraction

Let us consider a dataset D ≡ {Xi(S) ∈ {0, 1}k×s × (L ∈ N), i = 1, . . . , n} whose elements are
instances of a schema S(a1, . . . , as, as+1) in which data correspond to a set of k-bit binary features
A ≡ {a1, . . . , as}. The class label as+1, if specified, is defined over a finite set of symbols, generalizable
as a natural number subspace.

ZIFF derives m (s ≥ m) new features from D. It only relies on A, i.e., it does not take the class label
into account, and can therefore be termed as unsupervised, as opposed, for example, to the supervised
approach we preliminary analyzed in [3].

ZIFF is a two-stage method (see Figure 1) which produces as output a new representation
D̂ ≡ {Yi(Ŝ) ∈ Rm × (L ∈ N), i = 1, . . . , n} of the n input instances in D according to a new schema Ŝ
defined over the m newly created features plus the class label.

Figure 1. Data flow of the feature extraction method.

The first stage of the method consists in the zI-based computation of the relevant variable sets
RSj ⊂ A, j = 1, . . . , m such that RSj ∩ RSt = ∅ for j 6= t and

⋃m
j=1RSj = A. The computation is

made according to the sieving algorithm described in Section 3.4, whose basic step is the evolutionary

https://developer.nvidia.com
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algorithm described in Section 3.3. Therefore, each instance Xi of D is decomposed into a set of binary
strings Xi,j, instances of RSj of size k× |RSj|, with |z| representing the number of elements in z.

In the second stage, we transform subsets Xi,j(RSj), i = 1, . . . , n j = 1, . . . , m of the original
dataset into corresponding numeric features Yi,j(RSj) i = 1, . . . , n j = 1, . . . , m. Therefore,
the feature-construction process produces a new dataset, derived from the original one and of lower
dimensionality, which is expected to retain as much as possible of the original information content
which is useful for developing effective classifiers.

As the results obtained in our experiments show, the feature-encoding phase is critical for the
performance of the classifiers which can be generated using the transformed datasets as training and
test sets. In the following subsection, we describe the encodings we tested in our experiments.
In Section 5, while reporting the experimental results of our tests, we discuss them more in
depth, with particular regard to their compliance with the different classifiers we have taken into
consideration.

4.1. Possible Encoding Schemata

The most direct (and, possibly, naïvest) way of encoding a binary string into a single numerical
feature is transforming it into its corresponding integer representation.

The simplicity and easy applicability of this encoding is compensated by two main drawbacks:

1. It depends on the order in which bits are taken into consideration: bits that are remapped as more
significant have a larger weight in the final encoding. The ratio between the weight of the most
significant bit (MSB) and the least significant bit (LSB) increases exponentially with the number
of bits, up to making the LSB virtually irrelevant.

2. Topological relationships are not preserved. Neighborhoods of the encoding of a given string
S may not (and usually do not) include the encoding of the same elements included in the
neighborhood of S.

Despite these drawbacks, some kinds of classifiers, not surprisingly those which are able to
“segment” the pattern space into a set of small intervals, such as tree-based classifiers, seem to be
mostly insensitive to such problems, as we show in the next section. Because of this good compliance
between such an encoding and tree-based classifiers, in the experiments described therein, we report
results based on this encoding schema. In fact, the main goal of this paper is showing that the iterated
computation of the zI index is able to identify sets of variables by which one can build features that
are relevant to classification as effectively as an exhaustive exploration of the whole space of possible
encodings. In using this representation, we only take care of the order in which the variables/features
are packed into a bit string, setting as most significant bits the attributes that have been grouped earlier,
since, in each iteration, our sieving algorithm extracts the group that is deemed most relevant based
on its zI value.

An immediate amendment of the previous schema consists in normalizing the features obtained as
above by dividing each feature Yi,j by 2k×|RSj |, k being the length in bits of the binary representation of
features Xi,j in the original dataset, such that all new features Yi,j are bounded within the interval [0, 1].
The more evident and usually positive effect of normalizing a dataset, especially when distance-based
classifiers are being used, is mainly guaranteeing that no feature is more relevant than the others just
because of its scale. In our approach, this effect can be appreciated (i) as an equalizer between the
transformed pattern components, whose scale, and therefore relative weight, depends on the number
of elements in the relevant set from which it derives; and (ii) as a partial equalizer between each
element in a relevant set, whose relative weight depends on its position within the bit string obtained
by packing the values of all elements in the set. Finally, input data normalization is sometimes a
requirement for certain kinds of classifiers.

Since normalization actually appears to bring a general improvement of the results, with virtually
no negative side effects, we normalized data representations by default in all our experiments.
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5. Experimental Evaluation on Real-World Datasets

In this section, we describe the experiments we made to evaluate whether the analysis based
on the RI metrics can be effectively extended from the domain of complex system analysis to feature
extraction in classification problems. In particular, we compare the results obtained by ZIFF to other
supervised or unsupervised feature extraction and selection methods using real-world data from three
test problems.

Considering the goals of our research, in setting up our experiments, we expected the results we
would obtain to answer the following questions:

• Are the properties of the variable sets detected using the zI index, which have already been
demonstrated to be effective in their original role of detecting functional blocks in complex
systems, as relevant when such sets are used to build classification-oriented representations?

• How well do such representations compare with other representations which can be obtained by
more classical feature selection/extraction methods?

• How data- or classifier-dependent are the results provided by such representations?

In the rest of this section, we first describe the experimental setup and then we discuss the
results of our tests, considering, in particular, the classification accuracy which can be obtained using
representations of different dimension provided by ZIFF and by the other feature extraction/selection
methods taken as references, when coupled with a selected sample of classifiers of different kinds,
both as regards the data types they process and the classification criteria.

5.1. Experimental Setup

The experimental setup was the same for all three tests, in which ZIFF and the reference methods
were applied to different datasets. In particular, for each set of features extracted by ZIFF in each
iteration: (i) a feature set of the same size was extracted or selected using each reference method;
(ii) for each iteration of ZIFF and for each feature extraction or selection method, a corresponding
representation of the reference datasets (a training and a test set) was computed; (iii) each training set
thus obtained was used to train four classifiers of different kinds; and (iv) the classifiers were finally
validated on the corresponding test set by computing their classification accuracy.

5.1.1. Feature Extraction/Selection Methods

We selected the following four feature selection/extraction methods as the references to be
compared to ZIFF:

• Principal Component Analysis (PCA) [36], which uses an orthogonal transformation to convert a
set of observations of possibly correlated variables into a set of values representing the projection
of the data onto an orthogonal base of linearly uncorrelated principal components.

• Information Gain (IG) [37], which is the conditional expected value of the Kullback–Leibler
divergence of the univariate probability distribution of one variable from the conditional
distribution of such a variable given the other ones.

• Chi-squared test (X2) [38], which is a statistical hypothesis test where the sampling distribution of
the test statistic is a chi-squared distribution when the null hypothesis is true.

• Univariate feature selection (F_VAL) [39], which is a feature selection method based on univariate
statistical tests.

One should notice, on the one hand, that, except for PCA, all these methods are feature selection
methods. This fact offers PCA (and ZIFF) the advantage of being able to create new features that derive
from more than one of the original ones, thus having higher potential information content. On the
other hand, one should also consider that, while PCA and ZIFF are unsupervised methods, the other
methods taken into consideration are all supervised and aimed explicitly at maximizing classification
accuracy, which often more than compensates for the above drawback.
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5.1.2. Classifiers

As a criterion to compare the five feature selection/extraction methods, we used the classification
accuracy of the following four classifiers, trained and tested using, as data representation, the feature
sets extracted by each of the above methods and by ZIFF:

Tree-based

• Random Forest (RF) [40], which is an ensemble learning method that constructs a multitude of
decision trees at training time and outputs as its final decision (i.e., class) the mode of all the
decisions taken by the trees.

• Decision trees (C4.5) [41], which is a tree classifier where nodes hierarchically partition the pattern
space, each node based on the values of a single feature, until a leaf node, representing a decision,
is reached.

Distance-based

• K-Nearest Neighbors (KNN) [36], which is a non-parametric method where an object is classified
by applying a majority vote strategy to the decisions of its neighbors in the training set, resulting
in the object being assigned to the class most frequently represented by its K nearest neighbors.

Support Vector Machines (SVM)

• Radial Basis Function (SVM) [36], which is a supervised learning model where the examples,
represented as points in the pattern space, are mapped using a Radial Basis Function kernel,
such that the margin (distance) between boundary examples representing different classes is
maximized.

5.1.3. Datasets

The three different real-world datasets, onto which we focused our attention, are described in
the following and summarized in Table 1.

Table 1. Description of the three datasets used in our tests (B = Binary; N = Nominal).

Name Description Data Type # Input Features # Classes Training Data Test Data

DS1 Printed characters B 104 10 6024 5010
DS2 Handwritten characters N/B 64 10 3823 1797
DS3 DNA sequences N 60 3 2230 956

The first dataset (DS1) (ftp://ftp.ce.unipr.it/pub/cagnoni/license_plate) contains low-resolution
(13 × 8) binary patterns, representing digits from 0 to 9, collected from license plates at highway toll
booths by Società Autostrade SpA. It includes 11034 patterns, roughly uniformly distributed among
the ten classes under consideration. The patterns were trivially binarized pixel-wise using a threshold
of 0.5 (considering pixel values normalized between 0 and 1). This resulted in strings of 104 binary
features. We used part of the full dataset as a training set with 6024 patterns, and the remaining 5010
patterns, exactly 501 per digit, as a test set.

The second dataset (DS2) is the Optical Recognition of Handwritten Digits dataset from the
UCI machine learning repository (https://archive.ics.uci.edu/ml/datasets/optical+recognition+of+
handwritten+digits). The dataset contains 5620 samples of bitmaps of hand-written digits from 0 to 9:
32× 32 bitmaps were divided into non-overlapping blocks of size 4× 4 and the number of pixels was
counted in each block. This quantization produced input patterns of 8× 8 pixels, each of which may
have an integer value in the range [0, 16]. In our experiments, we considered a 4-level discretization of
the original 16 values; as a consequence, each image of the dataset is an instance with 64 numerical
features assuming values in the range [0, 3], and one class attribute with values in [0, 9]. The training
set comprises 3823 instances, while the test set 1797 instances.

ftp://ftp.ce.unipr.it/pub/cagnoni/license_plate
https://archive.ics.uci.edu/ml/datasets/optical+recognition+of+handwritten+digits
https://archive.ics.uci.edu/ml/datasets/optical+recognition+of+handwritten+digits
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The third dataset (DS3) regards splice-junctions in gene sequences of the DNA (https://www.
openml.org/d/40670). It consists of 3186 data points (instances) described by 180 indicator binary
variables (nominal features) and by one class label assuming three possible values (ei, ie, or neither).
The classes represent the boundaries between exons (the parts of the DNA sequence retained after
splicing) and introns (the parts of the DNA sequence that are spliced out). This dataset is a processed
version of the one contained also in the Irvine database (https://archive.ics.uci.edu/ml/datasets/
Molecular+Biology+(Splice-junction+Gene+Sequences)) in which the names of the examples, along
with the ambiguous instances (only four, actually) were removed. In the dataset we used in our
experiments, the four nitrogenous bases (Adenine, Guanine, Thymine, and Cytosine) were replaced by
an integer label from the set 0, 1, 2, 3 to make it easier to obtain the numeric encoding of the features
extracted by ZIFF. We considered 2230 sequences as a training set and the remaining 956 as a test set.

5.1.4. Evaluation Procedure

The test procedure we adopted to compare the performance of ZIFF to the reference methods can
be summarized as follows:

1. Compute the Relevant Sets by iteratively applying HyReSS to the training set, as described in
Sections 3.3 and 3.4. Starting from an initial representation in which all RSs correspond to
a single feature of the original dataset, in each iteration, we merge into a new set the RSs from
the previous iteration whose union has the largest possible zI value. From then on, and until it is
involved in a new merger, HyReSS will treat the newly-created variable set as a single variable
(group variable) in the representation of data, which will substitute its components in the RS list.
Thus, after each iteration, the number of variables (RSs) used to represent data decreases while
the average size of the RSs increases.

2. Encode the training and test data, as described in Section 4.1, according to the feature sets extracted
up to the current iteration of HyReSS.

3. For each of the reference methods, and for each iteration of ZIFF, consider the feature sets, extracted
or selected by the method under consideration, having the same size as the number of RSs found
by ZIFF, and compute the corresponding representation of the benchmark datasets.

4. Apply the classifiers to such representations for testing the effectiveness of the corresponding feature
set using the classification accuracy as a quality criterion.

5. Stop iterating when the zI of the new group variable deriving from the merger “proposed” by
HyReSS falls below a pre-set threshold.

To perform the zI computation as efficiently as possible, HyReSS was implemented
in C++ and the corresponding GPU-based fitness function, which computes the zI index,
in CUDA C [42]. Instead, the code we used for our tests was written in Python to take
advantage of the scikit-learn (https://scikit-learn.org) Python package implementation of all
the necessary classifiers and reference feature extraction/selection methods. Notice that, using
scikit-learn, the C4.5 algorithm is implemented as an object belonging to the DecisionTreeClassifier
(DecisionTreeClassifier(criterion=entropy,...)) class.

Since our goal was to compare the effectiveness of the representations obtained with different
feature extraction/selection methods under controlled conditions, and not to obtain the highest
possible performance, when applying a classifier to our benchmarks we used the default classifier
configuration proposed by scikit-learn. Therefore, when analyzing the results, it is important to mainly
focus on the relative ranking between the different methods, independently of the absolute quality of
the results.

To take into consideration the intrinsic stochastic nature of Random Forest and a heuristic that
has been introduced in the scikit-learn version of C4.5, which makes the results of that classifier
stochastic as well, we repeated all experiments using such classifiers five times and computed the
average accuracy over the five independent runs.

https://www.openml.org/d/40670
https://www.openml.org/d/40670
https://archive.ics.uci.edu/ml/datasets/Molecular+Biology+(Splice-junction+Gene+Sequences)
https://archive.ics.uci.edu/ml/datasets/Molecular+Biology+(Splice-junction+Gene+Sequences)
https://scikit-learn.org
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In this regard, it should also be noticed that the outcome of HyReSS, which is a stochastic
optimization algorithm, was stable over the five repetitions, i.e., it always found the same variable sets.

Finally, when considering the KNN classifier, we preliminary tested K values equal to 1, 3, and 5.
Since no substantial differences could be observed which would affect the comparison between ZIFF
and the references, we only report the graphs related to K = 1.

5.2. Results and Comparisons

A preliminary interesting observation which can provide some hints on the sensibility of the
features that ZIFF extracts is that, according to the structure of the data from which they have
been extracted, they tend to correspond to contiguous regions, and seem to have the same role
as focus-of-attention algorithms have in computer vision. This is true for both the data representing
two-dimensional patterns (DS1 and DS2) and one-dimensional DNA sequences (DS3). Figure 2
highlights the variable sets identified by ZIFF after the 70th iteration of the sieving algorithm has been
applied to DS1. Different colors represent different groups of pixels identified by ZIFF. As can be seen,
the groups represent connected subparts of a digit.

Figure 2. Relevant variable (pixel) sets identified in the DS1 after the 70th iteration of ZIFF. Pixels of
the same color belong to the same relevant set.

As regards the quantitative assessment of the quality of the feature sets extracted by ZIFF and by
the reference methods, following the procedure described above, the results obtained by ZIFF and by
the reference methods can be summarized plotting a curve Ci,j, f for each feature extractor/classifier
pair. A point of Ci,j, f represents the accuracy value which is obtained when classifier i is applied to
dataset j represented by the feature set extracted by method f , having a size equal to the number of
features extracted by ZIFF in each iteration.

In particular, for each iteration, we collected and plotted the classification accuracy along the y
axis of a 2D graph and the size of the feature set (decreasing) or the iteration number (increasing) along
the x axis.

Figures 3–5 show the results (accuracies) we obtained in our tests, subdivided by dataset. Ticks
on the x-axis represent ZIFF iterations, increasing from left to right, while the corresponding numerical
labels represent the number of features extracted in each iteration (the first iteration includes all the
original features). These graphs allow one to compare our method and the reference methods over
the same data, assessing the capacity of each method to produce representations which preserve the
information that is most relevant to classification, as the dimensionality of the representation decreases.

Thus, each figure embeds four graphs; each graph within each figure corresponds to a
dataset/classifier pair, and each plot within each graph corresponds to a different data representation,
given by the specific feature extraction/selection method.



Computation 2019, 7, 39 14 of 22

10
4

10
0 96 92 88 84 79 73 69 64 60 56 51 45 40 35 30 25 21 16 12

0.80

0.85

0.90

0.95

Iterations (Feature set size)

Te
st

in
g
 A

cc
u
ra

cy

zI
PCA
IG
CHI2
F_VAL

(a) RF

10
4

10
0 96 92 88 84 79 73 69 64 60 56 51 45 40 35 30 25 21 16 12

0.775

0.800

0.825

0.850

0.875

0.900

0.925

0.950

Iterations (Feature set size)

Te
st

in
g
 A

cc
u
ra

cy

zI
PCA
IG
CHI2
F_VAL

(b) C4.5

10
4
10

0 96 92 88 84 79 73 69 64 60 56 51 45 40 35 30 25 21 16 12

0.6

0.7

0.8

0.9

1.0

Iterations (Feature set size)

Te
st

in
g
 A

cc
u
ra

cy

zI
PCA
IG
CHI2
F_VAL

(c) KNN

10
4
10

0 96 92 88 84 79 73 69 64 60 56 51 45 40 35 30 25 21 16 12

0.80

0.85

0.90

0.95

Iterations (Feature set size)

Te
st

in
g
 A

cc
u
ra

cy

zI
PCA
IG
CHI2
F_VAL

(d) SVM

Figure 3. Accuracy vs. number of iterations (and number of features) for different classifiers using DS1.

We first provide a straightforward description of the results obtained on each dataset and then
comment on them, trying to justify—with regard to ZIFF’s limitations, the nature of data, and the
nature of the classifiers – the rather large differences between the performance obtained using different
feature extraction and selection methods as well as by different classifiers.

The results obtained on DS1 seem to strongly support the hypothesis that the variable (pixel) sets
identified by the zI index actually correspond to features that are relevant for classification. When RF
is used as a classifier, ZIFF is the best performing method with virtually all feature set sizes except for
the very last few iterations (feature set sizes approximately below 15), where PCA slightly outperforms
it (by less than 1% in the very last iteration). The feature-selection methods taken as references perform
very closely to ZIFF down to a feature set size of about 40, but show a dramatic decrease soon after
that threshold. This decrease is probably “physiological”, considering that the features they select are
single bits, with respect to real numbers which condense the information carried by a relevant number
of original feature as happens with PCA, whose features combine all the input features, and, to a
minor extent, with ZIFF. The results obtained on the other tree-based classifier, C4.5, are very similar,
even if generally worse than those obtained by RF, with a performance decrease which is particularly
remarkable (4.8% on average on all iterations) for PCA.
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Figure 4. Accuracy vs. number of iterations (and number of features) for different classifiers using DS2.

Regarding the results which can be obtained using K-NN or SVM classifiers on DS1, the same
considerations can be made about the performance of feature extractors versus feature selectors.
The accuracy of IG, X2, and F_VAL is virtually the same as with RF and C4.5 and the critical thresholds
under which their performance decreases is also the same. PCA also works as well as before, offering
performance that is virtually constant with all feature set sizes, up to the minimum number we
considered, which corresponds to the number of sets found in the last iteration of ZIFF. ZIFF, with these
classifiers, has a behavior which is intermediate between PCA and the supervised feature selectors,
still showing better robustness with respect to feature set size than the latter, but a worse performance
than the former.

On DS2, once again, even if less markedly, the features found by ZIFF are the best-performing
with RF except for the last iterations (feature size below 20) where PCA is better (of about 2% in the
very last iteration), and are very similar to the performance of the feature-selection methods with C4.5.
However, on this dataset, RF is much more accurate than C4.5. This is probably caused by the higher
intrinsic difficulty of this task (i.e., to the higher variability of data), since RF can create a much finer
segmentation of the input domain than C4.5.

ZIFF’s performance is definitely the worst with the classifiers (1-NN and SVM) that usually
(or preferably) deal with continuous inputs which reflect data properties for which the computation of
Euclidean distances or other topological relationships makes sense.

The inappropriateness of the encoding of ZIFF when used along with K-NN classifiers using
the Euclidean distance or SVM is even more clearly highlighted by the results obtained on DS3.
In this case, the results obtained using K-NN as a classifier can probably be totally neglected for the
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incompatibility of such a classifier with data represented by nominal attributes, as we have already
remarked. We report such results just for the sake of completeness. Regarding the results obtained
with the tree-based classifiers on DS3, the supervised feature selectors are the best representations here,
slightly outperforming ZIFF by about 1% on average (roughly 95% versus 94%). ZIFF still exhibits a
remarkable robustness with respect to the feature set size, showing that, when coupled with tree-based
classifiers, it is also very robust with respect to the representation of the input data. This is not the case
for PCA, whose performance, as could be expected, is very negatively affected by a representation
based on nominal features. Only with SVM, PCA accuracy is systematically above 80%, which is still
more than 10% worse than the performance of the feature selectors and zI with RF.
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Figure 5. Accuracy vs. number of iterations (and number of features) for different classifiers using DS3.

A few observations can be made after analyzing the results reported above, regarding, in particular,
the datasets, ZIFF’s encoding, and the classifiers.

A first observation is that results obtained on DS1 are generally more “stable” and reproducible.
This is probably related to the intrinsic nature of the data, which makes their classification an easier
task than classifying the two other datasets, as the best classification results which can be obtained
seem to confirm. In fact, quite obviously, although both DS1 and DS2 represent the same kind of data
(two-dimensional patterns representing the figures from 0 to 9), DS2 represents handwritten characters
which are characterized by an intrinsic variability that is much larger than for data in DS1. Considering
also that DS1 includes a larger number of samples, our observation finds a rather straightforward
justification.
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Regarding the intrinsic properties of data, representations based on nominal attributes affect
negatively the performance of distance-based classifiers like K-NN. Applying the PCA to such a kind
of data by treating the nominal indices as integers actually makes little sense.

In particular, if we consider ZIFF’s problems with K-NN and SVM with respect to the good
performance with tree-based classifiers, they may be caused by the lower effectiveness of the features
selected by ZIFF, but also by the possible problems related to the compatibility of the encoding scheme
with classifiers usually applied to real number representations, as highlighted in Section 4.

The analysis of the results obtained on DS2 and DS3 seem to support the second hypothesis
quite clearly. In fact, ZIFF’s encoding does not preserve distances, and tends to scatter compact
neighborhoods in the original representation into a myriad of small intervals in the 1D representation
onto which ZIFF maps the original data. This problem affects minimally, if at all, the performance
of tree-based classifiers, whose way of working actually corresponds to a partitioning of the input
space into a large number of regions, which are labeled after one of the possible classes. The fact that
RF performs much better than C4.5 is most probably related with the much higher capacity of RF to
identify small regions, owing to the large number of trees (1000 as default value in our tests) of which
it is composed with respect to the single, even if larger, decision tree generated by C4.5.

Regarding the problems that ZIFF has with K-NN classifiers based on the Euclidean distance, they
are mostly attributable to the distance function adopted, owing to the mentioned lack of topological
consistency between the original data representation and the encoding used in ZIFF. This can be
shown if we consider datasets that are originally binary, and their K-NN classification based on ZIFF’s
encoding and on a distance that can be considered a generalization of the Hamming distance, defined
as follows:

Ĥ(x, y) =
N

∑
i=1

δxi ,yi

where x and y are N-dimensional vectors and δxi ,yi = 1 if xi 6= yi, 0 otherwise. Therefore, the distance
Ĥ(x, y) is equal to the number of corresponding elements of the two vectors which are different, and,
if x and y are bit strings, it actually corresponds to the Hamming distance between them. However, it
can be applied also to integer representations of binary variable sets such as the ones used as encodings
by ZIFF.

Using 1-NN and Ĥ as a distance to classify the data representation obtained by applying ZIFF
to DS1 and, after binarizing the original data, to DS2, we can observe a dramatic improvement of
the classification accuracy curves with respect to using the Euclidean distance. In Figure 6, the two
dashed lines represent the results of ZIFF using the two distances. Notice that, while for DS1 the plots
corresponding to the reference methods are the same as in Figure 3, for DS2 the results of the reference
methods are different from those in Figure 4, since all reference feature extractors/selectors which,
in that figure, had been applied based on a four-level discrete representation of the original data, have
been applied here to the binary representation of the same data.

In principle, the Ĥ distance and, consequently, any K-NN classifier based on it, could be applied
to any discrete representation. However, the number of training data necessary for a 1-NN classifier
to achieve the same reliability (i.e., necessary for the probability of finding a match between two
corresponding components to be the same) increases exponentially with the size of the new feature.
Considering, for instance, the representation of a feature derived from M original pixels, the number of
possible values that the feature can assume if the original data are binary is 2M, while it becomes 22M

if only the original data have a discrete four-value representation. This consideration is the most likely
reason for the poor results that can be obtained if we apply 1-NN to the four-level representation of DS2

and DS3. It is also almost certainly the reason for the performance decline, with respect to PCA and to
some of the other reference methods, which can be observed – even if, on DS1, it is moderate – as the
number of iterations increases and, thus, the number of new features decreases and their size, in terms
of number of original features included in each of them, increases. Therefore, it is unsurprising that
DS1 is the dataset on which this effect is less evident, as it contains many more instances than the other
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datasets, while also being the dataset within which the variance of data within the same class is the
lowest (data are printed characters, even if noisy and acquired at a very low resolution).
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Figure 6. Results obtained by a 1-NN classifier applied to DS1 (left) and to DS2 after data binarization
(right). The two dashed curves in each plot highlight the improvement that can be obtained computing
a generalized Hamming distance to classify zI-based representations of binary data (zI-H), with respect
to using the Euclidean distance (zI).

Therefore, we can say that the Ĥ distance fits ZIFF’s encoding of features much better than the
Euclidean distance for use with distance-based classifiers. The results obtained even suggest that
it is optimal for such a representation, when the original features assume discrete values, provided
the dataset is large enough. As demonstrated by our tests, this is often the case with binary data
representations, but may soon require too many training instances when the number of possible values
assumed by the original discrete-valued features increases.

6. Discussion and Conclusions

The work described in this paper was aimed at verifying whether the procedure that uses the zI
metric for detecting relevant functional blocks in complex systems could be applied to classification
tasks as well. ZIFF represents possibly the most straightforward adaptation of such a procedure to
feature extraction.

In particular, we wanted to assess ZIFF’s performance as an unsupervised extractor of relevant
features by which the dimensionality of a dataset representation could be reduced significantly, but
with minimum loss of information and, even more importantly, of discrimination power between the
different target classes of a supervised classification problem.

Using random forest and decision trees as classifiers, ZIFF obtained results that are competitive
with, when not better than, the other feature extractor/selectors taken into consideration. We also
showed that, provided that the training dataset size is large enough, ZIFF can also achieve good results
using K-NN classifiers based on an appropriate distance. On the contrary, its performance is generally
poor when an SVM is used as a classifier.

The results of the tests we performed on three real-world datasets (printed characters, handwritten
characters, and DNA sequences) suggest that, even if at the conjecture level, but consistently with the
outcome of the tests, we can actually attribute the good results that ZIFF obtained using tree-based
classifiers to the relevance of the variable sets ZIFF could identify, the disappointing results obtained
using SVMs being most probably related with the inability of our encoding scheme to preserve
relationships (such as scale, distance, etc.) which are essential for such classifiers.

A further observation that is worth making is that, in its present implementation, which is exactly
the same as the one developed for complex system analysis, for which such a property was not
reasonable, ZIFF’s first stage does not allow one to create groups that share the same variable since,
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in every iteration, the variable sets that are merged are substituted by the new group variable thus
obtained. Even though ZIFF obtained good results when applied to binary pattern classification,
this can be a rather severe limitation which can be trivially highlighted taking as an example a simple
classification problem in which “×” symbols are to be classified against “+” symbols. Considering
also the example given in Figure 2, one would expect the relevant variable sets to be represented by
horizontal, vertical and oblique segments, possibly having a pixel in common, as happens, for example,
with the vertical and horizontal segment of the plus sign. Trivially, considering the features to be
equivalent to the segments into which the symbols can be decomposed and the plus symbol as an
example, if a feature set represents the vertical bar, then the horizontal bar needs to be split into two
segments, one to the right and one to the left of the vertical bar, which, by themselves, are obviously
much less relevant than the whole horizontal bar.

Despite these limitations, the results we obtained in our tests confirm that ZIFF, in its version as
described in this paper, can represent a viable approach to feature extraction when a good trade-off
between classification accuracy and representation size is the goal.

Future Work

Such limitations can be the stimulus and target for future research, summarized in the following.
Firstly, since a mapping between a discrete space into a topologically equivalent continuous one

may imply the creation of a higher-dimensional space, which is opposite to the goals with which
ZIFF has been devised, the design of new data-dependent encodings seems to be inevitable, to take
advantage of local properties of the datasets under consideration and achieve the goal of limiting the
dimension of the representation. In particular, we are going to implement and test methods that are
specifically aimed at minimizing the distance between adjacent representations, such as Kohonen’s
Self-Organizing Maps [43].

Similarly, using global optimization approaches, for instance, genetic programming [44], it would
be possibly to find such a (generally non-linear) data-induced mapping also satisfying the requirements
for the preservation of topological relationships when moving from the pattern space to the new
feature-representation space. Such a property is essential if one wants to apply distance-based
classifiers, such as K-NN [45] and Learning Vector Quantization [43] or transformation-based classifiers
such as SVM [46] to the new reduced-size representation.

Finally, the feature extraction stage of ZIFF can be modified to enable the re-use of the same original
attributes in different feature sets, as happens for example with the PCA, in which all new features are
represented by a transformation of the whole set of attributes in the original data representation. We
expect this improvement to lead to better final results even if the extension of the number of variable
sets to be taken into consideration by HyReSS, the metaheuristic component of ZIFF, could lead to a
further increase of the already high demand of computation resources of ZIFF itself.
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