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Abstract: The significance of age estimation arises from its applications in various fields, such as
forensics, criminal investigation, and illegal immigration. Due to the increased importance of age
estimation, this area of study requires more investigation and development. Several methods for
age estimation using biometrics traits, such as the face, teeth, bones, and voice. Among then, teeth
are quite convenient since they are resistant and durable and are subject to several changes from
childhood to birth that can be used to derive age. In this paper, we summarize the common biometrics
traits for age estimation and how this information has been used in previous research studies for age
estimation. We have paid special attention to traditional machine learning methods and deep learning
approaches used for dental age estimation. Thus, we summarized the advances in convolutional
neural network (CNN) models to estimate dental age from radiological images, such as 3D cone-
beam computed tomography (CBCT), X-ray, and orthopantomography (OPG) to estimate dental age.
Finally, we also point out the main innovations that would potentially increase the performance of
age estimation systems.

Keywords: dental age estimation; machine learning; biometrics; deep learning; convolutional neural
networks; orthopantomography; cone-beam computed tomography

1. Introduction

Recently, many applications based on biometrics have been used in chronological age
estimation [1]. Soft biometrics is the science of automatically recognizing people based on
their physical or behavioral characteristics, such as the face, teeth, and voice [2,3]. Through
biometrics, it is possible to know a person’s age, gender, and race. The biometric features
most often used for chronological age estimation are the teeth, face, voice, bones, hand
(palm), iris, and fingerprints [2]. Apart from forensic medicine, soft biometrics have a
number of applications, including healthcare, age-related security control, and establishing
the age of illegal immigrants without valid proof of birth for adults or unaccompanied
minors.

Dental age is deemed vital as tooth development shows less variability than other
developmental features as well as low variability with chronological age [4]. The eruption
of teeth in an individual is important in human maturity assessment. Dental development
involves several changes from childhood to death. These changes in teeth can be used
to derive age, gender, and race attributes at every developmental stage of a person [5].
Applications of dental age assessment include forensic age estimation for cadavers in legal
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cases, for instance, associated with fires, crashes, accidents, and homicides, as well as use
in medical specialties, such as in clinical practice in orthodontics, dentistry, pediatrics,
pediatric endocrinology, orthopedics, and the investigation of dental malocclusions [6].

Various methods are used in dental age estimation. Biometrics morphological methods
are based on the evaluation of teeth ex vivo [7]. Biochemical methods are based on the
racemization of amino acids [8]. Radiological techniques also play an indispensable role
in human age determination. These methods offer simple non-invasive and reproducible
means of providing proof of age for both living or dead human beings. Radiographic images
that can be used in age identification include panoramic radiographs, X-rays, magnetic
resonance images (MRI), and cone-beam computed tomography (CBCT) images [9,10].
Panoramic radiographs are the most commonly used by dentists. Age can also be estimated
by X-ray based on the cervical vertebrae, referred to as cephalometry. Various studies have
shown a relationship between the shape of the cervical vertebrae and age; the determination
of skeletal age using cervical vertebral maturity (CVM) is evaluated on a head radiograph
routinely used in orthodontic practice. The dentist can estimate the patient’s age based on
cervical vertebrae and cephalic X-ray [11].

Deep learning is one of the most important applications of artificial intelligence. Deep
learning is the latest technology that has proven its value in many different fields and
becoming the preferred method for analyzing medical images due to its accuracy and
speed compared to traditional methods. Some studies have used deep learning to esti-
mate the dental age in forensic medicine and to provide dental proof for certification of
birth. We surveyed traditional methods used for dental age estimation, in addition to
conducting a survey of deep learning (CNNs) methods used to estimate dental age. CNN
methods have been employed for age estimation analysis, resulting in improved accuracy
in age estimation [12,13]. Deep learning and CNN, as learning-based feature-representation
methods, are used to learn discriminative semantic features in image recognition tasks.
Recently, researchers have made widespread use of deep CNNs to automate and signif-
icantly increase the accuracy of age estimation [14–16]. If applied, the use of CNN in
automated age estimation could increase accuracy and reduce the human effort entailed
in forensic investigations [17]. This paper addresses chronological age estimation based
on common biometrics; more specifically, we focus on the teeth (dental age). In addi-
tion to reviewing traditional methods used in dental age estimation, we survey dental
age estimation using machine and deep learning techniques with different radiographs
(OPG, MRI, CBCT) [17,18]. The study involves a comparison of traditional approaches
with deep learning approaches for dental age estimation and considers why deep learning
approaches have outperformed other methods in recent years [17]. Based on a survey of
the common CNN models used in age estimation, we consider the challenges and obstacles
in dental age estimation and provide suggestions for ways to increase the accuracy of the
estimates obtained. In addition, we collected several datasets used in dental age estimation.
To our knowledge, and based on a thorough review of related literature, no survey of
research focusing on dental age estimation using deep learning models has previously been
conducted.

2. A Review of Biometrics-Based Age-Estimation Methods

Automatic human identification systems recognize human age using various biomet-
rics, which constitutes a challenging task. Biometric measures are information carriers that
reflect many features of the human body from birth to old age. Recent studies have used
biometrics for age estimation and have provided very valuable results. Figure 1 shows
biometrics that are used in age estimation, which are summarized in some detail as follows.

Face: The human face is an attribute that distinguishes each person from others. The
human face includes many features, such as facial hair, eyebrows, wrinkles, freckles, age
spots, hair color, skin texture, gender characteristics, changes in bone structure, genetic
makeup, and ethnicity that can be used for age estimation [19,20]. The face remains the
most dominant and informative structure for biometric recognition systems. The human



Computation 2023, 11, 18 3 of 22

face provides a pool of useful information about the person, such as identity, age, ethnic
group, gender, posture, and expression [21].

Teeth: Teeth constitute a unique part of the human body as they are the most resistant
and durable features even after death. The eruption of teeth in an individual is an important
means of human maturity assessment. Dental development involves several changes from
childhood to death. These physiological changes in teeth can be used to determine age,
gender, race, and similar attributes at every developmental stage of a person [14]. They are
currently the most important means of identifying people in incidents of loss and death,
medical crime, and for forensic and dental age estimation purposes.

Figure 1. Biometrics-based age-estimation methods.

Voice/Speech: Voice or speech is a unique physiological signal which not only contains
information about linguistic content, such as words, accents, and language, but also conveys
information about para-linguistic content, such as height, age, gender, and emotions [22,23].
Physiological changes are reflected in the voice from childhood to adulthood through
changes in the larynx and vocal folds. Certain acoustic and prosodic features can be
related to the physical age of the speaker, including mel spectra with mean and vocal
track length normalization (VTLN), specific combinations of plosives and vowels, long-
term features of pitch and formants, jitter, shimmer, intensity, and short-term frame-based
features, such as Mel frequency cepstral coefficients (MFCCs) [24]. Several studies have
been conducted based on voice/speech feature extraction to identify a reliable method for
pattern classification for age estimation [25].

Skeleton/Bone: Radiologists use bone growth indicators as maturity parameters based
on bone ossification measures, including for the hand-wrist, femur-tibia, and clavicle [26].
Information concerning growth can be obtained from cephalography and hand and wrist
radiographs. Hand and wrist radiography are useful for age estimation since they are
straightforward, inexpensive, and non-invasive. The femur is the longest and strongest
bone in the human skeleton and is normally preserved in forensic contexts. Owen Loverjoy,
in 1985, examined radiographic changes in the clavicle, humerus, and femur bones to
determine skeletal maturity (age) at death. The clavicle is a non-weight-bearing bone and
is usually found as an entire bone. Computed tomography (CT) is used to determine the
epiphyseal maturation of the clavicle bone, with X-ray examination of the hand and pelvis
also used to assess the age of an individual in forensic contexts [18].

Iris: The iris is a part of the human body that is regarded as invariant to within-class
variation, thus presenting an ideal biometric feature [27]. It is a biological feature that
provides perceptible information. The iris is formed within a few months of an infant’s
birth and remains relatively unchanged throughout a person’s lifetime. For this reason, the
iris is regarded as an aging-invariant biometric feature [28]. A cataract is associated with
clouding of the lens requiring surgical treatment and glaucoma is associated with increased
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blood pressure in the eye that causes spots on the iris. It has been shown that cataract-
removal surgery and alteration of iris appearance due to glaucoma affect the performance
of iris-recognition systems. Usually, such diseases occur in subjects belonging to older age
groups. Therefore, although the appearance of the iris is not directly affected by aging, the
probability of observing inconsistencies between an iris-based biometric template and the
current appearance of a subject’s iris increases with age [29].

Hand(palm): Hand biometric templates can be based either on the texture of the
palm (palm print) or on hand geometry [30]. In the case of palm prints, aging effects are
attributed to similar causes as those encountered with fingerprints, mainly loss of elasticity,
wear, and injuries. Age-related modifications of hand geometry are usually recorded
during the growth of the skeleton that takes place during childhood and puberty [30,31].
Therefore, hand-geometry-based features display increased aging variation during the
growth process; however, after the growth process is completed, the geometry of hands
remains reasonably stable, limiting the adverse effects of aging on hand-geometry-based
biometric templates [31].

Fingerprint: A fingerprint is a biological marker for human identification [32]. Gen-
der and age estimation represent new research domains for fingerprints [33]. The basic
fingerprint pattern remains the same, while the size and shape of the fingerprint vary
from infancy to old age. Morphological features, such as ridges, valleys, thickness, size,
number of pores, and curvelet domain are the main areas considered in fingerprint-based
estimation.

Keystroke (dynamics): Keystroke dynamics refers to the process of measuring and
assessing human’s typing rhythm on digital devices [34], such as computer keyboards,
mobile phones, or touch-screen panels. A form of digital footprint is created from hu-
man interaction with these devices. Age detection via keystroke analysis can provide
circumstantial evidence to support the identification of a suspect in the case of account or
identity theft [35]. Moreover, this method can be used as part of a warning system for age
discrepancies of users participating in online chats. There are additional applications, such
as the validation of information provided during a registration process [36].

Gait: Human gait refers to a person’s manner of walking. Gait pattern significantly
changes with advancing age as gait speed decreases with increasing human age. Stride-
based properties, reduced velocity, shorter step length, variable increased step timing,
shoulder-hip ratio, and waist-hip ratio are used to for age identification [37].

Body movement biometrics: Body movement biometric templates fall under the
general category of behavioral biometrics. Body movement biometrics involves the storage
of information about the way that certain actions are accomplished by different individuals
so that it is possible to recognize subjects based on their actions [38]. Behavioral biometrics
authentication systems are affected significantly by aging since both the dynamics and style
of human body movement are heavily dependent on age. Both direct aging effects, mainly
caused by modification in muscle strength, and indirect aging caused by certain diseases,
such as reduced sight and reduced hearing, can affect behavioral biometric templates [39].

DNA (DNA methylation): DNA methylation is a useful candidate for estimating the
age at the time of death in forensics [40]. CpG methylation and DNA methylation markers
have been utilized to indicate aging in the blood. Recent studies have shown that the aging
process is highly related to changes in CpG and DNA methylation patterns. The ELOVL2
gene is a commonly used DNA methylation marker in age estimation. DNA methylation
profiling is used to estimate age in forensic cases [41,42]. Genes are mainly used to estimate
biological age and are rarely used to estimate chronological age.

Age Estimation Application Fields

The importance of age estimation arises from its applications in various areas, includ-
ing the following:
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• Medicine

Age estimation is an essential task in forensic science for age determination of cadavers
carried out in criminal cases and for the assessment of mutilated victims of serious incidents,
such as fires, crashes, accidents, homicides, feticides, and infanticides [43,44]. In clinical
practice, age estimation is used in treatment planning for various abnormalities, such as
pediatric endocrinopathy and orthodontic malocclusion, when the birth certificate is not
available. In addition, in anthropological research, age estimation is consider an important
tool [43].

• Security and Surveillance

In the domain of security and surveillance, age estimation can be used in the surveil-
lance and monitoring of alcohol and cigarette vending machines, and in bars, to prevent
underage access to alcoholic drinks and cigarettes. Additionally, age estimation can be
used to restrict children’s access to adult websites and movies [45]. Age estimation can
also be significant in controlling ATM money transfer fraud by monitoring a particular age
group that is apt to commit such crimes [46]. As well as it can be used to control access to
electronic customer relationship management (ECRM); ECRM is the use of Internet-based
technologies, such as websites, emails, forums, and chat rooms, for the effective manage-
ment of interactions with clients and individuals [47]. Since customers of different ages
usually have different preferences, companies may use automatic age estimation to monitor
market trends and customize their products and services to meet the needs and preferences
of customers in different age groups.

• Illegal Immigration and Civil Issues

Age estimation can be used in the context of illegal immigration, where the age and
identity of unknown people require to be determined [48]. Age estimation can also be
utilized for civil processes and issues, including marriage contracts or insurance, child
abuse, legal consent, asylum proceedings, and social benefits. It can also be used concerning
cases of premature births and adoption. In a criminal investigation, accused persons
can be identified based on age information gathered from different sources. In juvenile
law, age estimation is important as no delinquent juvenile can be sentenced to death or
imprisonment and a court may choose to send an offending juvenile to a juvenile home [49].
Age estimation has a role in age simulation to assist in the identification of missing persons.
Age simulation can also be used to identify old people from previous images of them for
the purpose of identification [50].

3. Traditional Methods in Dental Age Estimation

In the early 19th century, because of the economic depression due to the industrial
revolution, juvenile work and criminality were serious social problems. Edwin Saunders, a
dentist, was the first to publish information regarding dental implications for age assess-
ment, presenting a pamphlet entitled “Teeth A Test of Age” to the English parliament in
1837. Since then, various methods have been used for dental age estimation, such as mor-
phological methods [7] and biochemical methods [8], as well as radiological techniques [9].
These techniques are summarized as follows: Morphological methods are based on the eval-
uation of teeth (ex vivo), which requires the extraction of teeth for microscopic preparation.
These methods, however, may not be acceptable for ethical, religious, cultural, or scientific
reasons because of the evaluation of teeth outside of the body (ex vivo). Morphological
methods have been described by Gustafson (1950), Dalitz (1962), Bang and Ramm (1970),
Johanson (1971), Maples (1978), and Solheim (1993) [8]. Biochemical methods are based on
the racemization of amino acids. Aspartic acid has been reported to have the highest racem-
ization rate of all amino acids and to be stored during aging. Levels of D-aspartic acids
increase with age. Some biochemical methods were described in 1975, 1976 and 1995 [8].
Radiographic assessment of age is a simple, non-invasive, and reproducible method that
can be employed for both living and dead human beings. Radiographic images used in
age identification include intraoral periapical radiographs, lateral oblique radiographs,
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cephalometric radiographs, and panoramic radiographs, with methods used including
X-ray imaging, magnetic resonance imaging (MRI), cone-beam computed tomography
(CBCT), digital imaging, and use of advanced imaging technologies [9,10]. Radiological
techniques have recently become an essential tool for identification in forensic science [51].

3.1. Dental Age Estimation in Children and Adolescents

Dental age estimation in children and adolescents is based on the time of emergence
of the tooth in the oral cavity and tooth calcification. In 1941, Schour and Masseler studied
the development of deciduous and permanent teeth, describing 21 chronological steps
occurring from 4 months to 21 years of age, and published numerical development charts
for them [52].

• Nolla’s method

In 1960, Nolla developed a method in which the development of each tooth was
divided into ten recognizable stages and categorically numbered from 1 to 10 [7,52]. Nolla’s
developmental stages are listed below.

Stage 10: Apical end of root completed. Stage 9: Root almost complete; open apex.
Stage 8: Two-third of root completed. Stage 7: One-third of root completed. Stage 6: Crown
completed. Stage 5: Crown almost completed. Stage 4: Two-third of crown completed.
Stage 3: One-third of crown completed. Stage 2: Initial calcification. Stage 1: Presence
of crypt. Stage 0: Absence of crown. Figure 2 shows a Nolla dental development chart
(10 stages) [7,52]. The stages of development are based on age.

Figure 2. Dental development chart by Nolla [52].

• Moorees’ method

In this method, dental development is understood in terms of 14 stages of mineral-
ization in the development of single and multi-rooted teeth (14 stages, from initial cusp
formation to apical closure for both genders). Figure 3 shows the 14 stages of tooth for-
mation including multi-rooted tooth initial cusp formation (Ci), coalescence of cusp (Cco),
cusp outline complete (Coc), crown half complete(Cr1/2), crown three-quarter complete
(Cr 3/4), crown complete (Crc), initial root formation (Ri), initial cleft formation (Cli), root
length quarter(R 1/4), root length half (R1/2), root length three-quarters (R 3/4), root
length complete (Rc), apex half closed (A1/2), apical closure complete (Ac). This method
identifies these stages and assigns a certain age to each tooth. After this, the age scores are
averaged to obtain the dental age [53,54].
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Figure 3. 14 stages of tooth formation of multi-rooted tooth [54].

• Demirijian’s method

Demirijian’s method is one of the most frequently used methods to estimate chrono-
logical age due to its simplicity and ease of standardization [53,55]. Demirjian and his
colleagues introduced a system of age estimation based on tooth development stages in
which teeth development is divided into eight stages [6] for each sex, marked from stages
A to H in Figure 4. Demirjian’s method is based theoretically on eight developmental
stages ranging from crown and root formation to apex closure of the seven left permanent
mandibular teeth. The stage descriptions are as follows:

A: The beginning of calcification is seen at the superior level of the crypt in the form of
an inverted cone or cones. There is no fusion of these calcified points.

B: The fusion of the calcified points forms one or several cusps which unite to give a
regularly outlined occlusal surface.

C: Enamel formation is complete at the occlusal surface. Its extension and convergence
towards the cervical region are seen. The beginning of a dentinal deposit is seen. The
outline of the pulp chamber has a curved shape at the occlusal border.

D: The crown formation is completed down to the cementoenamel junction. The superior
border of the pulp chamber in the uniradicular teeth has a definite curved form, being
concave towards the cervical region. The projection of the pulp horns, if present, gives
an outline shaped like an umbrella top. In molars, the pulp chamber has a trapezoidal
form, the beginning of root formation.

E: The uniradicular teeth walls of the pulp chamber now form straight lines the continu-
ity of which is broken by the presence of the pulp horn, which is larger than in the
previous stage. The root length is less than the crown height. In molars, the initial
formation of the radicular bifurcation is seen in the form of either a calcified point or
a semi-lunar shape. The root length is still less than the crown height.

F: In uniradicular teeth, the teeth walls of the pulp chamber now form a more or less
isosceles triangle. The apex ends in a funnel shape. The root length is equal to or
greater than the crown height. In molars, the calcified region of the bifurcation has
developed further down from its semi-lunar stage to give the roots a more definite
and distinct outline with funnel-shaped endings. The root length is equal to or greater
than the crown height.

G: The walls of the root canal are now parallel and the canal’s apical end is still partially
open.

H: The apical end of the root canal is completely closed. The periodontal membrane has
a uniform width around the root and the apex.

Each stage is assigned a score. The sum of the scores provides an assessment of the
maturity of the individual’s teeth and an estimate of the age of the teeth. Hence each tooth
will have a rating, which is assessed by the procedure described in [6,55].
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Figure 4. Developmental stages of the permanent dentition [55].

• Cameriere’s method

In 2006, Cameriere et al. published a method of age estimation based on the measure-
ment of the ratio between the length of the projection of the open apices and the length
of the tooth axis major (known as the open apices method). Briefly, the method uses the
seven left mandibular teeth. The first step is to identify the teeth with closed apices, which
are counted; the sum is abbreviated N0. For the rest of the teeth with open apices, the
distance between the inner sides of the open apex (for single-root teeth), or the sum of
distances between the inner sides of the open apices (for multi-root teeth), is measured.
These measurements are abbreviated to Ai (i = 1–7) and are then divided by the tooth
length Li (i = 1–7) to obtain the normalized measurements for the seven teeth (xi = Ai/Li).
Then, a variable denoted s is computed, which is equal to N0 + sum(xi) [8,56].

3.2. Dental Age Estimation in Adults

Clinically, the development of permanent dentition completes with the eruption of the
third molar at the age of 17–21 years. The methods commonly followed are the assessment
of the volume of teeth (pulp-to-tooth ratio method, coronal pulp cavity index) and the
development of the third molar (Harris and Nortje method, Van Heerden system) [8,56].

• Pulp-to-tooth ratio method

Age estimation in adults can be achieved by radiological determination of the reduc-
tion in the size of the pulp cavity resulting from secondary dentine deposition, which is
proportional to the age of the individual. With the pulp-to-tooth ratio method by Kvaal,
the pulp-to-tooth ratio is calculated for six mandibular and maxillary teeth, such as the
maxillary central and lateral incisors, the maxillary second premolars, the mandibular
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lateral incisor, the mandibular canine, and the first premolar. The age is derived using this
pulp [52,53,56].

• The Coronal Pulp Cavity Index

This method calculates the correlation between the reduction in the coronal pulp cavity
and the chronological age [52,57]. Only mandibular premolars and molars are considered
as mandibular teeth are more visible than maxillary teeth.

• Harris and Nortje method

Radiographic age estimation becomes problematic after 17 years of age as the eruption
of permanent dentition is completed by that age with the eruption of the third molar. Later,
the development of the third molar may be taken as a guide to determining the age of
the individual [51]. In the Harris and Nortje method Figure 5, five stages of third molar
root development are described with corresponding mean ages and mean length [55]. The
stage descriptions are as follows: Stage 1 (cleft rapidly enlarging—one-third root formed,
15.8 ± 1.4 years, 5.3 ± 2.1 mm); Stage 2 (half root formed, 17.2 ± 1.2 years, 8.6 ± 1.5 mm);
Stage 3 (two-thirds root formed, 17.8 ± 1.2 years, 12.9 ± 1.2 mm); Stage 4 (diverging
root canal walls, 18.5 ± 1.1 years, 15.4 ± 1.9 mm); Stage 5 (converging root canal walls,
19.2 ± 1.2 years, 16.1 ± 2.1 mm) [56].

Figure 5. Dental development chart by Harris and Nortje [56].

• Van Heerden system

In the Van Heerden system, the development of the mesial root of the third molar is
assessed to determine age using a panoramic radiograph (in this system, Van Heerden
considers five stages) [49]. The methods for dental age estimation in adults are of a mini-
mally invasive nature, without a requirement for the extraction of teeth. The pulp/tooth
ratio calculation has been applied to individuals from different populations. The method is
based on the analysis of linear measurements of the pulp, tooth, and root length, as well
as root and pulp width measurements at three different root levels, initially applied to
periapical radiographs and later to panoramic radiographs and tomographs. The method
is based on the analysis of pulp and tooth area measurements in periapical and panoramic
radiographs. Finally, the different methods for dental age estimation in adults are based on
the pulp/tooth volume ratio from CBCT radiographs [8,57]. Table 1 provides a summary
of the traditional methods used in dental age estimation.
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Table 1. Summary of traditional methods used in dental age estimation.

Authors Methods Age Performance

Gleiser et al., 1955 [58] Manual method/first molar
and bones. 0–12 Compared teeth and bones assessment for

gender and age estimation.

Demirjian et al., 1973 & 1976 [59] Manual method are used, 7
teeth: premolars and molar. 2–20 Found most accurate results compared to oth-

ers from 1955–1992.

Harris et al., 1990 [60] Manual method /All teeth. 3.5+ Tooth formation 0.5 in males and 0.3 years in
females earlier.

Kvaal et al., 1995 [61] Radiographs for measure-
ments. X-rays of all teeth. 20–87 Instead of focusing on a single tooth, all types

of teeth could be taken into consideration.

R. Cameriere et al., 2004 [62] X-ray digital image of ca-
nines. 18–72 Instead of focusing on single teeth, all types

of teeth could be taken into consideration.

R. Cameriere et al., 2007 [63] X-ray of upper and lower ca-
nines. 18–72 Projection from all sides could provide better

results.

Matthew Blenkin. 2012 [64] Convenient Schour and
Massler 1944 format. - -

Age estimation charts for a modern Aus-
tralian population, for male and female in the
convenient Schour and Massler 1944 format

Hala Mohmed et al., 2013 [65]

Cone-beam computed to-
mography (CBCT) images of
right upper incisors, canine,
and premolar.

- - The best accurate model showed 97% accu-
racy.

R. Cameriere et al., 2015 [66] CT-scan/X-rays
Pulp/volume ratio. 18–72 Problem occurred with segmentation (loss of

data due to segmentation).

Aka P. sema et al., 2015 [67]
CT-scan sagittal, coronal, and
axial planes for each central
incisor.

1–4.06 Data dental age estimation standards accu-
racy = ±/ 0–2 weeks.

Nagi R. 2018 [68] Panoramic radiographs of
premolars and molars 0+ Second molar is more reliable and the tooth

coronal index is a reliable marker.

4. Deep Learning Techniques

Artificial intelligence (AI) based on deep learning (DL) has sparked tremendous global
interest in recent years. Deep learning (DL) was developed as an effective machine learning
method that takes in numerous layers of features or representations of the data and provides
state-of-the-art results. The application of deep learning has produced impressive results
in various application areas, particularly in image classification and recognition [68,69],
segmentation [70,71], object detection and natural-language processing [72,73]. Due to the
success and rapid development of deep learning (DL), it has been applied in several fields,
including robotics, medicine, biology, and commerce with significant and accurate results.
The fundamental concept of DL comes from artificial neural network (ANN) research.

The evolution of artificial neural networks (ANN) began in the 1940s when McCulloch
and Pitts published research articles discussing the idea of neural networks in general [74].
The concept of ANN was inspired by the biological human brain model. Then, this
concept was transformed into a mathematical formulation and, lastly, resulted in machine
learning, which is used to solve many problems. Mathematical formulations, design
concepts, algorithms, and computer programs can be constructed from ANN. Artificial
neural networks have undergone many changes in their algorithms and their execution.
The areas of application are numerous, involving different techniques and approaches to
the use of algorithms [75]. The ANN algorithm uses optimization techniques as a way to
find the best outcome based on the problem to be solved [76]. The basic ANN architecture
is a perceptron that weights a sum of inputs and applies a threshold activation function.
It contains multiple connected perceptrons. The ANN architecture contains input layers,
output layers, and hidden layers. The neurons in every layer are connected, so ANN is also
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known as a fully connected network [77]. The modern-day neural network contains many
intermediate hidden layers, so these networks are called deep neural networks (DNNs).
The number of weights between each layer can be calculated by multiplying the neurons
in a current layer by the neurons in a previous layer. The number of weights increases
together with the number of neurons in the hidden layer. The number of hidden layers and
the number of neurons in each hidden layer are called hyperparameters, which have to be
chosen thoughtfully by the network designer according to the application [75].

4.1. Convolutional Neural Networks (CNN)

Convolutional neural networks (CNN), first introduced by Fukushima [76] in 1998,
have wide applications in activity recognition, sentence classification, text recognition,
face recognition, image characterization, object detection, and localization [77–79]. CNN
is a type of artificial neural network (ANN), which has a deep feed-forward architecture
and has excellent generalizing ability compared to other networks with fully connected
(FC) layers. It can learn highly abstracted features of objects, especially spatial data, and
can identify them more efficiently. CNN is made up of neurons, where each neuron has
a learnable weight and bias. It contains an input layer, an output layer, and multiple
hidden layers, where the hidden layer consists of a convolutional layer, a pooling layer, a
fully connected layer, and various normalization layers. Its primary purpose is to classify
the input images into several classes, based on the training datasets. Deep CNN has
various classical and modern architectures. Major CNN models include LeNet, AlexNet,
ZFNet, GoogLeNet, VGGNet, ResNet, Inception model, ResNeXt, SENet, MobileNetV1/V2,
DenseNet, Xception model, NASNet/PNASNet/ENASNet, and EfficientNet [77,80]. We
briefly describe the major CNN models below.

• LeNet

LeNet-5 [81] (simply called Lenet) is a simple CNN structure proposed by Yann LeCun
in 1998. It is a simple network that has seven layers: three convolution layers, two pooling
layers, and one fully connected layer. It was one of the early architectures developed for
convolution neural networks. The input for LeNet-5 may be a 32∗32 grayscale image that
passes through the primary convolutional layer with six filters having a size of 5∗5 and
a stride of the image dimensions changes from 32∗32∗1 to 28∗28∗6. The next layer is the
average pooling layer.

• AlexNet

AlexNet was introduced in 2012 by Alex Krizhevsky [82]. AlexNet consists of a simple
layout of eight layers with five convolutional and three fully connected layers. The CNN
architecture is similar to that of LeNet, but deeper, with stacked convolutional layers and
more filters. It is employed primarily to solve very challenging facial analysis problems
including, age estimation, gender recognition, etc. However, AlexNet is outperformed by
deeper models, such as ResNet and GoogLeNet, but these are computationally expensive.

• ZFNet

This model corresponds to a fine-tuning of the previous AlexNet model. It utilizes
the filters of size 77 and diminished stride esteem [83]. The idea behind this change was
that a small filter size in the primary convolution layer holds a considerable amount of
unique pixel data in the input volume. This model was trained on the GTX 580 GPU for
12 days and evolved a visualization technique named the deconvolutional network. The
established ZFNet model retained the same number of AlexNet layers but improved the
error rates to 11.7%, and, therefore, won the ImageNet Large-Scale Visual Recognition
Challenge 2013 (ILSVRC 2013).

• GoogLeNet

GoogLeNet is made of nine inception modules joined together to form a deeper
architecture [84]. It uses “global average pooling” instead of the “fully connected” layers
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found in earlier architectures, and this dramatically reduces its weight size. It represents a
new topology of CNN, different from all previous CNN models. Moreover, it increased
the network depth to 22 layers in comparison to all other architectures introduced since
2010. It outperforms both Alex-Net and VGG-Net in terms of the top five errors which are
reduced to 6.67%.

• VGGNet

The visual geometry group (VGG) [85] is a CNN model introduced by VGG from
the University of Oxford. It generalizes the AlexNet model by increasing the depth from
8 layers (AlexNet) to 16–19 layers (VGG16Net) with few parameters. Instead of 7 × 7, a
stack of three 3 × 3 filters for the convolution layers is used and a SoftMax layer occurs at
the output. A ReLU layer is provided after all the hidden layers. The basic architecture
of VGG-16 is presented. One of the most appealing points about this architecture is its
simplicity. A total of 138 parameters are used because of their simplicity and uniformity.
The top five error of VGG-Net is 7.32%, which is much reduced in comparison to that of
Alex-Net.

• ResNet

The ResNet architecture was developed by He et al. [86], primarily to improve the
performance of existing CNN architectures, such as VGGNet, GoogLeNet, and AlexNet.
The various types of ResNet models investigated so far include ResNet−18, ResNet−34,
ResNet−50, ResNet−101, and ResNet−152. This architecture secured first place in the
ImageNet challenge (ILSVRC 2015) with a 3.57 % error, and, for the first time, a CNN
achieved an error rate better than human perception.

• Inception

The Inception network was an important milestone in the development of CNN classi-
fiers. The main contribution of this network is to drastically reduce the network parameters
when compared to the traditional CNN used in AlexNet. This model introduced a new
technique called an inception layer. This approach is not only computationally convenient
when compared to the traditional approach, but also provided the best recognition accuracy
in ILSVRC 2014. In terms of network parameters and memory, GoogLeNet needs only 4M
whereas AlexNet needs around 60M [84].

• ReasNeXt

The ResNeXt model was inspired by the VGG and ResNet models and has been
valued for its improved performance for image classification tasks [87]. It utilizes a
split–transform–merge procedure. This model contains the stack of residual blocks, which
use similar topologies and rules that are influenced by the ResNet/VGGs. This model is
built by replicating a building block that collects the group of transformations along with
similar topologies. This model was the winner of the ILSVRC 2017 classification challenge.

• SENet

This model was proposed to enhance the representational power of the network,
carried out by empowering it to achieve dynamic channel-wise feature recalibration. The
model mainly concentrates on the relationship between the channels and includes an
innovative architectural system termed the squeeze and excitation (SE) block. SENet’s
assembled groundwork for the ILSVRC 2017 categorization submission won the first
category and automatically reduced the top-five error to 2.251%. Hu [88] proposed a model
known as squeeze and excitation. It enhances the interdependencies of the channel with no
computational cost and global average pooling is implemented on a GPU. SENets came in
the first position for the ILSVRC 2017 classification submission, reducing the top-five error
to 2.251%. The model uses global average downsampling to achieve channel-wise statistics;
features are first moved across the squeeze action and sample-specific activations are held
in the excitation operation.
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• MobileNetV1/V2

MobileNet is a type of convolutional neural network designed for mobile and em-
bedded vision applications. MobileNet is based on a streamlined architecture that uses
depthwise separable convolutions to build lightweight deep neural networks that can
have low latency for mobile and embedded devices [89]. In the MobileNets V1 model,
the normal convolution is replaced by the depthwise convolution followed by pointwise
convolution, which is called depthwise separable convolution. It performs a solitary convo-
lution on every color channel, as opposed to joining every one of the three and smoothing
it, which can be done by utilizing the depthwise separable convolutions. This architecture
was propounded by Google MobileNetV2. The basic idea of this model is to utilize the
depthwise separable convolution as a proficient building block. It introduces two new
features in the design, including linear bottlenecks among the layers and shortcut connec-
tions among the bottlenecks. The model utilizes depthwise separable convolutions and
contains three convolutional layers in the block. The MobileNetV2 architecture is faster for
a similar accuracy over the whole latency spectrum. Specifically, this model accomplishes
higher accuracy and is around 30–40% quicker on a Google Pixel phone than MobileNetV1
architecture. It outperforms GoogLeNet and VGGNet.

• DenseNet

DenseNet [90] connects each layer to every other layer in a feed-forward fashion.
Whereas traditional convolutional networks with L layers have L connections—one be-
tween each layer and its subsequent layer—this network has L (L + 1)/2 direct connections.
For each layer, the feature maps of all preceding layers are used as inputs and its own fea-
ture maps are used as inputs into all subsequent layers. DenseNet has several advantages,
such as alleviating the vanishing-gradient problem, strengthening feature propagation,
encouraging feature reuse, and substantially reducing the number of parameters. It is quite
similar to ResNet, though it has some fundamental differences.

• Xception

Xception [91] is a deep convolutional neural network architecture that involves depth-
wise separable convolutions. It was developed by Google researchers. Google suggested an
interpretation of Inception modules in convolutional neural networks as an intermediate
step between regular convolution and the depthwise separable convolution operation (a
depthwise convolution followed by a pointwise convolution). In this context, a depthwise
separable convolution can be understood as an Inception module with a maximally large
number of towers. This observation led them to propose a novel deep convolutional neural
network architecture inspired by Inception, where the Inception modules are replaced with
depthwise separable convolutions. The Xception architecture has outperformed VGG-16,
ResNet, and Inception V3 in most classical classification challenges. XCeption is an effi-
cient architecture that relies on two main features: depthwise separable convolution and
shortcuts between convolution blocks, as in ResNet.

• EfficientNet

EfficientNet [92] is a convolutional neural network architecture and scaling method
that uniformly scales all dimensions of depth/width/resolution using a compound coef-
ficient. Unlike conventional practice that arbitrarily scales these factors, the EfficientNet
scaling method uniformly scales network width, depth, and resolution with a set of fixed
scaling coefficients. The EfficientNet architecture event scales every dimension with a de-
fined set of scaling coefficients, with a huge reduction in parameters and computations, and
is 5 to 10 times more efficient than present CNNs. Figure 6 shows the major CNN models
from 1998 to 2020. All these CNN architectures can be employed for any computer vision
application by performing minor modifications to the architecture and applying transfer
learning. Recently, convolutional neural network research has included experiments on
automated age estimation. The results obtained are far more accurate than for any other
classification technique for automated age estimation. Many researchers are investigating
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using the CNN architecture for various applications in dentistry, but, until recently, little work
has been directed toward the use of deep CNN for age estimation using dentistry [17].

Figure 6. The evolution of CNN models [78].

4.2. Capsule Networks (CapsNet)

CapsNet is the newest neural network architecture, representing an advanced ap-
proach compared to previous neural network designs, particularly for computer vision
tasks. A capsule is a collection or group of neurons that store different information about
the object it attempts to identify in a given image, information mostly about the object’s
position, rotation, scale, and so on, in a high-dimensional vector space (8 dimensions
or 16 dimensions), with each dimension representing something special about the object
that can be understood intuitively [93]. The architecture of a capsule network is divided
into three main parts and each part has sub-operations. The parts are: primary capsules
(convolution, reshape, squash), higher-layer capsules (routing by agreement), and loss
calculation (margin loss, reconstruction loss) [94].

The convolutional neural network cannot identify the correct pattern of features in
an object. The capsule neural network was introduced to overcome this limitation of
convolutional neural networks. These capsules correctly identify the image even when the
image is rotated. All capsules in the first layer predict the output of capsules in the next
layer. Once the capsules in the main layer identify the capsules in the second layer to which
they belong, the capsules in the main layer are routed only to the corresponding capsule
in the second layer. For instance, if a CNN is intended to detect a face, irrespective of the
position of the eye, it will still detect it as a face. However, equivariance ensures that the
spatial location of the features on the face is taken into account. As a result, equivariance
does not consider just the presence of an eye in the image, but also its location in the
image. CapsNet can be used in future studies that require more accuracy, so we anticipate
accurate results when using the CapsNet in age estimation. Finally, DL and CNN have
dramatically upgraded their performance compared to machine learning (ML) techniques,
such as support vector machine (SVM) and naive Bayes. Several advancements in DL make
this model more reliable and adaptive.

4.3. Dental Age Estimation Studies Based on Deep Learning

Chronological age estimation using dental images is widely used for criminal, forensic,
dentistry, orthodontics, and anthropological studies. However, it was not until recently
that some work was directed at deep CNN for age estimation using dental images. In this
section, we present studies that used DL techniques and the architectures of CNN reviewed
in the previous section to estimate dental age and compare the accuracy of the results of
the different architectures in dental age estimation, as well as discuss the challenges faced
in age estimation.

• X-ray images

Essam et al. (2019) [95] used 1429 panoramic dental X-ray images with CNN models
based on AlexNet and ResNet-101 to extract the features from the image. Several classifiers
were used to perform the classification task, including a decision tree, k-nearest neighbor,
linear discriminant, and support vector machine. They grouped the subjects into eight age
groups in the range of 0 to 70 years. The results showed that AlexNet-based features were
better than ResNet-based features. In addition, the k-nearest neighbor (K-NN) was found
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to be the best in the classifier. In another recent study, Seunghyeon et al. (2021) [96] used
2025 dental X-ray images of the first molars, and a deep neural network with 152 layers
(ResNet-152) was trained to predict the age group. The CNNs successfully exploited the
features from images to predict the correct age groups. The accuracy of estimation was
89.05 to 90.27%. The age groups ranged from 0 to 10 y, 10 to 19 y, 20 to 29 y, 30 to 39 y, 40 to
49 y, 50 to 59 y, and greater than 60 y.

Jaeyoung et al. (2019) [97] applied and evaluated 9435 panoramic dental X-ray images
with a CNN model based on DenseNet-121 trained to predict the chronological age from
the input image. Subjects ranging from 2 to 98 years were grouped into three age groups 2
to 11, 12 to 18, and 19 years or above. The performance of the CNN model showed a low
mean absolute error for the three age groups. Denis et al. (2022) [98] studied age estimation
from X-ray images of individual teeth using a dataset consisting of 4035 images. The age
range was from 19 to 90 years. The models for age estimation were trained on the entire set
of panoramic dental X-ray images and specific regions of interest, as well as on individual
teeth. The following pre-trained convolutional networks were tested in their experiments
for the transfer learning approach: DenseNet201, Inception, ResNetV2, ResNet50, VGG16,
VGG19, and Xception. The best-performing model was VGG16.

Nicolás et al. (2020) [99] proposed two fully automatic methods to estimate the
chronological age from orthopantomogram (OPG) images (upper and lower jaw) and ages
between 4.5 and 89.2 years. Based on CNN, the first (DANet) consists of a sequential
convolutional neural network (CNN) path for predicting age, while the second (DASNet)
adds a second CNN path to predict sex to improve the age prediction performance. DANet
consists of a single path, where convolution and pooling layers are interleaved to learn
image features at different scales and, ultimately, to estimate age. The second method,
DASNet, adds a second path, nearly identical to the first, to estimate sex. The sex path shares
information with the age path to force it to use sex-specific features at intermediate points.
In this way, sex information is taken into account to improve the age-estimation process.
The results showed that the DASNet method can be used to predict someone’s chronological
age automatically and accurately, especially in young subjects with developing dentition.
A summary of all the dental age estimation studies using DL reviewed above is provided
below in Table 2.

In another study, Syed et al. (2020) [100] used dental X-ray images (orthopantomog-
raphy). They used the first-to-third molar teeth for Malaysian children (1 to 17 y) based
on a pre-trained DCNN using orthopantomography to extract features from images to
predict ages. The results indicated strong performance, enabling age estimation with high
accuracy. Yu-cheng et al. (2021) [101] compared the traditional manual method based on the
Demirjian method with CNN models for legal age threshold classification, based on a large
sample of dental orthopantomograms (OPGs), for subjects aged between 5 and 24 years.
They selected the EfficientNet network, which is a compound model scaling algorithm that
helps to achieve a significant improvement in accuracy by comprehensively optimizing
the network width, network depth, and resolution [92]. At the same time, to ensure the
inevitability of the final result, they also adopted SE-ResNet 101, which embeds the squeeze
and excitation block (SE-block) into ResNet, and more nonlinear operations were added so
that the model could better fit the complex correlation between channels. The end-to-end
classification was based on EfficientNet and SEResNet. The results demonstrated that
CNN models can surpass humans in age classification and that the features extracted by
machines may be different from those defined by humans. Galibourg et al. (2020) [102]
compared the Demirjian and Willems methods with machine learning regression models
for age estimation, for subjects between 2 and 24 years, and found that all machine learning
models based on the developmental stages defined by Demirjian were more accurate in
dental age estimation.

• Cone-beam computed tomography (CBCT) images

Qiang et al. (2021) [103] developed a method to estimate the age for ages between 10
and 160 y for 180 patients using the pulp chamber of the first molars from 3D cone-beam



Computation 2023, 11, 18 16 of 22

computed tomography (CBCT) images and a deep learning model (ResBlocks) [104,105].
The DL model was trained for coarse segmentation. The developed deep learning model
provides automatic, rapid, and accurate segmentation of the pulp chamber, followed
by pulp chamber volume calculation and human age estimation derived from the deep
learning segmentation.

• Magnetic resonance imaging (MRI)

Stern et al. (2019) [106] first reported a classifier derived using random forests, which
performs nonlinear regression and deep CNN (DCNN) based on magnetic resonance
imaging (MRI) of data for the hand, clavicle, and teeth (third molar), with an age range
between 13 and 25 years, with an accuracy of just 85.09%.

Table 2. Summary of dental age estimation methods based on deep learning techniques.

Publication DL Model Method & Tooth Database Age Performance

Jaeyoung et al., 2019 [97] DenseNet-121.
Panoramic dental X-
ray images, permanent
teeth.

National Research
Foundation Of Korea
(NRF) dataset.

2–98
CNN model demonstrated low absolute error
for the three age groups: 2–11y: 0.828, 12–18y:
1.229, 19 + y: 4.398.

Seyed et al., 2019 [100] DCNN model.
Dental X-Ray (or-
thopantomography),
the first-to-third molar.

Malaysian children’s
dental development. 1–17

The method can efficiently classify the im-
ages with high performance that enables auto-
mated age estimation with high accuracy and
precision, especially male patient age more
precisely than the age of female patients in
similar age groups.

Nicolás et al., 2020 [99]

DentalAgeNet
(DANet), Dental Age
and SexNet (DASNet)
approach.

OPG images, upper
and lower jaw.

Spanish Caucasian
subjects (SCS)
dataset

4.5–89

The DASNet provided better results than the
DANet, the mean absolute error was about
2 years and 10 months, giving a median error
of +0.12 years.

Qiang et al., 2020 [103] CNN model (Res-
Block)

3D cone-beam com-
puted tomography
(CBCT) images, the
pulp chamber of first
molars.

3D(CBCT) Images
dataset. 10–60

The model segmented the purple chamber of
first molars from 3D CBCT images, to derive
pulp chamber volumes. the estimated hu-
man ages were not significantly different with
true human age. The correlation coefficient
r = 0.74.

Yu-cheng et al., 2021 [101] CNN model (Efficient-
Net and SE- ResNet).

OPGs images , left
mandibular eight per-
manent teeth or the
third molar separately.

Chinese OPGs im-
ages dataset.

5–24
CNN models are better than the manual
method, with high accuracy. The ACC of age
threshold of 14 and 16 years reaches over 95%,
and that of 18 years old reaches 93.3%.

Seunghyen et al.,
2021 [96]

DNN with 152 layers
(ResNet152).

Panoramic radio-
graphs, four first
molar images from
the right and left sides
of the maxilla and
mandible.

The Kyung Hee Uni-
versity (IRB) dataset. 0–60+ The overall accuracy when using a CNN

model is 90.37 ± 0.93%.

Essam et al., 2021 [95] CNN model: AlexNet
and ResNet-101.

Dental X-ray images
(upper and lower jaw).

Dataset was ob-
tained from Ebti-
sama Clinic in
Kuwait.

0–70
AlexNet and ResNet gave a high performance,
but the AlexNet-based features were better
than the ResNet features.

Denis et al., 2022 [98]
(VGG,ResNet50,
DenseNet201, Incep-
tionNet V2) models.

Panoramic dental X-
ray images.

Dataset was col-
lected from the
Dental Anthropol-
ogy School of Dental
Medicine, University
of Zagreb, in Croatia.

19–90 The best performing in CNN models was
VGG16, with median estimation error of 2.95
years for panoramic dental X-ray images.

5. Dental Age Databases

The availability of appropriate dental age estimation databases plays an important
role in the evolution of the research field of age estimation. It allows researchers to get
engaged in research activities quickly. In the research area of soft biometrics, good quality
age-related dental images are also of the utmost importance for the success of the research.
There is a lack of databases for dental age estimation. In Table 3, we have summarized the
dental age databases that are used in research and provided a brief description in terms
of the type of images used, such as X-rays, panoramas, magnetic resonance imaging, and
cone-beam computed tomography, as well as the number of images, the methods used in
dental age estimation, and the accuracy of the results.
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Table 3. Summary of dental datasets used for age estimation.

Name (Datasets) Number of Subjects Age (Year) Special Note about the Datasets

Southern Chinese Patient Dataset. Jayaraman
J et al. (2011) [107] 182 panoramic tomographs 3–16

The dataset contained dental panoramic tomograph (DPT) images
from children and adults. The dataset contained images in the
range of 3 to 16 years. The selection of subjects was from the
archives of the Prince Philip dental hospital, Hong Kong. The sub-
jects were chosen randomly. The results showed that the overall
mean difference between the estimated dental age and the chrono-
logical age for boys was 0.62 (±1.09) years (p < 0.01), while for girls,
it was 0.36 (±0.95) years (p < 0.01).

UK Caucasian Dataset. Chudasama PN et al.
(2012) [108]

5187 subjects (panoramic to-
mographs) 11–15

The dataset of British Caucasian children around the 13-year
threshold retrieved from the Eastman Dental Institute and King’s
College Dental Hospital archives. Aimed to develop a reference
dataset at the 13-year-old threshold to support dental age assess-
ment for Caucasian children. The results showed that the differ-
ence between chronological age and dental age, using the math-
ematical method of meta-analysis, was −0.1 years (−1.2 months)
for males and −0.05 years (−0.6 months) for females

French-Canadian Dataset. Jayaraman J et al.
(2013) [109] 1446 boys, 1482 girls 2–20

The results showed that, for the French–Canadian dataset, the age
difference between chronological age and dental age for males and
females was, on average, 6 months. So, it is important to be very
careful if choosing this dataset for a global population.

Darko Stern’s collected MRI Dataset. Štern D
et al. (2018) [106]

322 subjects (magnetic reso-
nance imaging) MRI 13–25

The dataset was collected at the Ludwig Boltzmann Institute. A
dataset of 3D MRIs from N = 322 subjects with known chronolog-
ical age ranging between 13.0 and 25.0 years. Hence: 19.1 ± 3.3
years, 134 subjects were minors below 18 years at the time of the
MRI scan). The results showed the difference between chronolog-
ical age and dental age. The mean absolute prediction error in re-
gressing chronological age was 1.01 ± 0.74 years.

6. Challenges and Problems

Relevant challenges and factors represent obstacles when determining age. Normal
lifetime divides into different stages: childhood, adulthood, young adulthood, elderly, and
old age. Each stage is characterized by certain biological and physiological changes, such as
in tooth shape and size, bone structure, ethnicity, and disease, including common diseases
in different countries, such as cleft lip and/or palate (CLP), one of the most common
malformations [110]. Patients with cleft lip or palate have dental issues, such as the number
of teeth, their shape, the time of the eruption, and the presence of supernumerary teeth,
reflecting real-world environmental problems [111].

In addition, there is a large variation in teeth conditions after puberty due to dietary
habits and teeth management. Choosing the appropriate method to use for a particular
case is challenging because there is a lack of uniformity in procedures and methods used
worldwide. Methods are population specific; in most cases, the results are either overes-
timated or underestimated when applied to different populations because of differences
in ethnicity and race. Real-world environmental problems may include weather, stress,
lifestyle, ultraviolet (UV) rays, solar radiation, lighting, color mode, disasters, and diseases
related to the environment. On the other hand, it is very challenging to develop a system
to estimate age covering all age groups. Therefore, we can conclude that creating a dataset
is an important, relevant, and very challenging task.

7. Conclusions and Future Work

This paper reviews the different dental age estimation methods, showing the efficiency
of the machine and deep learning methods compared to traditional dental age methods.
Automated methods are more feasible than manual and semi-automated methods as they
help to reduce human observation errors, computation time, and the use of clinical equip-
ment. Little research has been conducted in the area of dental age estimation utilizing deep
learning. Our survey indicates that, for dental age estimation, deep learning models, such
as VGGNet16, the Inception model, EfficientNet, the Xception model, and MobileNetV1/V2
show high accuracy. Therefore, there are great opportunities for future work to estimate
dental age using deep learning techniques and convolutional neural network (CNN) archi-
tectures that have not been widely used to date. We consider the emergence of deep CNN
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and discuss several recent approaches, highlighting the advantages and limitations of each.
With the availability of bigger and more comprehensive datasets and the introduction of
more advanced models, it is anticipated that the use of deep learning in age estimation
based on teeth will lead to improved accuracy in age estimation.
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