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Abstract: This paper analyzes the interaction of wind turbines and losses in wind farms using
computational fluid dynamics (CFD). The mathematical model used consisted of three-dimensional
Reynolds-averaged Navier–Stokes (RANS) equations, while the presence of wind turbines in the flow
was simulated as additional source terms. The novelty of the research is the definition of the source
term as a velocity-dependent actuator disc model (ADM). This allowed for modeling the operation of
a wind farm consisting of real wind turbines, characterized by power coefficients Cp and thrust force
coefficients CT , which are a function of atmospheric wind speed. The calculations presented used a
real 5 MW Gamesa turbine. Two different turbine spacings, 5D and 10D, where D is the diameter of
the turbine, and two different locations corresponding to the offshore and onshore conditions were
examined. The proposed model can be used to analyze wind farm losses not only in terms of the
geometric distribution of individual turbines but also in terms of a specific type of wind turbine and
in the entire wind speed spectrum.

Keywords: velocity-dependent ADM; wind turbine interactions; wind farm losses

1. Introduction

The use of wind energy has increased significantly since 2000, reaching 906 GW
of installed capacity in 2022 [1]. Consequently, wind energy electricity production has
increased substantially and was responsible for approximately 7.5% of global electricity
production in 2022 [2]. According to IRENA data, global wind power generation capacity,
including both offshore and onshore installations, has experienced a remarkable growth
of almost 98 times over the past two decades [3]. In the case of onshore wind turbines
the increase was from 22 GW in 2001 to 842 GW in 2022. In comparison, the offshore
wind capacity has grown from zero in 2002 to 64 GW in 2022 [1]. Most newly installed
wind turbines are three-blade units with a horizontal axis of rotation, characterized by the
highest efficiency exceeding 50 % [4]. In the coming years, an equally rapid increase in new
capacity installed in both onshore and offshore wind farms is expected [1,5].

When planning new wind farms, it is crucial to reliably determine the annual electricity
production. To do this, it is necessary to know the wind conditions in the selected location.
On this basis, it is possible to optimally design the spatial configuration of the wind farm
to minimize losses related to the mutual impact of individual turbines on each other [6]. By
knowing the wind conditions and losses, it is possible to determine the annual electricity
production (AEG) and, consequently, the wind farm capacity factor, which compares the
actual electricity production with the designed (nominal) production. This knowledge is
necessary to conduct an economic analysis of the planned wind farm [7–10].

Despite these optimistic forecasts of the increase in new installations, wind farms
perform worse than expected by producers. Their capacity factors are often overestimated
by 10% to 30%. The average realized value for Europe between 2004 and 2009 was less than
21%, which reduced the expected profits by more than 60% and resulted in a 40% lower than
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expected reduction in CO2 emissions [11]. One of the key reasons is the underestimation
of the deterioration of the aerodynamic characteristics of the turbine blades, caused by
changes in their roughness, erosion, contamination with foreign bodies, icing, peeling
of the coating, and also the wind velocity deficit in an aerodynamic wake behind wind
turbines [12–16].

The influence of aerodynamic wake on the performance of a wind farm is of great
importance in the field of wind energy production and has a significant impact on the
overall efficiency and power output of wind farms. When the turbines are positioned
too closely together or inappropriately in relation to the prevailing wind direction, the
downstream turbines are subjected to lower wind speeds and increased turbulence, re-
sulting in what is known as wake-induced power loss. This phenomenon can lead to a
substantial reduction in energy production and hamper the economic viability of wind
power plants [7,17]. Consequently, careful planning, layout optimization, and the use of
advanced wake control strategies are necessary to minimize these adverse effects, improve
farm performance, and ensure effective conversion of wind energy into electricity. With
the continued growth of the wind energy sector, understanding and mitigating the impact
of aerodynamic wakes remains an essential focus in using the full potential of this source
of energy.

Existing wind farms are characterized by a significant variability in the average annual
capacity factor, which, for European wind farms, is on average 21% for onshore and 32% for
offshore farms [17]. Specific examples are the Margonin onshore wind farm with a capacity
factor of 26%, the North Hoyle offshore wind farm with 25%, and the Scroby Sands offshore
wind farm with 35% [18–21]. It should be noted that wind farm power losses are strongly
related to their location and the prevailing wind directions. In the case of a poorly designed
wind farm, they can reach 23%, and in the case of a properly designed wind farm, even
12.5% [22–24].

Flow disturbances that occur behind wind turbines may also have an impact on climate
change. The study [25] showed that meeting the US electricity demand with wind energy
would raise the surface temperature of the continental United States by approximately
0.24 ◦C. This is related to the formation of a turbulent wake behind wind turbines and the
distribution of heat by increasing the intensity of mixing in the boundary layer (the layer of
air adjacent to the ground). It should be noted that the warming of the area where wind
farms are located is a measurable and reported fact in many places [26–30].

Research [31,32] shows that wind turbines can help reduce the formation of water
vapor, a greenhouse gas, on a global scale. Wind turbines reduce wind speed and, therefore,
surface evaporation in the aerodynamic wake. This contributes to the heating of the surface,
since evaporation is an energy-consuming process. At the same time, condensation of
water vapor in the atmosphere is reduced, thereby cooling the air on a larger scale (since
condensation is an energy-releasing process). These two factors essentially cancel each
other out and should not increase the global average temperature.

The content presented above clearly indicates that the ability to reliably model the
flow in a wind farm, and in particular the velocity deficit created in the aerodynamic wake,
is a very important element in the planning of wind farms and estimating their impact on
the environment. The impact of aerodynamic wakes created behind the turbines is very
difficult and demanding to simulate in the case of three-dimensional CFD computational
models. For this reason, many simple models have been created that can be used to analyze
wind farm losses. One such model is the Jensen model.

The Jensen model is one of the simplest semi-empirical models. It assumes a top-
hat distribution of the wake deficit in each cross-section. It is a simplified mathematical
representation used to estimate the wind speed deficit and power reduction caused by the
wake of a wind turbine on downstream turbines within a wind farm. The model assumes
that the wake of a wind turbine spreads linearly downstream, causing the wind speed
deficit to decay with distance [33,34]. The reliability of the results of this model strongly
depends on the correct choice of the wake decay constant. Physically, its value is related to
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the value of the intensity of the turbulence and the atmospheric conditions. Therefore, it is
not easy to estimate reliably. However, the comparative analysis with experimental data
and other models carried out in [35,36] showed that the Jensen model is reliable in the case
of large wind farms, both onshore and offshore.

The Jensen model is, in fact, a ’classical’ actuator disc model (ADM) based on the
conservation of mass, momentum, and energy [37]. ADM can be used directly in CFD by
implementing it as an additional source term in the Navier–Stokes equations [37]. This
makes it possible to model the flow in a large wind farm without the need to define
heuristic parameters such as the wake expansion constant, which is necessary for the
Jensen model [36].

The authors of the work [38] analyzed the performance of the actuator line model
(ALM) and ADM in relation to the production of wind power and the wake velocity
deficit. The results were compared with the blade element model (BEM). However, these
simulations were conducted for a single turbine. The findings indicated that the results
obtained from ALM were very similar to those obtained from BEM. However, ALM and
ADM gave similar results. In addition, ALM required the blades to rotate at each time
step, resulting in the application of forces to different finite-volume cells each time. This
significantly increased the computational cost.

The work [39] includes modeling the wind flow in a wind farm defined using the
ADM and comparing them to real-world wind farms using two turbulence models: k-ε and
k-ωSST. It was observed that the first turbulence model performed slightly better than the
second one.

The above review of the literature shows that, to the knowledge of the authors of
this publication, there is no simple mathematical model that would take into account
both the simplicity of the actuator disc model and the detailed characteristics of a specific
wind turbine.

The main novelty of the current research was to take advantage of a simple form of the
ADM model while defining its parameters as dependent on atmospheric wind velocity. The
developed ADM model was then defined in the form of source term and incorporated into
the Navier–Stokes equations. This allowed for CFD simulations of the flow in a number
of different wind farms consisting of real wind turbines, characterized by specific power
curves, power factors Cp, and thrust coefficients CT . For the purposes of the developed
model, these coefficients were defined as polynomials depending on the atmospheric
wind velocity.

Next, the proposed model was used to conduct a series of simulations for wind farms
characterized by different distances between turbines, different sizes of wind farms, and
different weather conditions corresponding to onshore and offshore locations. The research
carried out used the characteristics of an actual Gamesa wind turbine with a rated power
of 5 MW. The calculations allowed for a comparative analysis, the criteria of which were
losses in wind farms and annual electricity production.

2. Materials and Methods
2.1. Mathematical Model

The actuator disc model (ADM) is based on the one-dimensional linear momentum
approach and constitutes a basic theory for the calculation of propellers and wind tur-
bines [40,41]. Figure 1 shows the schematic of the flow established around the actuator
disc, which is treated as a permeable obstacle with zero thickness. The flow considered is
assumed to be inviscid and laminar. Therefore, there is no exchange of momentum and
energy through the streamlines that limits the considered flow. It allows for the definition of
four characteristic cross-sections and application of the Bernoulli equations and continuity
equations. Cross-section 1 is far upstream from the disc with pressure p1 and velocity U1
equal to atmospheric pressure and velocity p∞ and U∞, respectively. Cross-section 2 is in
front of the disc, and cross-section 3 is just behind it. Cross-section 4 is far downstream of
the disc, where the pressure p4 is again equal to p∞ after the sudden drop at the disc.
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Figure 1. Sketch of the actuator disc model concept. Numbers 1, 2, 3, and 4 show the locations of the
characteristic cross-sections used in linear momentum theory.

It should be noted that, between cross-sections 2 and 3, where the sudden drop in
pressure occurs, the velocity change is continuous. The pressure is rebuilt to the atmo-
spheric pressure p∞ in the wake in cross-section 4, but the wind velocity is lower than the
atmospheric velocity U∞. This loss in wind kinetic energy is equal to the energy transferred
from the wind to the disc (wind turbine).

In ADM, the relative change of linear velocity across the disc is called the axial
induction factor and is defined as follows:

a =
U1 −U2

U1
(1)

The consequence of the linear momentum theory is the possibility to define the power
coefficient Cp as a function of the axial induction factor a:

Cp =
PAD
Pw

= 4a(1− a)2 (2)

where PAD is the power transmitted by the wind to the actuator disc, and Pw = 0.5ρAADU3
1

is the total power contained in the wind passing through the area equal to the area of the
actuator disc AAD.

Similar to the power coefficient, the thrust factor coefficient CT can also be defined as
a function of a:

CT =
TAD
Tw

= 4a(1− a) (3)

where TAD is the thrust force acting on the disc and Tw is the total thrust force contained in
the wind acting on the area AAD.

In the present work, the flow of the atmospheric wind was modeled by solving the
system of three-dimensional incompressible Navier–Stokes equations:

∂ρU
∂t

+∇(ρUU) = −∇p +∇ · µ∇U +
N

∑
i

Fi

∇ ·U = 0

(4)

where U = (Ux, Uy, Uz) is the velocity vector, p is kinematic pressure, ρ is density of air,
and µ is dynamic viscosity of air. The presence of the i-th actuator disc in the flow (i-th
wind turbine in a wind farm) was modeled as source terms Fi, defined as follows:

Fi = 0.5ρU2
Ri AiCT,i

= 2ρAiU2
Riai(1− ai)

(5)
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where Ui is the velocity vector in front of the i-th wind turbine, Ai = πR2
i is the swept area

of the turbine, and ai is the axial induction factor of the i-th turbine, which, after applying
Equations (2) and (3), can be defined in the following way:

ai = 1−
Cp,i

CT,i
(6)

It should be noted that Equation (6) defines a specific wind turbine characterized by
its power coefficient Cp and thrust force coefficient CT . Consequently, as can be seen in
Equation (5) the source term F depends on the characteristics of a wind turbine and the
local velocity value, and it is therefore a function of spatial variables and time.

Figure 2 shows the actuator discs that simulate two wind turbines, one behind the
other, on an undulating terrain. The characteristics of the actuator discs are described by
the source terms (5) and (6). The velocities UR1 and UR2 are the wind speeds reaching the
corresponding disc, which have swept area A1 and A2, respectively. It is worth noting that
any velocity profile can be defined at the inlet, taking into account the roughness of the
terrain, any intensity of turbulence, and any (e.g., varying in time or direction) wind speed.

Figure 2. Actuator discs simulating two wind turbines placed one behind the other over rugged
terrain. The characteristics of the turbines are described by the Equations (5) and (6). Calculation
example taken from [42,43].

In the classical approach, the values of the power coefficient Cp and the thrust force
coefficient CT used in Equation (6) are constant. In the current approach, the model (6) was
modified to account for variability of these values with respect to atmospheric wind velocity:

ai = 1−
Cp,i(URi)

CT,i(URi)
(7)

where URi is the velocity reaching a wind turbine in the i-th row. Due to this, it was possible
to use the functional dependencies of Cp(U) and CT(U) for a specific wind turbine. To
account for high Reynolds numbers, the k-ε turbulence model was used. The k-ε model
is widely used and accepted for flows with a high Reynolds number where shear effects
are of secondary importance and where flow separations do not occur. It is the simplest
turbulence model and, therefore, when used properly, provides high convergence and low
residuals. In the current research, residues on the order of 10−5 were obtained.

2.2. Numerical Model and Implementation

In the current study, Equations (5) were discretized using the finite volume method
(FVM) and solved numerically using the OpenFOAM 7 CFD toolbox (Open Source Field
Operation and Manipulation) [42,43] and the SIMPLE algorithm (Semi-Implicit Method for
Pressure-Linked Equations) [44–46].

The source terms (5) representing wind turbines were defined using the power and
trust coefficients Cp(U), CT(U) and the power curve PWT(U) specific to the wind turbine
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Gamesa G132-5.0MW. The functional dependence of these quantities on the wind velocity
U is shown in Figure 3 and the main characteristics of the Gamesa G132-5.0MW turbine are
listed in Table 1 [47]. Figure 3 clearly shows that both the coefficients Cp and CT of real
turbines strongly depend on the value of the wind velocity.

The curves Cp(U) and CT(U) from Figure 3 were approximated using fourth-order
polynomials:

Cp(U) = −1.4462 · 10−5U4 + 0.0011U3 − 0.0279U2 + 0.254U − 0.2768

CT(U) = −1.9334 · 10−5U4 + 0.0014U3 − 0.0321U2 + 0.2243U − 0.4417
(8)

and then used in Equations (5) and (7).

Figure 3. Power curve PWT(U), Cp(U), and CT(U) of the Gamesa G132-5.0MW turbine considered in
the current study [47].

Table 1. Main characteristics of the Gamesa G132-5.0MW turbine.

Cut-in speed Ucutin 3 m/s

Cut-out speed Ucutout 27 m/s

Rotor diameter R 132 m

Swept area 13,685 m2

Hub height 120 m

The basic layout of the wind farm considered in the current study is presented in
Figures 4 and 5, and all the calculation scenarios considered, including boundary conditions,
are shown in Table 2. The consecutive rows in Table 2 number the types of the wind farm
(WF) considered:

1. A single column of 3 turbines 5D apart on land (WF1).
2. A multi-column wind farm composed of 3 rows 5D apart on land (WF2).
3. A single column of 3 turbines 10D apart on land (WF3).
4. A multi-column wind farm composed of 3 rows 10D apart on land (WF4).
5. A single column of 3 turbines 5D apart on sea (WF5).
6. A multi-column wind farm composed of 3 rows 5D apart on sea (WF6).
7. A single column of 3 turbines 10D apart on sea (WF7).
8. A multi-column wind farm composed of 3 rows 10D apart on sea (WF8).

At the inlet, the Atmospheric Boundary Layer (ABL) velocity profile is used, which is
defined as follows:

Uy =
u∗

κ
ln

z + z0

z0

Ux = Uz = 0
(9)
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where u∗ is the friction velocity, κ = 0.41 is the von Kármán constant, z is the ground-
normal coordinate component, and z0 is roughness length of the terrain. In the current
study, two different classes of terrain were considered: land (ABLL) and sea (ABLS), for
which z0 = 0.03 m and z0 = 0.0002 m, respectively. At the outlet (OUT), the standard
boundary conditions were used: constant pressure and ∂U

∂n = 0, where n denotes a normal
direction to the boundary. Furthermore, it was assumed that the intensity of turbulence
was 10% for the land locations and 1% for the sea locations [7].

Figure 4. Front view (y, z plane) of the placement of the actuator disc, dimensions, and boundaries.

Figure 5. Side view (x, z plane) of the placement of the actuator discs, dimensions, and boundaries.

Table 2. Considered cases of the wind farm (WF) layouts and corresponding boundary conditions.

WF L1,4 L2,3 W H Inlet Outlet Left Right Top Bottom

1 5D 5D 5D 5D ABLL OUT slip slip slip noslip

2 5D 5D 2.5D 5D ABLL OUT cyclic cyclic slip noslip

3 10D 10D 10D 5D ABLL OUT slip slip slip noslip

4 10D 10D 5D 10D ABLL OUT cyclic cyclic slip noslip

5 5D 5D 5D 5D ABLS OUT slip slip slip noslip

6 5D 5D 2.5D 5D ABLS OUT cyclic cyclic slip noslip

7 10D 10D 10D 5D ABLS OUT slip slip slip noslip

8 10D 10D 5D 10D ABLS OUT cyclic cyclic slip noslip

The basic structure of a numerical mesh is shown in Figure 6. The use of square shapes
to represent the presence of wind turbines in the flow allowed the use of an orthogonal
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numerical grid consisting of regular cubic elements. This ensured high quality of the
numerical mesh, free of skewed and irregular cells.

Figure 6. Numerical mesh detail with visibility of three levels of refinement. The actuator discs are
located in the center of the region with the finest mesh.

The mesh was gradually refined in the direction of the turbines and consisted of
3 regions with different levels of refinement. In consecutive regions, the size of the mesh
cells was reduced twice. Consequently, their volumes were approximately 1250, 156, and
19.5 m3, respectively. The total count of the mesh cell was approximately 3,000,000. In the
centers of the areas with the densest mesh, the actuator discs were located.

3. Results and Discussion

The aim of this section is to demonstrate the operation of the developed actuator disc
model and to discuss the impact of the distance between turbines, atmospheric conditions,
and location on the performance of the wind farm.

Figure 7 shows the distribution of the kinematic pressure p for WF number 1. The
data presented are taken in the (x, z) plane and in the center of the width direction y. It
can be seen that overpressure is created at the front of each wind turbine. Furthermore, it
can be seen that, downstream of the wind farm, this overpressure decreases. Furthermore,
it can be observed that an underpressure is created at the rear of each turbine. As before,
the value of the overpressure established behind each turbine decreases down the wind
farm. As a consequence, the overall pressure drop across subsequent wind turbines also
decreases downstream of the wind farm.

Figure 7. Kinematic pressure distribution in the (x, z) plane at y = W + 0.5D for WF number 1.

Figure 8 corresponds to Figure 7 and shows the aerodynamic wakes that develop
behind each turbine. It can be seen that the wakes overlap, resulting in the velocity deficit
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becoming larger behind the turbines in subsequent rows. Furthermore, it can be seen that
the wakes are approaching the ground and begin to mix with the boundary layer.

The gradual deepening of the velocity deficit is clearly visible in Figure 9, which shows
the pressure values and the x component of the velocity Ux along the horizontal line that
passes through the centers of the consecutive wind turbines. It can be seen that the value of
the pressure drop is localized and decreases with each subsequent wind turbine. Moreover,
the pressure drop at the first turbine is the largest. Consequently, the velocity drop is the
largest at the first turbine as well. More importantly, it can be seen that the distance of 5D
between the turbines is too small for the wind velocity to recover to the atmospheric value
U∞. This causes the velocity deficit to deepen down the wind farm. It should be noted that
the highest drop in velocity is associated with the highest drop in pressure and occurs after
the first row of turbines.

Figure 8. Velocity magnitude distribution in the (x, z) plane at y = W + 0.5D for WF number 1.

Figure 9. Kinematic pressure and x component of velocity distribution along a line parallel to the x
axis and passing through the center of the discs for WF number 1.

Qualitatively similar behavior is observed for the remaining types of wind farm
considered in the study and is listed in Table 2. Table 3 summarizes the results obtained
and shows the change in the velocity deficit in each wind farm considered. It can be seen,
not surprisingly, that the velocity deficit is larger for smaller distances between turbines
(5D), because the velocity cannot be rebuilt before reaching the turbine in the next row. It
is worth noting that the velocity deficit is smaller in the case of multi-column wind farms.



Computation 2023, 11, 213 10 of 17

This happens because the wind speed between wind farm columns may locally increase
due to the narrowing of the cross-section of the flow field by the turbine rotors. It is visible
in Figure 10, which shows the comparison of the x component of the wind velocity profiles
Ux in the wake behind the first, second, and third rows of the single-column wind farm
(WF1) and the multi-column wind farm (WF2). It can be noticed that the velocity profiles
of the multi-column wind farm (WF2) reach slightly higher values both in the wake and
away from the turbine in the width y direction. The largest difference can be seen behind
the third turbine. Qualitatively similar behavior can be observed when wind farm WF3 is
compared with wind farm WF4, when comparing wind farm WF5 with wind farm WF6,
and when comparing wind farm WF7 with wind farm WF8.

(a) Velocity profiles behind row 1 (b) Velocity profiles behind row 2

(c) Velocity profiles behind row 3
Figure 10. Comparison of the velocity profiles in the wake between the single-column wind farm
WF1 and multi-column wind farm WF2. The plots are taken in the direction of the width direction y
just behind the actuator discs and at the height z = 120 m (the hub height).

Table 3. Velocity deficit in front of the first, second, and third row of turbines; U∞ = (7, 9) m/s at
the reference height zre f = h = 120 m, for the onshore and offshore WF, respectively.

WF UR1/U∞ UR2/U∞ UR3/U∞

1 0.8467 0.726 0.6868

2 0.8495 0.732 0.7005

3 0.8746 0.7833 0.7559

4 0.8772 0.7864 0.7598

5 0.869 0.6991 0.6827

6 0.8513 0.7049 0.6654

7 0.8747 0.7577 0.7256

8 0.8773 0.7596 0.7286
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It should be noted that a greater velocity deficit was observed in the offshore location
(wind farms WF5–WF8). This is due to the lower intensity of turbulence in this location
compared to land. The consequence of this is less momentum exchange between the wakes
and the external flow and a slower recovery of velocity behind the turbines.

The results gathered in Figure 11 summarize the research conducted and show a
comparison between the corresponding offshore and onshore wind farms considered in
the study. It can be seen that the relative decrease in the value of the velocity deficit in
subsequent rows of wind farms is greater in the case of offshore installations. This is related,
among other things, to the lower intensity of turbulence for these locations, which causes a
slower recovery of the wind velocity behind individual turbines.

(a) Comparison of WF1 and WF5

(b) Comparison of WF2 and WF6

(c) Comparison of WF3 and WF7

(d) Comparison of WF4 and WF8

Figure 11. Comparison of Ux velocity between the corresponding onshore and offshore wind farms
(see Table 2). Plots are taken along the line that goes through the centers of the actuator discs.
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Estimation of Losses in Wind Farms

The relative loss (efficiency) η of wind turbines in successive rows compared to the
turbine in the first row can be defined as follows:

ηi =
AEG of WT in ith row
AEG of WT in 1st row

(10)

where AEG stands for “Annual Energy Production”. The efficiency of the whole wind farm
ηWF can be defined as follows:

ηWF =
AEG of WF

(AEG of isolated turbine) · NWT
(11)

where NWT is the total number of wind turbines in the wind farm under consideration.
Consequently, using expression (11), the loss of WF can be calculated as:

ζWF = 1− ηWF (12)

To calculate the loss of energy production ζWF defined by the expression (12), it is
necessary to calculate the AEG, which requires knowledge of the annual variability of the
wind speed in a given location. It is generally accepted that this variability can be defined
by the Weibull probability density function [41]:

f (U) = k
Uk−1

ck exp

(
−
(

U
c

)k
)

(13)

where k is the shape parameter and c is the scale factor defined as:

c =
Uave

Γ(1 + 1/k)
(14)

where Uave is the average annual wind velocity at a given location and Γ() is the gamma
function. If the value of the shape parameter is not known, k = 2 can be assumed [41]. In
the current study, k = 2 was chosen for the location on the land and k = 2.3158 for the
offshore location, which is a realistic assumption based on real data [48,49].

It is important to note that the Weibull distribution defined by Equation (13) is only
true for the first row of turbines. For subsequent rows, it must be modified due to the
existing velocity deficit behind the subsequent rows of turbines. Using the velocity deficit
values from Table 3, the probability of a given wind velocity occurring in the distribution
should be changed accordingly. Figure 12 shows the probability density function of the
wind velocity for the onshore location considered (WF1–WF4) and the modified probability
functions for the subsequent rows for WF1. A similar approach was adopted for the other
wind farms considered. For the onshore locations, the average velocity Uave = 7 m/s was
assumed, and for the offshore locations, Uave = 9 m/s.

Finally, the annual electricity generation of the wind turbine in the ith row can be
calculated as follows:

AEGi =
∫ Ucut out

Ucut in

fi(U)PWT(U)dU (15)

where fi(U) is the wind probability density function reaching the ith row and Ucut in,
Ucut out are the cut-in, cut-out velocities of the considerate turbine, respectively; see Table 1.
Consequently, the values of AEGi of each wind turbine can be used to calculate the loss
of every turbine using Equation (10). These values are collected in Table 4. By definition,
the efficiency of the turbines in the first row η1 = 1. The efficiency in the subsequent rows
decreases in value and becomes smaller downwind of the wind farm, which is a direct
consequence of the observed pressure drop and velocity deficit observed in Figures 7–9.
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Figure 12. Weibull wind velocity probability distribution for the onshore location and modified wind
velocity distributions reaching the turbines in subsequent rows. Data for WF1 .

Table 4. Efficiency η of very turbine for every considered WF.

WF η1 η2 η3

1 1 0.897 0.840

2 1 0.900 0.849

3 1 0.926 0.886

4 1 0.927 0.888

5 1 0.880 0.831

6 1 0.893 0.838

7 1 0.918 0.876

8 1 0.918 0.876

Finally, the annual electricity generation of the entire wind farm can be calculated by
summing the individual contributions of each turbine:

AEGWF = ∑
i

AEGi (16)

The values of AEGWF for the considered wind farms and the corresponding losses are
gathered in Table 5. It can be seen that the highest losses are related to the smaller distance
between the turbines, which corresponds to the smallest annual energy production. It
should be noted that the losses are larger in the case of single-column wind farms, that
is, the losses of wind farms WF1, WF3, and WF5 are greater than the losses of WF2, WF4,
and WF6.

Table 6 shows the losses of real wind farms, both onshore and offshore. It can be seen
that the order of magnitude of the losses recorded in these wind farms is in agreement with
the losses obtained in the current study. The relatively large losses recorded at the offshore
wind farms of Lillgrund and Scroby Sands are associated with a too-small distance between
the wind turbines in the direction of the prevailing wind. In the case of the Lillgrund wind
farm, the distance is less than 5D [7].
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Table 5. Annual electricity production of the considered WF and corresponding losses.

WF AEGW F ζW F

GWh %

1 2630.5 16.0

2 2671.2 15.1

3 2907.9 11.4

4 2925.2 11.2

5 3033.3 16.9

6 2982.7 16.2

7 3221.5 12.4

8 3234.6 12.4

Table 6. Losses ζWF of existing wind farms; PR is the rated power of turbine [7,18,22,24,50].

WF ζW F Turbine Type

Lillgrund
offshore 0.23 Siemens SWT-2.3-93

PR = 2.3 MW

Horns Rev
offshore 0.124 Vestas V80

PR = 2 MW

Margonin
onshore 0.2 Gamesa G90

PR = 2 MW

Scroby Sands
offshore 0.385 Vestas V80

PR = 2 MW

North Hoyle
offshore 0.15 Vestas V80

PR = 2 MW

4. Conclusions

The presented work proposed a modification of the actuator disc model by making
it more realistic to real data. The modification was to allow for variability of a power
coefficient and a thrust force coefficient by defining them as functions of the atmospheric
wind speed. Due to this, the proposed actuator disc model could be used to simulate a
specific real wind turbine, characterized by its individual power and thrust force coefficient
fictions and for the entire spectrum of wind velocities. It is important especially in the
case of wind farms, where the velocity deficit developed in aerodynamic wake behind
consecutive rows of turbines is not known beforehand.

The developed model was implemented in the OpenFoam CFD toolbox and used
to analyze the interactions of wind turbines and the related losses in electricity produc-
tion in various configuration of wind farms. The calculations used incompressible three-
dimensional Navier–Stokes equations, and the presence of wind turbines in the flow was
simulated as additional source terms built on the basis of the proposed actuator disc model.

The calculations presented use the characteristics of a real Gamesa wind turbine with
rated power equal to 5 MW. Ten different configurations of wind farms were analyzed,
characterized by different distances between turbines (5D and 10D), different number of
columns, and different wind conditions corresponding to the location on land and at sea.
The velocity deficit was shown to be higher for smaller distances between turbines. It was
due to the fact that the velocity was unable to rebuild itself before reaching the turbine
in the next row. Furthermore, it was shown that the velocity deficit was smaller in the
case of multi-column wind farms. This happened because the wind velocity between the
wind farm columns locally increased due to the narrowing of the flow field cross-section
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caused by the presence of the turbine rotors. Additionally, a greater velocity deficit was
observed in the offshore locations. This was due to the lower intensity of turbulence in these
locations compared to land locations. The consequence of this was a less intense exchange
of momentum between the aerodynamic shadows created behind the wind turbines and
the external flow, and consequently, a slower recovery of kinetic energy behind the turbines.
Finally, the study showed that the losses in wind farm electricity production could be up to
several percent, which was consistent with the losses observed in real wind farms.

The proposed modification of the actuator disc model can be used to analyze wind
farm losses, not only in terms of the geometric distribution of individual turbines, but also
in terms of a specific type of wind turbine. It can also be used successfully to estimate losses
in the case of wind farms consisting of turbines of various types and sizes and throughout
the spectrum of wind speeds.
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