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Abstract: One of the effectual text classification approaches for learning extensive information is
incremental learning. The big issue that occurs is enhancing the accuracy, as the text is comprised of
a large number of terms. In order to address this issue, a new incremental text classification approach
is designed using the proposed hybrid optimization algorithm named the Henry Fuzzy Competitive
Multi-verse Optimizer (HFCVO)-based Deep Maxout Network (DMN). Here, the optimal features are
selected using Invasive Weed Tunicate Swarm Optimization (IWTSO), which is devised by integrating
Invasive Weed Optimization (IWO) and the Tunicate Swarm Algorithm (TSA), respectively. The
incremental text classification is effectively performed using the DMN, where the classifier is trained
utilizing the HFCVO. Nevertheless, the developed HFCVO is derived by incorporating the features of
Henry Gas Solubility Optimization (HGSO) and the Competitive Multi-verse Optimizer (CMVO) with
fuzzy theory. The proposed HFCVO-based DNM achieved a maximum TPR of 0.968, a maximum
TNR of 0.941, a low FNR of 0.032, a high precision of 0.954, and a high accuracy of 0.955.

Keywords: incremental text classification; Deep Maxout Network (DMN); Henry Gas Solubility
Optimization (HGSO); Invasive Weed Optimization (IWO); Tunicate Swarm Algorithm (TSA)

1. Introduction

In text analysis, organizing documents becomes a crucial and challenging task due
to the continuous arrival of numerous texts [1]. Specifically, text data exhibit certain
characteristics, such as being fuzzy and structure-less, that make the mining procedure
somewhat complex for data mining techniques. Text mining is widely utilized in large-scale
demands, such as visualization, database technology, text evaluation, clustering [2,3], data
retrieval, extraction, classification, and data mining [4–6]. Hence, the multi-disciplinary [7]
contribution of text mining makes the investigation even more thrilling among researchers.
The deposition of essential data in the decades of information advancement has more
significance, and data collection is accomplished by means of the internet. Generally, the
information on the WWW exists as text, and, therefore, the collection of desired knowledge
from data is a challenging process. In addition, the normal processing of data is also a major
hurdle. Such limitations are addressed by introducing a text classification approach [6]. The
tremendous development of the internet has maximized the availability of the number of
texts online. One of the significant areas of data retrieval advancement is text categorization.
The documents are classified into pre-defined types based on the contents utilizing text
classification [8–10].

Text categorization usually eases the task of detecting fake documents, filtering spam
emails, evaluating sentiments, and highlighting the contents [11]. Text categorization is
employed in the areas of email filtering [12], content categorization [13], spam message
filtering, author detection, sentiment evaluation, and web page [14] categorization. The text
is further classified depending upon features refined from texts and it has been considered
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an essential process in supervised ML [10]. In text classification, useful information is
refined from diverse online textual documents. Text classification is employed in large-
scale applications [15,16], such as spam filtering, news monitoring, authorized email
filtering, and data searching, that are utilized on the internet. The main intention of text
categorization is to classify the text into a group of types by refining significant data
from unstructured textual utilities [17]. The abundant data in text documents mean that
text mining is a challenging task. The text mining process makes use of the linguistic
properties that are extracted from the text. Different methods [18] are created to satisfy text
categorization needs and improve the efficacy of the model [10].

Text classification is a commonly utilized technique for arranging large-scale doc-
uments and has numerous applications, such as filtering and text retrieval. To train a
high-quality system, text classification typically uses a supervised or semi-supervised ap-
proach and requires a sufficient number of annotated texts. Numerous applications [19,20]
may call for diverse annotated documents in varied contexts; as a result, field maestros
are used to represent vast texts. Nevertheless, text labeling is a process that consumes a
lot of time. Hence, deriving annotated documents of a high standard to guide an effective
classifier is a challenging process in text categorization [1]. The widely employed ML [21]
techniques for text classification are NB, SVM, AC, KNN [22], and RF [10]. In order to rep-
resent the documents basically, an interactive visual analytics system was introduced in [1]
for incremental classification. So far, diverse methods have been employed for incremental
learning methodologies, such as neural networks [23] and decision tress. Incremental
learning performs the text classification depending upon the accumulation and knowl-
edge management. For instant data, the system updates its theory without re-evaluating
previous information. Hence, employing the learning approach for text classification is
temporally, as well as spatially, economical. When training data exist for a long duration,
then the utilization of an incremental learner may be cost-effective. The widely utilized text
classification approaches are NNs, derived probability classification, K-NN, SVM, Booster
classifier, and so on [6].

The fundamental aspect of this work is to establish an efficient methodology for
incremental text classification utilizing an HFCVO-enabled DMN.

The major contribution is given as follows:
Proposed HFCVO-based DMN: An efficacious strategy for incremental text classifi-

cation is designed using the proposed HFCVO-based DMN. Moreover, the optimal features
are selected using IWTSO, such that the performance of incremental text classification
is enhanced.

The remaining portion of the study is structured as follows: Section 2 discusses the
literature review of traditional methods for incremental text classification, as well as their
advantages and shortcomings. In Section 3, the incremental text classification utilizing the
suggested HFCVO-based DMN is explained. The created HFCVO-based DMN is explained
in Section 4. Section 5 completes the research article.

2. Literature Survey

Various techniques associated with incremental classification are described as follows:
V. Srilakshmi, et al. [10] designed an approach named the SGrC-based DBN for offering
best text categorization outcomes. The developed approach consisted of five steps and,
here, features were refined from the vector space model. Thereafter, feature selection was
performed depending on mutual information. Finally, text classification was carried out
using the DBN, where the network classifier was trained using the developed SGrC. The
developed SGrC was obtained by integrating the characteristics of SMO with the GCOA
algorithm. Moreover, the best weights of the Range degree system were chosen depending
upon SGrC. The developed model proved that the system was superior to that of the
existing approaches. Nevertheless, the approach failed to extend the model for web page
and mail categorization. Guangxu Shan, et al. [24] modeled a novel incremental learning
model referred to as Learn#, and this model consisted of four models, namely, a student
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model, an RL, a teacher, and a discriminator model. Here, features were extracted from
the texts using the student model, whereas the outcomes of diverse student models were
filtered using the RL module. In order to achieve the final text categories, the teacher
module reclassified the filtered results. Based on their similarity measure, the discriminator
model filtered the student model. The major advantage of this developed model was that
it achieved a shorter time for the training process. Here, the method only used LSTM as
student models. However, it failed to utilize other models, such as logistic regression, SVM,
decision trees, and random forests. Mamta Kayest and Sanjay Kumar Jain, [25] modeled
an incremental learning model by employing an MB–FF-based NN. Here, feature refining
was done utilizing TF–IDF from the pre-processed result, whereas holoentropy was used
to determine the keywords from the text. Thereafter, cluster-based indexing was carried
out utilizing the MB–FF algorithm, and the final task was the matching process, which
was done using a modified Bhattacharya distance measure. Furthermore, the weights
in the NN were chosen by employing the MB–FF algorithm. The demonstration results
proved that the developed MB–FF-based NN was more significant for companies, which
made large efforts across the world. The NN utilized in this model was very suitable
for continuous, as well as discrete, data. However, the computational burden of this
method was very high. Joel Jang, et al. [26] devised an effective training model named ST,
independent of the efficiencies of the representation model that enforced an incremental
learning setup by partitioning the text into subsets, and the learner was trained effectively.
Meanwhile, the complications within the incremental learning were easily solved using
elastic weight consolidation. The method offered reliable results in solving data skewness
in text classification. However, ensemble methods failed to train the multiple weak learners.

Nihar M. Ranjan, and Midhun Chakkaravarthy, [27] developed an effectual framework
of text document classifier for unstructured data. NN approaches were utilized to upgrade
weights. Furthermore, the COA was employed to reduce errors and improve the accuracy
level. In order to minimize the size of feature space, an entropy system was adopted.
The developed system purely relied on an incremental learning approach, where the
classifier classified upcoming data without prior knowledge of earlier data. However,
the method failed to deal with imbalanced data. Yuyu Yan, et al. [1] presented a Gibbs
MedLDA. Here, the model generated topics as a summary of the text classification. This
enables users to logically explore the text collection and locate labels for creation. A scatter
plot and the classifier boundary were included in order to show the classifier’s weights.
Gibbs MedLDA still did not achieve demands for real-world implementation. However, it
failed to arrange contents into a hierarchy and develop novel visual encoding to highlight
hierarchical contents. N. Venkata Sailaja, et al. [6] devised a novel method for incremental
text classification by adopting an SVNN. Pre-processing was carried here using stop word
removal and stemming techniques. The generated model has four basic steps. Following
feature refinement, TTF–IDF was retrieved together with semantic word-based features.
Additionally, the Bhattacharya distance measure was used to select the right features.
Finally, the SVNN was used to carry out the classification, and a rough set moth search was
used to select the optimal weights. The developed Rough set MS-SVNN failed to improve
accuracy and it should be investigated in future research. V. Srilakshmi, et al. [28] designed
a novel strategy named the SG–CAV-based DBN for text categorization. To train the DBN,
which was created by integrating conditional autoregressive value and stochastic gradient
descent, the modeled SG–CAV was used. Although the constructed model achieved the
highest level of accuracy, it did not enhance classification performance.
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Major Challenges

Some of the challenges confronted by conventional techniques are deliberated below:

1. In [1], the technique required a large amount of time for classifying the text labels. When
an unannotated text collection is given, it is very complex for users to identify what label
to produce and how to represent the very first training set for categorization.

2. Most of the neural classifiers failed to integrate the possibility of a complex environment.
This may cause a sudden failure of trained neural networks, resulting in insufficient
classification. Hence, most of the neural networks faced the limitations of inefficient
classification and incapability of learning the newly arrived unknown classes.

3. The SGrC-based DBN developed in [10] provided accurate outcomes for text catego-
rization but, it was not capable of performing the tasks, such as web page classification
and email classification.

4. The computational complexity of this method was high. Moreover, the accuracy of
the Rough set MS-SVNN must be enhanced [6].

5. The connectionist-based categorization method considered a dynamic dataset for
categorization purposes such that the network had enough potential to learn the
model based on the arrival of the new database. However, the method had an
ineffective similarity measure [29].

3. Proposed Method for Incremental Text Classification Using Henry Fuzzy
Competitive Verse Optimizer

The ultimate aim is to design an approach for incremental text classification by ex-
ploiting the proposed HFCVO-based DMN. The pre-processing module receives the input
text first and uses stop word removal and stemming to eliminate duplicate information
and increase the precision of text classification. The necessary features are refined from the
pre-processed data once feature extraction is accomplished using TF–IDF, wordnet-based
features, co-occurrence-based features, and contextual words. The best features are selected
from the retrieved features using the IWTSO hybrid optimization algorithm. The IWO and
TSA are combined to form the IWTSO. Last but not least, HGSO, fuzzy theory, and CMVO
are integrated to create the newly derived HFCVO optimization method, which is used to
carry out incremental text categorization. When incremental data arrive, the same process
is repeated, and error is computed for both the original and incremental data. If the error
determined by the incremental data is less than that of the error of the original data, the
weights are bounded based on the fuzzy bound approach, and the optimal weights are
updated using the proposed HFCVO. Figure 1 illustrates the schematic structure of the
proposed HFCVO-based DMN for incremental text classification.

3.1. Acquisition of Input Text Data

Let us consider the training dataset as D with the number of training samples and it is
expressed as,

D = {D1, D2, . . . Di, . . . , Dm} (1)

where m indicates the overall count of text documents and Di denotes the ith input data.

3.2. Pre-Processing Using Stop Word Removal and Stemming

The input text data Di is forwarded to the pre-processing phase, where redundant
words are eliminated from the text data by employing two processes, namely, stop word
removal and the stemming process. The occurrence of noises in the text data is due
to unstructured data, and it is very necessary to eliminate the noises and redundant
information from input data before performing the classification task. At this phase,
data in the unstructured format are transformed into structured text representation for
easy processing.
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3.2.1. Stop Word Removal

Stop word is a division of the natural language processing system and stop words are
words that contain articles, prepositions, or pronouns. Generally, words that do not contain
any meaning are considered stop words. Stop word removal is the technique of eliminating
unwanted or redundant words from a large database. It avoids the often occurring words
that do not have any specific importance.

3.2.2. Stemming

By removing prefixes and suffixes, the stemming mechanism breaks down words into
their stems at the root or base of the word. Stemming is an essential technique used to
reduce words to their underlying words. For the purpose of distilling the words to their
essence, many words are prepared. The pre-processed output of the input data is identified
as Di, which is denoted as Pi when it has undergone the feature extraction procedure. The
pre-processing step is finished, and then the text in the text document is identified.
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3.3. Feature Extraction

The pre-processed output Pi is regarded as the starting point for the feature extraction
procedure, which is how the important features are discovered. Wordnet-based features,
co-occurrence-based features, TF–IDF-based features, and contextual-based features make
up the features.

3.3.1. Wordnet-Based Features

Wordnet [30] is the frequently employed lexical resource for NLP tasks, such as text
categorization, information retrieval, and text summarization. It is the network of principles
in the form of word nodes that is arranged using the semantic relations between the words
depending upon their meaning. However, the semantic relationship is the relation between
the principles such that each node consists of a group of words known as subsets that
represent the real-world concept. In addition, it is the pointers among the subsets. It is
basically utilized to determine the subsets from the pre-processed text data Pi. The feature
extracted from wordnet-based features is specified as F1.

3.3.2. Co-Occurrence-Based Features

The co-occurrence term is defined as the utilization of term sets or item sets. It is also
described as the occurrence of term sets from the text repository, and this feature is utilized
for the set of words. It is represented as,

F2 =
Cab
Zb

(2)

where Cab implies the co-occurrence frequency of words a and b,and Zb denotes the frequency
of the word b. Moreover, F2 represents the feature obtained from co-occurrence features.

3.3.3. TF–IDF

TF–IDF consists of two parts, TF and IDF, in which TF finds the frequency of individual
words, and IDF specifies the frequency of a word that is available in the text document. If a
word, such as ‘are’, ‘is’, ‘am’, occurs in various texts, then the IDF value is low. In another
case, if a word occurs in a small number of texts, then the IDF value is low. Meanwhile,
IDF is highly utilized to determine the importance of words [31]. Let us assume that TF
specifies the word frequency and it is represented as

TF =
N(d)

N
(3)

where N(d) specifies the count of entries d in each class and N indicates the overall count
of entries.

The IDF implies the inverse text frequency and it is computed below,

IDF(d) = log
N + 1

N(d) + 1
+ 1 (4)

where N implies the total count of texts available in the corpus and N(d) symbolizes the
overall count of text that consists of d word in the repository. Accordingly, TF–IDF is given by,

F3 = TF− IDF (d) = TF× IDF(d) (5)

3.3.4. Contextual-Based Features

The context-based technique determines the correlated words by isolating it from the
non-correlating text for achieving efficient categorization results. Finding the fundamental
phrases that gain semantic meaning and the context terms that provide correlative context
is necessary to complete this endeavor. The basic terms play the role of indicators of the
correlated document, whereas the contexts [29] play the role of validators. The purpose of
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validators is used to assess whether the determined basic terms are indicators or not. Hence,
the technique chooses the correlated and non-correlated documents from the training
dataset. Generally, the basic terms are identified utilizing a technique called language
modeling employed from data retrieval.

Let us consider D with Drel as relevant documents and Dnon_rel as non-correlative
documents. Let us consider xG and xD as the context term and key term, respectively.

(i) Key term identification: The language model for this approach is specified as L
and it is determined as follows,

G =
Lrel

Lnon_rel
(6)

where Lrel and Lnon_rel represent the language model for Drel and Dnon_rel , respectively.
(ii) Context term identification: After identifying the fundamental terms, the method

starts to perform the context term detection for each key term individually.
The procedures followed by the mechanism of context term determination are defined

as follows:
Step 1: Enumerate all basic term occurrences for both correlative and non-correlative

documents Drel and Dnon_rel .
Step 2: Apply a sliding window of dimension M; the terms close to xD are refined as

context terms. The window dimension M is specified as the context length.
Step 3: The obtained correlative and non-relevant terms are denoted as dr and dnr,

respectively. The set of relevant documents and non-relevant documents is specified as
Qd_r and Qd_nr.

Step 4: The score is evaluated for the individual term and it is expressed as follows,

G(xG) =
∣∣∣LQd−r (xG)− LQd_nr (xG)

∣∣∣
M

(7)

where LQd−r (xG) denotes the language model for the relevant document set, whereas
LQd_nr (xG) represents the language model for the non-relevant document.

The extracted feature from contextual-based features is F4 and it is given by,

F4 = [G + G(xG)] (8)

However, the feature extracted from the text data is indicated as Fi in such a way that
it includes Fi = {F1, F2, F3, F4}, respectively.

3.4. Feature Selection

After refining the desired features, the refined feature Fi is subjected to feature selection,
where significant features are chosen utilizing the developed IWTSO algorithm. However,
IWTSO is devised by integrating the features of IWO [32,33] with the TSA [34]. By merging
these optimization algorithms, it helps to enhance the classification accuracy and also
results in high-quality text data. The IWO algorithm is a metaheuristic population-based
algorithm, which is designed to determine the best solution for a mathematical function
through randomness and mimicking the compatibility of a weed colony. Weeds are plants
that are resistant to any environmental changes and the exasperating growth of weeds
influences crops. Additionally, this algorithm is inspired by the agriculture sector, expressed
as colonies of invasive weeds. On the other hand, the TSA is an algorithm that was inspired
by a novel and mimics the swarm behavior and jet propulsion of tunicates throughout the
forage and navigation phase. Bright marine creatures called tunicates produce light that
may be seen from a great distance. The weed features of IWO are combined with the swarm
behavior and jet propulsion of the TSA to improve the rate of optimization convergence and
produce the optimum solution to the optimization problem. However, the feature selected
by the proposed developed method is denoted as Si. It is noteworthy to observe that the
features chosen by processing the data with a Reuter dataset have a size of [19, 043× 5] with
a total count of 19,043 documents. However, the features selected with 20Newgroup dataset
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have the dimension of [19, 997× 5] from a total count of 19,997 documents, whereas the
features chosen with real-time data have the dimension of [5000× 5] from a total number
of 5000 documents.

Solution encoding: Solution encoding is the representation of the solution vector that
evaluates the choice of best-fit features Si in such a way Si < Fi. The refined feature Fi is
subjected to feature selection, and the feature selected by the proposed developed method
is denoted as Si. Figure 2 shows how the solution encoding is done.
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Fitness function: The fitness parameter is exploited to identify the best feature among
the set of features by considering the accuracy metric. The expression for accuracy is
represented as,

ACC =
ψp + ψn

ψp + ψn + `p + `n
(9)

where, ψp specifies true positive, ψn denotes true negative, `p indicates false positive, and
`n implies false negative.

The algorithmic steps in IWTSO are explained below:
Step 1: Initialization
Let us initialize the population of weeds in the dimensional space as K and the best

position of the weed is denoted as Kbest.
Step 2: Compute the fitness function
The fitness parameter is utilized to determine the best solution by choosing the best

features from a group of features.
Step 3: Update solution
The updated position of the weed in the improved IWO is expressed as follows,

Kg+1
l = β(g)Kg

l + Kbest − Kg
l (10)

Kg+1
l = Kg

l (β(g)− 1) + Kbest (11)

The standard expression of the TSA is computed as,

Kg+1
l =

→
H +

→
B
∣∣∣∣→H − rand Kg

l

∣∣∣∣ (12)

Let us assume
→
H > Kg

l

→
H =

Kg+1
l +

→
B rand Kg

l

1 +
→
B

(13)

As
⇀
H is the optimal search agent in the TSA, it can be replaced with the Kbest of the

improved IWO.

Kg+1
l = Kg

l (β(g)− 1) +
Kg+1

l +
→
B rand Kg

l

1 +
→
B

(14)
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Kg+1
l =

1 +
→
B

→
B

Kg
l (β(g)− 1) + rand Kg

l (15)

where
→
B =

→
A
→
I

(16)

→
A = c2 + c3 −

→
R (17)

→
R = 2.c1 (18)

→
I = [ fmin + c1 fmax − fmin] (19)

where
→
B and

→
A imply the vector and gravity force, respectively.

→
I denotes the social force

among the search agents,
→
R specifies the water flow advection, and rand indicates the

random value that lies in the limit of [0, 1]. Moreover, the random number c1, c2, and c3 lies
within the limit of [0, 1]. Therefore, the value of fmin and fmax is set to 1 and 4, respectively.

Step 4: Determine the feasibility
The fitness function is determined for individual solutions and a solution with the

optimal fitness measure is considered as the best solution.
Step 5: Termination
The aforementioned steps are continued until the best solution is achieved so far.

Algorithm 1 elucidates the pseudocode of IWTSO.

Algorithm 1. Pseudocode of proposed IWTSO.

Sl. No Pseudocode of IWTSO
1 Input: β(g), Kg

l
2 Output: Kg+1

l
3 Initialize the weed population
4 Determine fitness function
5 Update the solution using Equation (14)
6 Determine the feasibility
7 Termination

3.5. Arrival of New Data

When new data arrive, it is subjected to the pre-processing module, then the feature
extraction module, followed by the feature selection module. These steps are explained
in Section 3. The fuzzy-based incremental learning is performed by computing the error
between the original data Di and the incremental or newly arrived data Di+1.

3.6. Incremental Text Classification Using HFCVO-Based DMN

The selected optimal feature Si is passed to the incremental text classification phase,
where the process is done using the Deep Maxout Network. However, the network is
trained by exploiting the developed HFCVO algorithm, such that the optimal weight of the
classifier is increased. By doing so, the performance of text classification is accurate.

3.6.1. Architecture of Deep Maxout Network

The DMN [35] is a type of trainable activation parameter with a multi-layer structure.
Let us consider an input Si, which is a raw input vector of a hidden layer. Here, the DMN
consists of layers, such as input, convolutional, dropout, max pooling layer, dense, maxout
layer, and output layer. When an input Si with the dimension of [1× 698] is fed into the
input neurons of the input layer, it produces an output of [1× 698× 50]. The process is
continued by the dropout layer and the convolutional layer, alternatively. The final dropout
layer generates an output with a dimension of [1× 75], which is considered an input to the



Computation 2023, 11, 13 10 of 27

dense layer. Subsequently, the final output of the DMN is denoted as Ui with a dimension
of [1× 2].

The activation function of a hidden unit is mathematically computed as,

k1
u,v = max

v∈[1, j1]
ST w...uv + δuv (20)

k2
u,v = max

v∈[1, j2]
k1T

u,v w...uv + δuv (21)

knn
u,v = max

v∈[1,jnn ]
knn−1T

u,v w...uv + δuv (22)

hu = max
v∈[1, jnn ]

knn
u,v (23)

where jmm denotes the total count of units present in the m
th
m layer and nn implies the

overall count of layers in the DMN. An arbitrary continuous activation parameter can be
roughly approximated by the DMN activation function. To mimic the DMN structure, the
traditional activation parameters’ ReLU and an absolute value rectifier are utilized. The
ReLu is initially considered in RBM and it is expressed as,

zu =

{
Si; i f Si ≥ 0
0; i f Si < 0

(24)

where Si implies the input, whereas zu is the output.
The maxout is an extended ReLU, which performs the maximum function of the jj

trainable linear function. The output achieved by a maxout unit is formulated below,

hu(S) = max
v∈[1, jj]

µuv (25)

In a CNN, activation of a maxout unit is equivalent to jj feature maps. Although the
maxout unit is equivalent to generally employed spatial max-pooling in CNNs, it consumes a
large amount of time over jj trainable functions. Figure 3 portrays the architecture of the DMN.
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3.6.2. Error Estimation

Error estimation of the original data utilized for text classification is determined using
the following equation,

MSE = Ei =
1
m

m

∑
i=1

[Oi −Ui]
2 (26)

where m denotes the total count of samples, and Oi and Ui indicate the targeted output and
the result gained from the network classifier DMN.
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3.6.3. Fuzzy Bound-Based Incremental Learning

When newly arrived data Di+1 is included in the network, error Ei+1 is computed,
and the weights are to be upgraded without learning the earlier occurrence. Then, compare
the incremental data error Ei+1 with the original data error Ei. If the error value of the
incremental data is less than that of the original data, then immediately the weights are
bounded based on the fuzzy bound approach, and the optimal weights are updated using
the proposed HFCVO.

i f Ei+1 > Ei

W = Wi+1 + Fb (27)

Fb =
α

T f (28)

T f = 50

α =



0; V < o
V−o
ω−o ; o < V < ω

V−o
Aa−ω ; ω < V < Aa

0 ; Aa > V

(29)

Based on the measurements given to the factors, α can be achieved and the fuzzy
bound is computed.

3.6.4. Weight Update Using Proposed HFCVO

In order to bound the weights, the optimal weights are updated using a newly pro-
posed algorithm named HFCVO. This hybrid optimization algorithm is achieved by in-
tegrating the features of HGSO [36] and CMVO [37] with a fuzzy concept [29]. The
revolutionary population-based metaheuristic algorithm known as HGSO is entirely based
on physics principles. Additionally, this optimization is based on Henry’s law, which states
that at a constant temperature, the capacity of a liquid and the amount of a particular gas
that dissolves are proportional to half pressure. Due to this characteristic, HGSO is highly
sought-after for addressing complex optimization problems with a variety of local best
solutions. On the other hand, CMVO is an effective population-based optimization strategy
that integrates the MVO with the idea of a pair-wise competition mechanism between
universes. This algorithm increases the search capability and enhances the exploration
and exploitation phases. By integrating this immense optimization algorithm, it generates
promising results in updating the optimal weights.

Solution encoding: Solution encoding is used to represent the solution of a vector
and here the optimal weights are determined using the solution vector. Here, MN = [1× j]
is the solution vector in which j represents the learning parameter.

The algorithmic procedure involved in this process is deliberated in the below steps:
Step 1: Initialization
Let us initialize the population of gases in the MN dimensional search space and the

location of gases is initialized depending upon the below expression,

Yp(t + 1) = Ymin + r + (Ymax −Ymin) (30)

where Yp(t) denotes the pth solution in the MN search space, r is a random measure that
lies in the limit of [0, 1], and Ymax and Ymin are the maximum and minimum bounds,
respectively. Moreover, t represents the iteration period. The Henry’s constant and partial
pressure of gas p in the qth cluster is represented as follows,

Xq(t) = y1 × rand(0, 1) (31)

λp, q = y2 × rand (0, 1) (32)
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σq = y3 × rand (0, 1) (33)

where y1, y2 and y3 are constant values. λp,q and σq are the partial pressure of gas and the
constant value of type q

(
σp
)
.

Step 2: Fitness function
The fitness function is used to determine the optimal solution using Equation (26).
Step 3: Clustering
The search agents are equally partitioned into a number of gas categories. Every cluster

possesses equivalent gases and, hence, it has an equivalent Henry’s constant measure.
Step 4: Evaluation
Every cluster q is estimated to determine the best solution of gas that attains the

maximum equilibrium state. After that, the gases are ordered in a hierarchical ranking to
achieve the optimal gas.

Step 5: Update Henry’s coefficient
Henry’s coefficient is upgraded based on the below expression,

Xq(t + 1) = Xq(t) + exp
(
−σq ×

(
1

TT(t)
− 1

TTθ

))
, TT(t) = exp

(
−t
iter

)
(34)

where Xq implies that Henry’s coefficient for cluster q, TT is the temperature, and iter
specifies the iteration number.

Step 6: Update the solubility of gas
The solubility of gas is upgraded depending on computing the below equation,

SOp,q(t) = γ× Xq(t + 1)× λp,q(t) (35)

where SOp,q is the gas solubility of p in cluster q, λp,q(t) is the partial pressure on gas p in
cluster q, and γ is a constant.

Step 7: Update the position
The location of Henry gas solubility is updated as follows:

Yp,q(t + 1) = Yp,q(t) + Ff × r× ρ×
(

Yp,best(t)−Yp,q(t)
)
+ Ff × r×v×

(
SOp,q(t)×Ybest(t)−Yp,q(t)

)
(36)

Yp,q(t + 1) = Yp,q(t) + Ff r γ Yp,best(t)− Ff r γ Xp,q(t) + Ff r v SOp,q(t)Ybest − Ff r v Yp,q(t) (37)

Yp,q(t + 1) = Yp,q(t)
[
1− Ff r γ− Ff r v

]
+ Ff r

[
γ Yp,best(t) + v SOp,q(t)Ybest(t)

]
(38)

From CMVO, the best universe through wormhole tunnels is given by,

Yp,q(t + 1) = s1 ∗ TDR + s2 ∗
(
Yww(t)−Yp,q(t)

)
+ s3 ∗

(
Ykk(t)−Yp,q(t)

)
(39)

Multiplying s2 and s3 inside the parentheses,

Yp,q(t + 1) = s1 ∗ TDR + s2 ∗Yww(t)− s2 ∗Yp,q(t) + s3 ∗Ykk(t)− s3 Yp,q(t) (40)

Yp,q(t + 1) = s1 ∗ TDR + s2 ∗Yww(t)−Yp,q(t)[s2 + s3] + s3 ∗Ykk(t) (41)

Yp,q(t) [s2 + s3] = s1 ∗ TDR + s2 ∗Yww(t) + s3 ∗Ykk(t)−Yp,q(t + 1) (42)

Yp,q(t) =
s1 ∗ TDR + s2 ∗Yww(t) + s3 ∗Ykk(t)−Yp,q(t + 1)

s2 + s3
(43)

Substituting Equation (43) in Equation (38), the equation is given as,

Yp,q(t + 1) =
s1 ∗ TDR + s2 ∗Yww(t) + s3 ∗Ykk(t)−Yp,q(t + 1)

s2 + s3

[
1− Ff r γ− Ff r v

]
+ Ff r

[
γ Yp,best(t) + v SOp,q(t)Ybest(t)

]
(44)
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Yp,q(t + 1) +
Yp,q(t+1) [1−Ff r γ−Ff r v]

s2+s3
=
[

s1∗TDR+s2∗Yww(t)+s3∗Ykk(t)
s2+s3

][
1− Ff r γ− Ff r v

]
+ Ff r

[
γ Yp,best(t) + v SOp,q(t)Ybest(t)

] (45)

Yp,q(t+1) [s2+s3]+Yp,q(t+1) [1−Ff r γ−Ff r v]
s2+s3

=
[

s1∗TDR+s2∗Yww(t)+s3∗Ykk(t)
s2+s3

][
1− Ff r γ− Ff r v

]
+ Ff r[

γ Yp,best(t) + v SOp,q(t)Ybest(t)
] (46)

Yp,q(t + 1) =

 [
s1∗TDR+s2∗Yww(t)+s3∗Ykk(t)

s2+s3

][
1− Ff r γ− Ff r v

]
+ Ff r[

γ Yp,best(t) + v SOp,q(t)Ybest(t)
]  ∗

 s2 + s3

(s2 + s3) +
[
1− Ff r γ− Ff r v

]
 (47)

Yp,q(t + 1) =
[

s1∗TDR+s2∗Yww(t)+s3∗Ykk(t)
s2+s3

] (
1− Ff r γ− Ff r v

)
∗ s2+s3

(s2+s3)+(1−Ff r γ−Ff r v)
+

Ff r
[
γ Yp,best(t) + v SOp,q(t)Ybest(t)

]
∗ s2+s3

(s2+s3) + [1−Ff r γ−Ff r v]

(48)

Yp,q(t + 1) =
(s1 TDR + s2 ×Yww(t) + s3 Ykk(t))

(
1− Ff r γ− Ff r v

)
(s2 + s3) +

(
1− Ff r γ− Ff r v

) +
Ff r

[
γ Yp,best(t) + v SOp,q(t)Ybest(t)

]
[s2 + s3]

(s2 + s3) +
(

1− Ff r γ− Ff r v
) (49)

Hence, the update solution becomes,

Yp,q(t + 1) =
(s1 TDR + s2 ×Yww(t) + s3 Ykk(t))

(
1− Ff r γ− Ff r v

)
+ Ff r

[
γ Yp,best(t) + v SOp,q(t)Ybest(t)

]
[s2 + s3]

(s2 + s3) +
(

1− Ff r γ− Ff r v
) (50)

where Yp,q represents the position of gas p in cluster q, and Yp,best and Ybest imply the best
gas p in cluster q and the best gas in the swarm, respectively. Yww(t) denotes the winner
universe in the tth iteration, and the mean position value of the corresponding universe is
expressed as Ykk(t). Moreover, TDR implies the traveling distance rate.

Step 8: Escape from the local optimum
To leave the local location, one uses this local optimum. It can be described by the

following equation:

<ϕ = <× (rand (`2 − `1) + `1), `1 = 0.1 `2 = 0.2 (51)

where < is the total count of search agents.
Step 9: Update the location of the worst agents
The location of the worst agents is updated as follows,

=(p,q) = =min(p,q) + r×
(
=max(p,q) −=min(p,q)

)
(52)

where =(p,q) denotes the location of gas p in cluster q, and =min and =max are the bounds
of the problem.

Step 10: Termination
The algorithmic steps are continued until it achieves a suitable solution. Algorithm 2

elucidates the pseudocode of the developed HFCVO algorithm.
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Algorithm 2. Pseudocode of proposed HFCVO.

SL. No. Pseudocode of HFCVO

1
Input: Yp,q(t), Xp, λp,q, σq, y1, y2 and y3
Output: Yp,q(t + 1)

2 Begin

3
The population agents are divided into various gas kinds using Henry’s constant
value Xq

4 Determine each cluster q
5 Obtain the best gas Yp,best in each cluster and optimal search agent Ybest
6 for search agent do
7 Update all search agents’ positions using equation (50)
8 end for
9 Update each gas type’s Henry’s coefficient using Equation (34)
10 Utilizing Equation (35), update the solubility of gas
11 Utilizing Equation (51), arrange and select the number of worst agents
12 Using Equation (52), update the location of the worst agents
13 Update the best gas Yp,best and best search agent Ybest
14 end while
15 t = t + 1
16 Return Ybest
17 Terminate

4. Results and Discussion

This section explains how the created HFCVO-based DMN was evaluated in compli-
ance with evaluation measures.

4.1. Experimental Setup

The implementation of the HFCVO-based DBN is done in the PYTHON tool. Table 1
shows the PYTHON libraries.

Table 1. PYTHON Libraries.

PYTHON Libraries Name Version

matplotlib 3.5.0

numpy 1.21.4

PySimpleGUI 4.33.0

pandas 1.3.4

scikit-learn 1.0.1

Keras-Applications 1.0.8

Pillow 9.2.0

tensorboard 2.9.1

tensorboard-plugin-wit 1.8.1

tensorboard-data-server 0.6.1

tensorflow 2.9.1

tensorflow-estimator 2.9.0

Keras 2.3.1

tensorflow-io-gcs-filesystem 0.26.0

Keras-Preprocessing 1.1.2

4.2. Dataset Description

The datasets utilized for the implementation purpose are the Reuter dataset [38],
20-Newsgroup dataset [39], and the real-time dataset.

Reuter dataset: There are 21,578 cases in this dataset, and 19,043 documents were
picked for the classification job. Depending on the categories of documents, groups and
indexes are created here. It has five attributes, 206,136 web hits, and no missing values.



Computation 2023, 11, 13 15 of 27

20-Newsgroup dataset: It is well recognized for its demonstrations of text appliances
for machine learning techniques, including text clustering and text categorization, in a
collection of newsgroup documents. In this case, duplicate messages are eliminated to
reveal the headers “from” and “subject” on the original messages.

Real-time data: For each of the 20 topics chosen, 250 publications are gathered from the
Springer and Science Directwebsites. Only a few of the topics include developments in data
analysis, artificial intelligence, big data, bioinformatics, biometrics, cloud computing, and
other concepts. 5000 documents are therefore included in the text categorization process.

4.3. Performance Analysis

This section describes the performance assessment of the developed HFCVO-based
DMN with respect to evaluation metrics using three datasets.

4.3.1. Analysis Using Reuter Dataset

Table 2 illustrates the performance assessment of the HFCVO-based DBN utilizing
the Reuter dataset. If the training percentage is 90%, the TPR obtained by the proposed
HFCVO-based DBN with a feature size of 100 is 0.873, a feature size of 200 is 0.897, a feature
size of 300 is 0.901, a feature size of 400 is 0.928, and afeature size of 500 is 0.935. By taking
the training percentage as 90%, the proposed HFCVO-based DBN achieved aTNR of 0.858
for a feature size of 100, 0.874 for a feature size of 200, 0.896 for a feature size of 300, 0.902
for a feature size of 400, and 0.925 for a feature size of 500. By considering the training
percentage as 90%, the FNR obtained by the proposed HFCVO-based DBN with a feature
size of 100, 200, 300, 400, and 500 is 0.127, 0.103, 0.099, 0.072, and 0.065, respectively. If the
training percentage is 90%, the precision attained by the developed HFCVO-based DBN
with a feature size of 100 is 0.883, 200 is 0.909, 300 is 0.923, 400 is 0.947, and 500 is 0.970. If
the training data is 90%, the testing accuracy achieved by the developed HFCVO-based
DBN with a feature size 100 is 0.857, with a feature size of 200 is 0.878, with a feature size
of 300 is 0.898, with a feature size of 400 is 0.905, and with a feature size of 500 is 0.924.

Table 2. Performance analysis using Reuter dataset for TPR, TNR, FNR, precision, and testing accuracy.

Training Data(%)
Proposed

HFCVO-Based DMN
with Feature Size 100

Proposed
HFCVO-Based DMN
with Feature Size 200

Proposed
HFCVO-Based DMN
with Feature Size 300

Proposed
HFCVO-Based DMN
with Feature Size 400

Proposed
HFCVO-Based DMN
with Feature Size 500

TPR

60 0.824 0.837 0.846 0.868 0.885

70 0.847 0.865 0.874 0.881 0.895

80 0.862 0.872 0.900 0.905 0.925

90 0.873 0.897 0.901 0.928 0.935

TNR

60 0.808 0.812 0.835 0.842 0.854

70 0.812 0.834 0.846 0.857 0.865

80 0.835 0.853 0.874 0.894 0.901

90 0.858 0.874 0.896 0.902 0.925

FNR

60 0.176 0.163 0.154 0.132 0.115

70 0.153 0.135 0.126 0.119 0.105

80 0.138 0.128 0.100 0.095 0.075

90 0.127 0.103 0.099 0.072 0.065

Precision

60 0.868 0.886 0.895 0.904 0.929

70 0.875 0.884 0.903 0.912 0.938

80 0.880 0.897 0.913 0.940 0.953

90 0.883 0.909 0.923 0.947 0.970



Computation 2023, 11, 13 16 of 27

Table 2. Cont.

Training Data(%)
Proposed

HFCVO-Based DMN
with Feature Size 100

Proposed
HFCVO-Based DMN
with Feature Size 200

Proposed
HFCVO-Based DMN
with Feature Size 300

Proposed
HFCVO-Based DMN
with Feature Size 400

Proposed
HFCVO-Based DMN
with Feature Size 500

Accuracy

60 0.824 0.835 0.845 0.858 0.863

70 0.839 0.846 0.857 0.868 0.872

80 0.846 0.858 0.877 0.895 0.907

90 0.857 0.878 0.898 0.905 0.924

4.3.2. Analysis Using 20Newsgroup Dataset

Table 3 depicts the assessment of the HFCVO-based DBN utilizing the 20 Newsgroup
dataset. For a training percentage of 90%, the TPR yielded by the HFCVO-based DBN with
a feature size of 100 is 0.894, with a feature size of 200 is 0.913, with a feature size of 300 is
0.935, with a feature size of 400 is 0.947, and with a feature size of 500 is 0.963. If the training
percentage is maximized to 90%, the developed HFCVO-based DBN attained aTNR of 0.878
for a feature size of 100, 0.888 for a feature size of 200, 0.909 for a feature size of 300, 0.919
for a feature size of 400, and 0.939 for a feature size of 500. By assuming the training data
as 90%, the FNR achieved by the proposed HFCVO-based DBN with a feature size of 100 is
0.106, 200 is 0.087, 300 is 0.065, 400 is 0.053, and 500 is 0.037, respectively. If the training
data is 90%, the precision attained by the proposed HFCVO-based DBN with a feature size
of 100 is 0.891, 200 is 0.918, 300 is 0.938, 400 is 0.955, and 500 is 0.974. By considering the
training data as 90%, the testing accuracy yielded by the proposed HFCVO-based DBN
with a feature size of 100, with a feature size of 200, with a feature size of 300, with a feature
size of 400, and with a feature size of 500 is 0.871, 0.899, 0.918, 0.938, and 0.956, respectively.

Table 3. Performance analysis using 20Newsgroup Dataset for TPR, TNR, FNR, precision, and testing accuracy.

Training Data(%)
Proposed

HFCVO-Based DMN
with Feature Size 100

Proposed
HFCVO-Based DMN
with Feature Size 200

Proposed
HFCVO-Based DMN
with Feature Size 300

Proposed
HFCVO-Based DMN
with Feature Size 400

Proposed
HFCVO-Based DMN
with Feature Size 500

TPR

60 0.867 0.884 0.909 0.928 0.946

70 0.877 0.897 0.918 0.938 0.950

80 0.881 0.896 0.919 0.938 0.955

90 0.894 0.913 0.935 0.947 0.963

TNR

60 0.846 0.868 0.877 0.888 0.898

70 0.857 0.861 0.879 0.898 0.902

80 0.867 0.875 0.887 0.907 0.923

90 0.878 0.888 0.909 0.919 0.939

FNR

60 0.133 0.116 0.091 0.072 0.054

70 0.123 0.103 0.082 0.062 0.050

80 0.119 0.104 0.081 0.062 0.045

90 0.106 0.087 0.065 0.053 0.037

Precision

60 0.855 0.877 0.895 0.919 0.936

70 0.864 0.884 0.916 0.930 0.942

80 0.888 0.908 0.928 0.945 0.966

90 0.891 0.918 0.938 0.955 0.974
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Table 3. Cont.

Training Data(%)
Proposed

HFCVO-Based DMN
with Feature Size 100

Proposed
HFCVO-Based DMN
with Feature Size 200

Proposed
HFCVO-Based DMN
with Feature Size 300

Proposed
HFCVO-Based DMN
with Feature Size 400

Proposed
HFCVO-Based DMN
with Feature Size 500

Accuracy

60 0.835 0.858 0.861 0.881 0.899

70 0.846 0.865 0.887 0.905 0.929

80 0.862 0.885 0.904 0.901 0.944

90 0.871 0.899 0.918 0.938 0.956

4.3.3. Analysis Using Real-Time Dataset

Table 4 depicts the performance assessment of the developed HFCVO-based DBN
utilizing the Real-time dataset. If the training percentage is 90%, the TPR obtained by the
proposed HFCVO-based DBN with a feature of size = 100 is 0.869, with a feature size of
200 is 0.897, with a feature size of 300 is 0.929, with a feature size of 400 is 0.949, and with
a feature size of 500 is 0.968. If the training percentage is increased to 90%, the proposed
HFCVO-based DBN achieved a TNR of 0.865 for a feature size of 100, 0.886 for a feature
size of 200, 0.908 for a feature size of 300, 0.926 for a feature size of 400, and 0.941 for
a feature size of 500. By considering the training data as 90%, the FNR obtained by the
proposed HFCVO-based DBN with a feature size of 100, 200, 300, 400, and 500 is 0.131,
0.103, 0.071, 0.051, and 0.032, respectively. If the training data is 90%, the precision attained
by the proposed HFCVO-based DBN with a feature size of 100 is 0.878, 200 is 0.892, 300
is 0.919, 400 is 0.939, and 500 is 0.954. By considering the training percentage as 90%, the
testing accuracy obtained by the proposed HFCVO-based DBN with a feature size of 100 is
0.884, with a feature size of 200 is 0.901, a feature size of 300 is 0.928, a feature size of 400 is
0.944, and a feature size of 500 is 0.955.

Table 4. Performance analysis using Real-time dataset for TPR, TNR, FNR, precision, and testing accuracy.

Training Data(%)
Proposed

HFCVO-Based DMN
with Feature Size 100

Proposed
HFCVO-Based DMN
with Feature Size 200

Proposed
HFCVO-Based DMN
with Feature Size 300

Proposed
HFCVO-Based DMN
with Feature Size 400

Proposed
HFCVO-Based DMN
with Feature Size 500

TPR

60 0.834 0.854 0.876 0.896 0.918

70 0.848 0.869 0.896 0.912 0.938

80 0.858 0.879 0.912 0.938 0.946

90 0.869 0.897 0.929 0.949 0.968

TNR

60 0.824 0.846 0.868 0.877 0.897

70 0.835 0.858 0.872 0.898 0.912

80 0.858 0.878 0.898 0.907 0.924

90 0.865 0.886 0.908 0.926 0.941

FNR

60 0.166 0.146 0.124 0.104 0.082

70 0.152 0.131 0.104 0.088 0.062

80 0.142 0.121 0.088 0.062 0.054

90 0.131 0.103 0.071 0.051 0.032

Precision

60 0.845 0.868 0.887 0.908 0.927

70 0.858 0.873 0.899 0.912 0.938

80 0.869 0.888 0.909 0.925 0.946

90 0.878 0.892 0.919 0.939 0.954
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Table 4. Cont.

Training Data(%)
Proposed

HFCVO-Based DMN
with Feature Size 100

Proposed
HFCVO-Based DMN
with Feature Size 200

Proposed
HFCVO-Based DMN
with Feature Size 300

Proposed
HFCVO-Based DMN
with Feature Size 400

Proposed
HFCVO-Based DMN
with Feature Size 500

Accuracy

60 0.848 0.865 0.885 0.892 0.907

70 0.869 0.879 0.896 0.912 0.924

80 0.875 0.895 0.912 0.929 0.935

90 0.884 0.901 0.928 0.944 0.955

4.4. Comparative Methods

The performance enhancement of the HFCVO-based DBN is compared with existing
approaches, such as the SGrC-based DBN [10], MB–FF-based NN [25], LFNN [29], and
SVNN [6].

4.5. Comparative Analysis

This section deliberates the comparative assessment of the developed HFCVO-based
DBN in terms of the evaluation metrics using three datasets.

4.5.1. Analysis Using Reuter Dataset

Table 5 represents the assessment of the developed method by employing the Reuter
dataset. When the training percentage is 90%, the TPR obtained by the proposed HFCVO-
based DBN is 0.935, which results in a performance increment of the developed method
compared with that of traditional approaches; for example, that compared with the SGrC-
based DBN is 14.035%, the MB–FF-based NN is 9.652%, the LFNN is 6.510%, and the
SVNN is 4.276%. If the training percentage is 90%, the TNR obtained by conventional
methods, such as the SGrC-based DBN, MB–FF-based NN, LFNN, and SVNN, is 0.798,
0.814, 0.837, and 0.854, respectively. By considering the training percentage as 90%, the
FNR attained by the developed method is 0.065, whereas the traditional methods attained
an FNR of 0.196 for the SGrC-based DBN, 0.155 for the MB–FF-based NN, 0.125 for the
LFNN, and 0.105 for the SVNN. If the training percentage is 90%, the precision achieved by
the proposed method is 0.970, which reveals a performance development of the developed
method compared with that of existing methods; for example, that compared with the
SGrC-based DBN is 20.218%, the MB–FF-based NN is 19.164%, the LFNN is 13.915%, and
the SVNN is 6.397%. The testing accuracy achieved by the proposed HFCVO-based DBN is
0.924 when the training data = 90%.

Table 5. Comparative analysis using Reuter dataset for TPR, TNR, FNR, precision, and testing accuracy.

Training Data(%) SGrC-Based DBN MB–FF-Based NN LFNN SVNN Proposed
HFCVO-Based DMN

TPR

60 0.745 0.765 0.785 0.825 0.885

70 0.754 0.785 0.799 0.848 0.895

80 0.775 0.804 0.825 0.854 0.925

90 0.804 0.845 0.875 0.895 0.935

TNR

60 0.725 0.745 0.765 0.785 0.854

70 0.735 0.765 0.799 0.814 0.865

80 0.765 0.785 0.814 0.835 0.901

90 0.798 0.814 0.837 0.854 0.925
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Table 5. Cont.

Training Data(%) SGrC-Based DBN MB–FF-Based NN LFNN SVNN Proposed
HFCVO-Based DMN

FNR

60 0.255 0.235 0.215 0.175 0.115

70 0.246 0.215 0.201 0.152 0.105

80 0.225 0.196 0.175 0.146 0.075

90 0.196 0.155 0.125 0.105 0.065

Precision

60 0.725 0.755 0.793 0.852 0.929

70 0.743 0.765 0.817 0.874 0.938

80 0.765 0.782 0.824 0.888 0.953

90 0.774 0.784 0.835 0.908 0.970

Accuracy

60 0.724 0.743 0.764 0.804 0.863

70 0.745 0.764 0.784 0.835 0.872

80 0.763 0.794 0.815 0.843 0.907

90 0.785 0.831 0.854 0.882 0.924

4.5.2. Analysis Using 20Newsgroup Dataset

Table 6 represents an assessment of the proposed method utilizing the 20 Newsgroup
dataset. When the training percentage is 90%, the TPR obtained by the proposed HFCVO-
based DBN is 0.963,which indicates the development of the proposed method compared
with the classical schemes; for example, that compared with the SGrC-based DBN is
14.052%, the MB–FF-based NN is 11.038%, the LFNN is 7.692%, and the SVNN is 5.617%. If
the training data is 90%, the TNR obtained by conventional methods, such as the SGrC-
based DBN, MB–FF-based NN, LFNN, and SVNN, is 0.836, 0.860, 0.889, and 0.909. By
assuming the training percentage as 90%, the FNR achieved by the developed technique is
0.037, while the traditional schemes attained an FNR of 0.173 for the SGrC-based DBN, 0.144
for the MB–FF-based NN, 0.111 for the LFNN, and 0.091 for the SVNN. If the training data is
90%, the precision yielded by the developed strategy is 0.974, which reveals a performance
enhancement of the developed method compared with that of conventional methods; for
example, that compared with the SGrC-based DBN is 19.377%, the MB–FF-based NN is
18.126%, the LFNN is 12.203%, and the SVNN is 5.923%. The testing accuracy attained by
the proposed HFCVO-based DBN is 0.956 when the training data = 90%.

Table 6. Comparative analysis using 20-Newsgroup Dataset for TPR, TNR, FNR, Precision, and
testing accuracy.

Training Data(%) SGrC-Based DBN MB–FF-Based NN LFNN SVNN Proposed
HFCVO-Based DMN

TPR

60 0.757 0.785 0.816 0.883 0.946

70 0.767 0.797 0.829 0.898 0.950

80 0.775 0.808 0.835 0.905 0.955

90 0.827 0.856 0.889 0.909 0.963

TNR

60 0.738 0.764 0.784 0.835 0.898

70 0.754 0.773 0.805 0.846 0.902

80 0.802 0.823 0.842 0.870 0.923

90 0.836 0.860 0.889 0.909 0.939
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Table 6. Cont.

Training Data(%) SGrC-Based DBN MB–FF-Based NN LFNN SVNN Proposed
HFCVO-Based DMN

FNR

60 0.243 0.215 0.184 0.117 0.054

70 0.233 0.203 0.171 0.102 0.050

80 0.225 0.192 0.165 0.095 0.045

90 0.173 0.144 0.111 0.091 0.037

Precision

60 0.736 0.765 0.805 0.879 0.936

70 0.759 0.773 0.825 0.886 0.942

80 0.772 0.804 0.836 0.895 0.966

90 0.785 0.798 0.855 0.917 0.974

Accuracy

60 0.749 0.775 0.798 0.844 0.899

70 0.752 0.798 0.813 0.857 0.929

80 0.799 0.839 0.852 0.872 0.944

90 0.818 0.844 0.878 0.898 0.956

4.5.3. Analysis Using Real-Time Dataset

Table 7 represents the assessment of the developed method using the Real-time dataset.
When the training percentage is 90%, the TPR obtained by the proposed HFCVO-based
DBN is 0.968,which indicates a performance enhancement of proposed method compared
with that of conventional approaches; for example, that compared with the SGrC-based
DBN is 13.425%, the MB–FF-based NN is 10.761%, the LFNN is 7.116%, and the SVNN is
5.709%. If the training percentage is 90%, the TNR obtained by conventional methods, such
as the SGrC-based DBN, the MB–FF-based NN, the LFNN, and the SVNN is 0.802, 0.824,
0.855, and 0.897. By considering the training percentage as 90%, the FNR achieved by the
developed model is 0.032, while the traditional techniques attained an FNR of 0.162 for the
SGrC-based DBN, 0.137 for the MB–FF-based NN, 0.101 for the LFNN, and 0.088 for the
SVNN. If the training percentage is 90%, the precision obtained by the proposed method
is 0.954, which reveals the performance increment of the developed method compared
with that of conventional techniques; for example, that compared with the SGrC-based
DBN is 17.608%, the MB–FF-based NN is 15.868%, the LFNN is 11.299%, and the SVNN is
1.846%. The testing accuracy achieved by the proposed HFCVO-based DBN is 0.955 when
the training data = 90%.

Table 7. Comparative analysis using Real-time dataset for TPR, TNR, FNR, precision, and testing accuracy.

Training Data(%) SGrC-Based DBN MB–FF-Based NN LFNN SVNN Proposed
HFCVO-Based DMN

TPR

60 0.768 0.798 0.827 0.868 0.918

70 0.798 0.813 0.850 0.879 0.938

80 0.819 0.835 0.856 0.889 0.946

90 0.838 0.863 0.899 0.912 0.968

TNR

60 0.744 0.777 0.786 0.844 0.897

70 0.774 0.797 0.825 0.855 0.912

80 0.794 0.818 0.838 0.868 0.924

90 0.802 0.824 0.855 0.897 0.941
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Table 7. Cont.

Training Data(%) SGrC-Based DBN MB–FF-Based NN LFNN SVNN Proposed
HFCVO-Based DMN

FNR

60 0.232 0.202 0.173 0.132 0.082

70 0.202 0.187 0.150 0.121 0.062

80 0.181 0.165 0.144 0.111 0.054

90 0.162 0.137 0.101 0.088 0.032

Precision

60 0.744 0.776 0.818 0.909 0.927

70 0.752 0.783 0.824 0.912 0.938

80 0.775 0.798 0.838 0.928 0.946

90 0.786 0.803 0.846 0.937 0.954

Accuracy

60 0.755 0.786 0.812 0.856 0.907

70 0.788 0.809 0.836 0.867 0.924

80 0.809 0.824 0.848 0.873 0.935

90 0.824 0.854 0.886 0.906 0.955

4.6. Analysis Based on Optimization Techniques

This section deliberates the assessment of the developed HFCVO-based DBM based
on optimization techniques using three datasets. The algorithms utilized in this analy-
sis are TSO + DMN [34], IIWO + DMN [32], IWTSO + DMN, HGSO + DMN [36], and
CMVO + DMN [37].

4.6.1. Analysis Using Reuter Dataset

Table 8 shows the assessment of the optimization methodologies in terms of perfor-
mance metrics. If the training data is 90%, the TPR obtained by the developed
HFCVO + DMN is 0.935, whereas the TPR attained by TSO + DMN is 0.865,
IIWO + DMN is 0.875, IWTSO + DMN is 0.887, HGSO + DMN is 0.899, and
CMVO + DMN is 0.914. If the training data is 90%, the TNR obtained by the optimization
algorithms, such as TSO + DMN, IIWO + DMN, IWTSO + DMN, HGSO + DMN, and
CMVO + DMN, is 0.835, 0.854, 0.865, 0.887, and 0.905, respectively. By assuming the
training percentage as 90%, the FNR yielded by the proposed HFCVO + DMN is 0.065,
whereas the other optimization algorithms obtained an FNR of 0.135 for TSO + DMN,
0.125 for IIWO + DMN, 0.113 for IWTSO + DMN, 0.101 for HGSO + DMN, and 0.086 for
CMVO + DMN. When the training percentage is maximized to 90%, the precision obtained
by the developed HFCVO + DMN is 0.970. If the training percentage is elevated to 90%, the
proposed HFCVO + DMN attained a testing accuracy of 0.924, whereas the conventional
methodologies obtained a testing accuracy of 0.854 for TSO + DMN, 0.865 for IIWO + DMN,
0.875 for IWTSO + DMN, 0.898 for HGSO + DMN, and 0.905 for HFCVO + DMN.

Table 8. Analysis based on optimization using Reuter dataset for TPR, TNR, FNR, precision, and
testing accuracy.

Training Data(%) TSO+DMN IIWO+DMN IWTSO+DMN HGSO+DMN CMVO+DMN HFCO+DMN

TPR

60 0.814 0.835 0.854 0.865 0.875 0.885

70 0.825 0.845 0.865 0.875 0.887 0.895

80 0.841 0.854 0.875 0.887 0.905 0.925

90 0.865 0.875 0.887 0.899 0.914 0.935
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Table 8. Cont.

Training Data(%) TSO+DMN IIWO+DMN IWTSO+DMN HGSO+DMN CMVO+DMN HFCO+DMN

TNR

60 0.785 0.799 0.814 0.835 0.854 0.854

70 0.799 0.814 0.825 0.841 0.854 0.865

80 0.825 0.837 0.848 0.865 0.886 0.901

90 0.835 0.854 0.865 0.887 0.905 0.925

FNR

60 0.186 0.165 0.146 0.135 0.125 0.115

70 0.175 0.155 0.135 0.125 0.113 0.105

80 0.159 0.146 0.125 0.113 0.095 0.075

90 0.135 0.125 0.113 0.101 0.086 0.065

Precision

60 0.833 0.854 0.875 0.895 0.905 0.929

70 0.841 0.865 0.887 0.914 0.925 0.938

80 0.854 0.875 0.895 0.920 0.927 0.953

90 0.865 0.887 0.905 0.925 0.948 0.970

Accuracy

60 0.804 0.814 0.825 0.837 0.848 0.863

70 0.814 0.825 0.837 0.847 0.854 0.872

80 0.833 0.845 0.854 0.876 0.887 0.907

90 0.854 0.865 0.875 0.898 0.905 0.924

4.6.2. Analysis Using 20Newsgroup Dataset

Table 9 specifies the assessment of the optimization methodologies in accordance
with the performance measures. When the training data = 90%, the TPR yielded by
the developed HFCVO + DMN is 0.963, while the TPR obtained by TSO + DMN is 0.887,
IIWO + DMN is 0.904, IWTSO + DMN is 0.914, HGSO + DMN is 0.933, and
CMVO + DMN is 0.954. By considering the training percentage as 90%, the TNR achieved
by the optimization methodologies such as TSO + DMN is 0.841, IIWO + DMN is 0.865,
IWTSO + DMN is 0.885, HGSO + DMN is 0.895, and CMVO + DMN is 0.925. By assuming
the training percentage as 90%, the FNR attained by the developed HFCVO + DMN is
0.037, whereas the other optimization techniques achieved an FNR of 0.113 for TSO + DMN,
0.096 for IIWO + DMN, 0.086 for IWTSO + DMN, 0.067 for HGSO + DMN, and 0.046 for
CMVO + DMN. When the training percentage = 90%, the proposed HFCVO + DMN ob-
tained a precision of 0.974. When the training percentage is increased to 90%, the proposed
HFCVO + DMN attained a testing accuracy of 0.956, whereas the conventional methodolo-
gies obtained a testing accuracy of 0.857 for TSO + DMN, 0.875 for IIWO + DMN, 0.885 for
IWTSO + DMN, 0.937 for HGSO + DMN, and 0.941 for HFCVO + DMN.

Table 9. Analysis based on optimization using 20Newsgroup dataset for TPR, TNR, FNR, precision,
and testing accuracy.

Training Data(%) TSO+DMN IIWO+DMN IWTSO+DMN HGSO+DMN CMVO+DMN HFCO+DMN

TPR

60 0.841 0.865 0.875 0.897 0.925 0.946

70 0.854 0.870 0.899 0.914 0.925 0.950

80 0.865 0.887 0.905 0.924 0.937 0.955

90 0.887 0.904 0.914 0.933 0.954 0.963
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Table 9. Cont.

Training Data(%) TSO+DMN IIWO+DMN IWTSO+DMN HGSO+DMN CMVO+DMN HFCO+DMN

TNR

60 0.802 0.825 0.847 0.865 0.885 0.898

70 0.814 0.837 0.854 0.875 0.895 0.902

80 0.824 0.848 0.865 0.887 0.905 0.923

90 0.841 0.865 0.885 0.895 0.925 0.939

FNR

60 0.159 0.135 0.125 0.103 0.075 0.054

70 0.146 0.130 0.101 0.086 0.075 0.050

80 0.135 0.113 0.095 0.076 0.063 0.045

90 0.113 0.096 0.086 0.067 0.046 0.037

Precision

60 0.854 0.865 0.887 0.905 0.914 0.936

70 0.865 0.875 0.895 0.925 0.937 0.942

80 0.887 0.905 0.925 0.933 0.954 0.966

90 0.897 0.925 0.941 0.951 0.962 0.974

Accuracy

60 0.825 0.845 0.854 0.865 0.887 0.899

70 0.835 0.854 0.865 0.895 0.905 0.929

80 0.841 0.865 0.875 0.924 0.935 0.944

90 0.857 0.875 0.885 0.937 0.941 0.956

4.6.3. Analysis Using Real-Time Dataset

Table 10 represents the assessment of the optimization methodologies in terms of the
performance metrics. By considering the training percentage is 90%, the TPR obtained by
HFCVO + DMN is 0.968, whereas the TPR attained by TSO + DMN is 0.875, IIWO + DMN
is 0.885, IWTSO + DMN is 0.904, HGSO + DMN is 0.925, and CMVO + DMN is 0.941.
If the training data is 90%, the TNR obtained by the optimization algorithms, such as
TSO + DMN, IIWO + DMN, IWTSO + DMN, HGSO + DMN, and CMVO + DMN, is 0.865,
0.875, 0.895, 0.921, and 0.933, respectively. By considering the training percentage as 90%,
the FNR yielded by the proposed HFCVO + DMN is 0.032, whereas the other optimization
algorithms obtained an FNR of 0.125 for TSO + DMN, 0.115 for IIWO + DMN, 0.075 for
IWTSO + DMN, 0.059 for HGSO + DMN, and0.032 for CMVO + DMN. When the training
percentage is maximized to 90%, the precision obtained by the developed HFCVO + DMN
is 0.954. If the training percentage is elevated to 90%, the proposed HFCVO + DMN attained
a testing accuracy of 0.955, whereas the conventional methodologies obtained a testing
accuracy of 0.865 for TSO + DMN, 0.885 for IIWO + DMN, 0.895 for IWTSO + DMN, 0.926
for HGSO + DMN, and 0.935 for HFCVO + DMN.

Table 10. Analysis based on optimization using Real-time dataset for TPR, TNR, FNR, precision, and
testing accuracy.

Training Data(%) TSO+DMN IIWO+DMN IWTSO+DMN HGSO+DMN CMVO+DMN HFCO+DMN

TPR

60 0.824 0.841 0.861 0.887 0.901 0.918

70 0.835 0.854 0.875 0.895 0.914 0.938

80 0.854 0.865 0.887 0.905 0.925 0.946

90 0.875 0.885 0.904 0.925 0.941 0.968
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Table 10. Cont.

Training Data(%) TSO+DMN IIWO+DMN IWTSO+DMN HGSO+DMN CMVO+DMN HFCO+DMN

TNR

60 0.802 0.833 0.854 0.875 0.885 0.897

70 0.821 0.854 0.875 0.895 0.902 0.912

80 0.841 0.865 0.887 0.905 0.914 0.924

90 0.865 0.875 0.895 0.921 0.933 0.941

FNR

60 0.176 0.159 0.139 0.113 0.099 0.082

70 0.165 0.146 0.125 0.105 0.086 0.062

80 0.146 0.135 0.113 0.095 0.075 0.054

90 0.125 0.115 0.075 0.059 0.032 0.032

Precision

60 0.833 0.854 0.875 0.895 0.905 0.927

70 0.854 0.865 0.895 0.914 0.925 0.938

80 0.875 0.885 0.905 0.925 0.935 0.946

90 0.897 0.905 0.924 0.935 0.941 0.954

Accuracy

60 0.814 0.837 0.854 0.875 0.887 0.907

70 0.825 0.841 0.865 0.899 0.904 0.924

80 0.841 0.865 0.887 0.914 0.925 0.935

90 0.865 0.885 0.895 0.926 0.935 0.955

5. Conclusions

Text mining has been considered a significant tool for diverse knowledge discovery-
based applications, such as document arrangement, fake email filtering, and news group-
ings. Nowadays, text mining employs incremental learning data, as they are economically
cost-effective when handling massive data. However, the major crisis that occurs in in-
cremental learning is low accuracy because of the existence of countless terms in the text
document. Deep learning is an effectual technique for refining underlying data in the
text but it provides superior results on closed datasets than real-world data. Hence, ap-
proaches to deal with imbalanced datasets are very significant for addressing such problems.
Hence, this research proposes an effective incremental text classification strategy using the
proposed HFCVO-based DMN. The proposed approach consists of four phases, namely,
pre-processing, feature extraction, feature selection, and incremental text categorization.
Here, the optimal features are extracted using the developed IWTSO algorithm. Moreover,
the incremental text classification is done by exploiting the DBN, where the network is
trained using HFCVO. When incremental data arrive, the error is computed for both the
original data and incremental data. If the error of the incremental data is less than the
error of the original data, then the weights are bounded based on a fuzzy theory using the
same proposed HFCVO. The proposed algorithm is devised by merging the features of
HGSO and CMVO with the fuzzy concept. Meanwhile, the proposed HFCVO-based DNM
achieved a maximum TPR of 0.968, a maximum TNR of 0.941, a low FNR of 0.032, a high
precision of 0.954, and a high accuracy of 0.955.
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Nomenclature

Abbreviations Descriptions
HFCVO Henry Fuzzy Competitive Multi-verse Optimizer
DMN Deep Maxout Network
IWTSO Invasive Weed Tunicate Swarm Optimization
DMN Deep Maxout Network
IWO Invasive Weed Optimization
NB Naïve Bayes
TSA Tunicate Swarm Algorithm
DMN Deep Maxout Network
HGSO Henry Gas Solubility Optimization
CMVO Competitive Multi-Verse Optimizer
WWW World Wide Web
ML Machine Learning
TNR True Negative Rate
SVM Support Vector Machine
FNR False Negative Rate
KNN K-Nearest Neighbor
AC Associative Classification
SGrC-based DBN Spider Grasshopper Crow Optimization Algorithm-based

Deep Belief Neural network
SMO Spider Monkey Optimization
GCOA Grasshopper Crow Optimization Algorithm
RL Reinforcement Learning
SVNN Support Vector Neural Network
LSTM Long Short-Term Memory
MB–FF-based NN Monarch Butterfly optimization–FireFly optimization-based

Neural Network
TF–IDF Term Frequency–Inverse Document Frequency
ST Sequential Targeting
COA Cuckoo Optimization Algorithm
Gibbs MedLDA Interactive visual assessment model depending on a semi-supervised

topic modeling technique called allocation.
SG–CAV-based DBN Stochastic Gradient–CAViaR-based Deep Belief Network
ReLU Rectified Linear Unit
RBM Restricted Boltzmann Machines
MVO Multi-Verse Optimizer algorithm
NN Neural Network
TPR True Positive Rate
RF Random Forest
NLP Natural Language Processing
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