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Abstract: The spatiotemporal model consists of stationary and non-stationary data, respectively
known as the Generalized Space–Time Autoregressive (GSTAR) model and the Generalized Space–
Time Autoregressive Integrated (GSTARI) model. The application of this model in forecasting climate
with rainfall variables is also influenced by exogenous variables such as humidity, and often the
assumption of error is not constant. Therefore, this study aims to design a spatiotemporal model
with the addition of exogenous variables and to overcome the non-constant error variance. The
proposed model is named GSTARI-X-ARCH. The model is used to predict climate phenomena in
West Java, obtained from National Aeronautics and Space Administration Prediction of Worldwide
Energy Resources (NASA POWER) data. Climate data are big data, so we used knowledge discovery
in databases (KDD) in this study. The pre-processing step is collecting and cleaning data. Then, the
data mining process with the GSTARI-X-ARCH model follows the Box–Jenkins procedure: model
identification, parameter estimation, and diagnostic checking. Finally, the post-processing step for
visualization and interpretation of forecast results was conducted. This research is expected to
contribute to developing the spatiotemporal model and forecast results as recommendations to the
relevant agencies.

Keywords: GSTARI-X-ARCH; KDD; climate; forecasting

MSC: 62M10; 62H11

1. Introduction and Background

Climate change is a world problem that is very crucial for immediate preventive ac-
tion [1]. The causes of climate change are complex and controversial natural, anthropogenic
processes with global and local effects. Climate occurs over a long period regionally and
globally. The elements of climate include air temperature, rainfall, air pressure, wind
direction, humidity, and other climate elements [2]. Climate significantly impacts the
socioeconomic field, directly and indirectly affecting sectors of human life. The awareness
of community response is still deficient in mitigating and adapting to the severe challenges
of climate change [3]. A significant influence also affects the agricultural sector. Due to
the drought and rainy season, farmers changed irrigation techniques and harvest times [4].
The soil surface temperature’s climatic elements also affect the city’s development [5,6].
One of the climate impacts that have a significant impact is La Niña which causes an
increase in rainfall in the Western Pacific region [7–9]. In West Java, La Niña generally
causes temporal changes in the volume and pattern of rainfall [9]. Rainfall is divided into
wet months in December, January, and February (DJF) and dry months in June, July, and
August (JJA). Rainfall is also influenced by other climatic elements, namely humidity, so
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statistical analysis is needed to predict rainfall in an area. The relationship between rainfall
and humidity usually lasts for a long time, such as months or years.

Climate data that are sorted by time are called time series data. Time series models are
divided into univariate and multivariate based on the number of variables [10,11]. In [12],
the model is divided into stationary and non-stationary. The study also identified the
procedures for modeling the Box–Jenkins-based time series, which include the identification
process, parameter estimation, and diagnostic checking [12]. The model identification stage
is conducted by testing the stationary and determining the order of the model. Next,
parameter estimation is carried out to obtain the forecast value. Diagnostic checking tests
the model’s assumptions of normal multivariate, white noise, and homoscedasticity.

Climate data sorted by a combination of time and location simultaneously are known
as spatiotemporal data, which include the Space–Time Autoregressive (STAR) [13,14] and
the GSTAR models [15]. In [14], the STAR model is used on stationary data to analyze the
crime rate in the city of Boston. The STAR model has the assumption that each location
has homogeneous characteristics. Meanwhile, the STAR model is weak because it is only
applicable to homogeneous locations. The model development was carried out by assuming
heterogeneous locations for the GSTAR model on stationary data and the GSTARI model
on non-stationary data. In [15], the GSTAR model is used to forecast oil production at the
Jatibarang field well using the ordinary least squares (OLS) method, assuming that the
error variance is constant [16].

The GSTAR model is developed by estimating parameters using the autoregressive con-
ditional heteroscedasticity (ARCH) model. The GSTAR-ARCH model is built for stationary
data and the GSTARI-ARCH model is for non-stationary data [17–20]. The GSTAR-ARCH
model is applied in forecasting inflation data in West Java [17] and the GSTARI-ARCH
model is used to forecast the CPI data in North Sumatra [18]. In addition, the GSTAR–
seemingly unrelated regressions (SUR) model is developed to overcome autocorrelation
errors for predicting rainfall in Batu City, Malang [21]. In [22–25], the GSTAR model is
developed into a Generalized Space–Time Autoregressive Integrated Moving Average
(GSTARIMA) with non-stationary data used for economic analysis.

The GSTAR/GSTARI model is developed by adding exogenous variables that affect the
response variables. These models are called the Generalized Space–Time Autoregressive—
Exogenous (GSTAR-X) and the Generalized Space–Time Autoregressive Integrated—
Exogenous (GSTARI-X) [26–29]. Elfiyan et al. [26] developed the GSTARI-X model on
non-stationary data with parameter estimation using ordinary least squares (OLS). This
model predicts the number of active family planning participants in West Java as a response
variable and the number of field family planning managers as an exogenous variable.
Suhartono et al. [27] further developed the GSTARX model with generalized least squares
(GLS) known as the GSTARX-GLS model. The GSTARX-GLS model is applied to fore-
cast inflation in four major Indonesian cities. The response variables are the increase
in fuel prices and the exogenous variables are the Eid al-Fitr holiday calendar. Ashari
et al. [29] modified the GSTARX into GSTARX-SUR model using the SUR method by
adding exogenous variables and parameter estimation to overcome autocorrelated errors.
The GSTARX-SUR model is applied to predict black cocoa pod attack (response variable)
and rainfall (exogenous variable).

Based on the literature review, the gap in previous research in the GSTARX and
GSTARIX models [26,27] cannot solve the problem of non-constant error variance. In apply-
ing the spatiotemporal model, this often happens in forecasting. Then, the GSTAR-ARCH
and GSTARI-ARCH models [17,18] do not contain exogenous variables. In forecasting
phenomena, especially climate, the response variable is influenced by exogenous variables.
In addition, the data used in previous research are small (1 MB–20 MB). The climate data on
the NASA POWER website are big data. The NASA POWER data consist of 100 variables
with three subclasses from all locations worldwide. So, the KDD process in data mining
methodology is needed in processing climate data. Several previous researchers have used
the KDD process. Abdullah [30] forecasted the education quality in Indonesia using a
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data mining approach through the SAR–Kriging model. The model used is only based on
location and involves time, even though phenomena that occur daily can also be sorted
by time. Then, Munandar et al. [31] used a data mining approach to climate data with
the PCA-VARI model. The PCA-VARI model does not involve the assumption of location
heterogeneity like the GSTAR/GSTARI model. Next, Monika et al. [32] forecast rainfall in
Bandung using the ARIMA-ARCH model, a univariate time-series model.

Based on the explanation above, in this research, we contribute to building a spa-
tiotemporal model with simultaneous assumptions, including non-stationary data, adding
exogenous variables, overcoming non-constant error variances, and the KDD process ap-
proach. The proposed model is called the GSTARI-X-ARCH model, which overcomes the
gap of previous research. The GSTARI-X-ARCH model is used for forecasting climate phe-
nomena in West Java with rainfall and humidity as the response and exogenous variables,
respectively. Theoretical studies and applications in this current study are supported by
computing with open-source R software. The obtained results are expected to contribute
to scientific development regarding stochastic modeling in spatiotemporal analysis. Also,
quantitative results from forecasting climate phenomena in West Java are expected to be
useful for the relevant agencies as an early warning.

2. Materials and Methods
2.1. Non-Stationary Univariate Time Series Analysis

A consecutive observational sequence of a phenomenon with an identical time interval
is called a time series [10]. Continuous time series are observations made continuously,
whereas discrete time series are observations made at certain time intervals [10]. The time
series analysis based on stationary data is divided into stationary and non-stationary. Mean-
while, it is categorized as univariate and multivariate regarding the number of variables.

The stochastic process is a sequence of random variables Z(ω, t), with ω sample space
and t time index. For example, given a set of random variables {Zt1 , Zt2 , Zt3 , . . . , Ztn},
the time series is a stochastic process {Zt(ω, t) : t = 0,±1,±2, . . .}, where Z is a random
variable with time index t in the sample space ω [10]. The data are stationary when there is
no significant change. For example, a stochastic process of order nth is considered stationary
when FZt1 ,..., Ztn

(x1, . . . , xn) = FZt1+k ,...,Ztn+k (x1, . . . , xn) for all t, k integers, and FZ1(x1) =

FZ1+k(x1) is a one-dimensional distribution function. Stationary testing is performed using
the augmented Dicky–Fuller (ADF) test, which is expressed as follows [10,11]:

Z(t) = ρZ(t− 1) + U(t) (1)

where
Z(t): time series data at time t
Z(t− 1): time series data at time (t− 1)
ρ: parameter, if ρ = 0, so there is a unit root
U(t): error at time t
The ADF test results on non-stationary data are obtainable through a differencing

process, which is a method for stabilizing non-stationary data by reducing the observation
value Z(t) from the previous one Z(t− 1). The differencing process on the d-order, where
B represents the backshift operator is stated as follows [10,11]:

∆dZ(t) = (1− B)dZ(t) (2)

The autoregressive integrated (ARI) model is a non-stationary univariate time se-
ries. The ARI (p, k) model is expressed below, where p, k represents autoregressive order,
Y(t) = Z(t)− Z(t− 1) represents observation at time t with first order differencing, φk rep-
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resent autoregressive parameter on time order k, and differencing order with assumptions
e(t)iid

∼N
(
0, σ2) [10,11]:

Y(t) =
p

∑
k=1

φkY(t− k) + e(t) (3)

2.2. Distance Inverse Weight Matrix

The weight matrix is a square matrix with elements of the corresponding location
weights. The weight matrix obtained by calculating the actual distance among locations
is called the inverse distance weight matrix. The distance inverse weight calculation is as
follows [33]:

wij =
1

dij
(4)

where wij is the inverse weight matrix element of the distance at locations i and j, and dij
represents the distance from location i to location j.

2.3. Spatiotemporal Model Based on Box–Jenkins Method

The spatiotemporal model was first developed in 1980 by Pfeifer and Deutch [13,14].
The GSTAR model

(
p; λ1, λ2, λ3, . . . , λp

)
assumes heterogeneous location characteristics

and it is expressed in terms of matrix as follows [15,16]:

z(t) =
p

∑
k=1

λk

∑
l=0

[
ΦklW(l)z(t− k)

]
+ e(t) (5)

where
z(t): observation vector at time t
z(t− k): observation vector at time (t− k)
λk: spatial order at the k-th autoregressive
Φkl: autoregressive and space–time parameters on time order k and spatial order l
W(l): weight matrix on the spatial order l
e(t): error vector at time t, assuming e(t)iid

∼N
(
0, σ2I

)
The GSTARI is a development of the GSTAR model on non-stationary data. The

general form of the GSTARI model (p; d; λ1, λ2, λ3, . . . , λk) is written as follows [23]:

y(t) =
p

∑
k=1

λk

∑
l=0

[
ΦklW(l)y(t− k)

]
+ e(t) (6)

where y(t) = z(t) − z(t− 1), y(t− 1) = z(t− 1) − z(t− 2), . . . , y(t− k) = z(t− k) −
z(t− k− 1).

The development of the GSTARI model with the addition of exogenous variables is
known as the GSTARI-X. The GSTARI-X (1 : p) model in the form of matrix notation is
expressed as follows [26,27]:

y(t) =
p

∑
k=1

λk

∑
l=0

[
ΦklW(l)y(t− k)

]
+ γ x(t) + e(t) (7)

where γ and x represents sequentially exogenous parameters and observations of ex-
ogenous variables, respectively. The GSTARI-X model assumes zero mean error and
constant variance.

2.4. Space–Time Autoregressive Autocorrelation Function (STACF) and Space–Time Partial
Autocorrelation Function (STPACF)

STACF and STPACF plots can be used in identification process of Spatio-Temporal
model [13,14]. The STACF was obtained by standardizing the autocovariance function of
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the time lag m for observations with the k-th and l-th spatial lag, γlk(m). According to [2],
the STACF generally has a constant variance for each spatial lag, defined as follows [11]:

ρlk(m) =
γlk(m)√

γll(0)γkk(0)
(8)

To identify the spatiotemporal model sequence, the truncated lag in the STPACF plot
needs to be examined. STPACF for spatial order in the Yule–Walker equation is the last
coefficient of φlk = (l = 0, 12, . . . , λ and k = 1, 2, 3, . . .) as shown in Appendix A.

2.5. Autoregressive Conditional Heteroscedasticity (ARCH) Model

The GSTARI-X error assumption with non-constant variance is examined through
the ARCH, a time series model for modeling the heteroscedasticity of variance based on
previous data [34,35]. The error variance equation for the ARCH model (1) is expressed in
Equation (9) [34,36]:

ht = σ2
t = α0 + α1e2

t−1 (9)

From Equation (9), it was observed that the error variance has two components,
namely the constant (α0) and the square of the previous period error (e2

t−1). Conditional
heteroscedasticity is the error model (et), having non-constant properties and is based on
the last error value (et−1). The ARCH (p) model is expressed below [34,35]:

ht = σ2
t = α0 + ∑p

i=1 αie2
t−i ; i = 1, 2, 3, . . . , p (10)

where
ht: conditional variance at time t
α0: intercept or constant error
α1, α2, . . . , αp: parameter ARCH model
α0 > 0 dan αi ≥ 0

2.6. The Development of the GSTARI-X-ARCH Model

The GSTARI-X-ARCH model is an extension of the GSTARI-X model in Equation
(7) with error estimation through the ARCH model in Equation (9). Furthermore, the
GSTARI-X-ARCH model was developed to forecast spatiotemporal data with non-constant
error variances, non-stationary data, and exogenous variables. The general form of the
GSTARI-X (1 : p)-ARCH (q) model is stated as follows:

y(t) =
p

∑
k=1

λk

∑
l=0

[
ΦklW

(l)y(t− k)
]
+ γ x(t) + e(t) (11)

where
y(t) = z(t)− z(t− 1); y(t− k) = z(t− k)− z(t− k− 1) (12)

e(t) = Dtηt (13)

et|Ft−1 ∼ N(0, Σt) (14)

Σt = Var[et|Ft−1] = E
[
ete′t
∣∣Ft−1

]
(15)

Dt = diag
(√

h1,t, . . . ,
√

hN,t

)
(16)

ηt =
et√
ht

(17)

Ft−1 represents the set of information available up to time t− 1, hN,t represents con-
ditional variance, Dt represents the conditional variance diagonal matrix, Σt denotes the
conditional variance matrix, and ηt is the standardization error vector. Forecasting proce-
dures with the GSTARI-X-ARCH model and parameter estimation are presented in Figure 1.



Computation 2022, 10, 204 6 of 19

Computation 2022, 10, x FOR PEER REVIEW 6 of 18 
 

 

𝜼௧ = 𝑒௧ඥℎ௧ (17)𝐹௧ିଵ  represents the set of information available up to time 𝑡 − 1, ℎே,௧  represents 
conditional variance, 𝐃௧ represents the conditional variance diagonal matrix, 𝚺௧ denotes 
the conditional variance matrix, and 𝜼௧ is the standardization error vector. Forecasting 
procedures with the GSTARI-X-ARCH model and parameter estimation are presented in 
Figure 1. 

 
Figure 1. GSTARI-X-ARCH model procedure. 

2.7. Diagnostic Checking 
Diagnostic checks are performed to observe whether the error assumptions in the 

model have been met or not. Generally, three error assumptions have to be met, namely 
the multivariate properties of white noise, multivariate normal distribution, and homo-
scedasticity. The Portmanteau test used to check the error assumption is multivariate 
white noise [37,38], which is a sequence of random variables with mean 0 and constant 
variance 𝜎௘ଶ𝐈. Chi-Squared QQ plots obtained from the value of 𝑑௝ଶ which represents the 
test statistic were used to check the assumption of multivariate normal error distribution 
[39]. The Lagrange multiplier (LM) test for the assumption of homoscedasticity is ex-
pressed in [40–42]: LM = T × Rଶ (18)

where T is the observation numbers, Rଶ represents the determination coefficient of the 
regression model. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Input the data 

Data In-Sample Data Out-Sample 

Descriptive Statistics 

ACF and PACF Plots 

Are Data Stationary? 

Determining the Inverse 
Distance Matrix 

STACF and STPACF plots 

Determining the Order of the 
GSTARI-X Model 

No 

Parameter Estimation of GSTARI-
X Model with OLS Method 

Calculating the Model GSTARI-X error 

 Are the Heteroscedasticity 
Assumptions Fulfilled? 

Estimating the 
parameters of the 

GSTARI-X-ARCH 
Model 

GSTARI-X-ARCH 
Model Parameter 
Significance Test 

Model GSTARI-X 

 Does the model meet 
the diagnostic check 

stage? 

GSTARI-X-
ARCH model for 

forecasting 
Calculating 

MAPE Model 
GSTARI-X-

ARCH 

Finish 

Yes 

No 

Yes 

Yes 

No 

 Climate Forecast 
Results in West Java 

Differencing 

Start 

Figure 1. GSTARI-X-ARCH model procedure.

2.7. Diagnostic Checking

Diagnostic checks are performed to observe whether the error assumptions in the
model have been met or not. Generally, three error assumptions have to be met, namely the
multivariate properties of white noise, multivariate normal distribution, and homoscedas-
ticity. The Portmanteau test used to check the error assumption is multivariate white
noise [37,38], which is a sequence of random variables with mean 0 and constant vari-
ance σ2

e I. Chi-Squared QQ plots obtained from the value of d2
j which represents the test

statistic were used to check the assumption of multivariate normal error distribution [39].
The Lagrange multiplier (LM) test for the assumption of homoscedasticity is expressed
in [40–42]:

LM = T× R2 (18)

where T is the observation numbers, R2 represents the determination coefficient of the
regression model.

2.8. Mean Absolute Percentage Error (MAPE)

Forecasting accuracy was obtained by calculating the MAPE value, the average percent
of absolute error value, and the actual value in each period. The MAPE formula for the
spatiotemporal model is expressed below [43]:

MAPE =
1

N(T − 1)

N

∑
i=1

T

∑
t=2

[∣∣∣∣ êi(t)
zi(t)

∣∣∣∣]× 100% (19)
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where zi(t) and êi(t) represent the actual and error values, respectively, whereas T and N
denote the numbers of time series observation and location observation, respectively.

2.9. Knowledge Discovery in Database (KDD) Data Mining

Big data is a massive and complex dataset, which makes it difficult to be processed
with simple data warehouse tools [44]. Examples of big data in daily life are the huge
data quantities regularly obtained from climate observations [45,46], Twitter user data [47],
banking transaction data, and others. Analyzing these saved data is a crucial activity
as the human ability to individually record the evaluated data patterns is very limited.
Therefore, data mining is needed to support human work in learning and informing data.
Data mining is used to extract useful information and detect patterns from data, often large
data sets closely related to knowledge discovery in databases and data science [48]. This
is because it is a technique that functions descriptively and predictively in big data when
searching for essential information and trending patterns [49,50]. Alternative names for
data mining are knowledge discovery (mining) in databases (KDD), knowledge extraction,
data/pattern analysis, data archeology, data dredging, information harvesting, business
intelligence, and others. Those factors encouraging data mining development are scalability,
high dimensionality, heterogeneous/complex data, data ownership, and non-traditional
analysis [51]. The KDD data mining method consists of three stages, namely pre-processing,
data mining process, and post-processing, and its procedure is shown in Figure 2 [49,52].
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3. Results

This section describes the implementation of the GSTARI-X-ARCH model using KDD
data mining. The KDD process is needed in this study as a function of the description
and forecasting of NASA POWER climate data which are big data. The stages of the KDD
process are explained as follows:

3.1. Pre-Processing Step

The description of the data used in the GSTARI-ARCH model simulation is as follows:

1. The source of data comes from NASA POWER. It can be accessed via https://power.
larc.nasa.gov/data-access-viewer/ (accessed on 25 May 2022). Furthermore, we can
obtain information of the data storage size from the website https://disc.gsfc.nasa.
gov/ (accessed on 25 May 2022). The data storage size is 3,370,469 TB with 100 vari-
ables. Climate data with rainfall and humidity parameters in the West Java region,
consisting of 27 regencies/cities, are calculated from December 1989 to 2021 with

https://power.larc.nasa.gov/data-access-viewer/
https://power.larc.nasa.gov/data-access-viewer/
https://disc.gsfc.nasa.gov/
https://disc.gsfc.nasa.gov/
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daily time intervals. Meanwhile, each location’s latitude and longitude coordinate
data were obtained from https://www.latlong.net/ (accessed on 25 May 2022).

2. The data cleaning process is the preliminary stage when forecasting climate phenom-
ena using the GSTARI-X-ARCH model with a data mining approach. Daily climate
data for 27 districts and cities in West Java consists of 11,719 data. The rainfall is a
response variable, and humidity is an exogenous variable. Then, the daily data are
aggregated into monthly data using R software. The data aggregate process resulted
in 385 monthly data for each location. In this study, the data selection process is
conducted by selecting rainfall data that occur in the wet months, namely Decem-
ber, January, and February (DJF). At this stage, it produces 97 data for each location.
Figure 3 shows the brief pre-processing steps with the selected places representing
the same observation value of 11 locations as input in the data mining process.
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3.2. Data Mining Process

We divided the pre-processed data (n = 97) into two parts, namely 87 (in-sample)
and 10 (out-sample). The model identification stage tests the stationary data of rainfall
and humidity using the augmented Dickey–Fuller (ADF) test. Table 1 shows that rainfall
data in 10 locations, including Bandung, Bekasi, Bogor, Cirebon, Sukabumi, Tasikmalaya,
Majalengka, Purwakarta, and Kuningan, have a p-value above the critical value α = 0.05.
When the p-value is more significant than 0.05, H0 is rejected, meaning the data are not
stationary. In Pangandaran, rainfall data have a smaller p-value compared to the critical
value of α = 0.05, hence, H0 is not rejected, indicating that data are stationary. We
performed the differencing for non-stationary rainfall data and obtained a p-value smaller
than α = 0.05. The ADF test on humidity data has shown stationary data results. H0 is
not rejected when the p-value is less than α = 0.05, so the humidity data do not require a
differencing process.

https://www.latlong.net/
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Table 1. Stationary assumption checked by using ADF test.

Location

Rainfall Data Humidity Data

Response
Variable

Before Differencing After Differencing Exogenous
Variable p-Value Conc.

p-Value Conc. p-Value Conc.

Bandung Z1(t) 0.1967 NS 0.01 S X1(t) 0.01 S

Pangandaran Z2(t) 0.02321 S 0.01 S X2(t) 0.01 S

Bekasi Z3(t) 0.05186 NS 0.01 S X3(t) 0.01 S

Bogor Z4(t) 0.08977 NS 0.01 S X4(t) 0.01 S

Cirebon Z5(t) 0.07034 NS 0.01 S X5(t) 0.01 S

Sukabumi Z6(t) 0.1817 NS 0.01 S X6(t) 0.01 S

Tasikmalaya Z7(t) 0.2616 NS 0.01 S X7(t) 0.02534 S

Majalengka Z8(t) 0.2151 NS 0.01 S X8(t) 0.01055 S

Indramayu Z9(t) 0.2129 NS 0.01 S X9(t) 0.01 S

Purwakarta Z10(t) 0.1974 NS 0.01 S X10(t) 0.01 S

Kuningan Z11(t) 0.08829 NS 0.01 S X11(t) 0.01 S

Note: NS is non-stationary and S is stationary.

We determine the order of the model using the STACF and STPACF plots. Figure 4
shows that spatial lag 0 is cut off at lags 1,2,3,4,5, and 10. In spatial lag 1, STPACF is cut
off at lags 1,3,4,5,6, and 10. In this case, we used the parsimony principle to determine the
order of the model. We choose spatial lag 0 and 1, which are cut off at time lag 1, so the
model formed is GSTARI−X(1,1,1)−ARCH(1).

Computation 2022, 10, x FOR PEER REVIEW 9 of 18 
 

 

not rejected when the 𝑝-value is less than 𝛼 = 0.05, so the humidity data do not require 
a differencing process. 

Table 1. Stationary assumption checked by using ADF test. 

Location 
Rainfall Data Humidity Data 

Response 
Variable 

Before Differencing After Differencing Exogenous 
Variable 

𝒑-Value Conc. 𝒑-Value Conc. 𝒑-Value Conc. 
Bandung 𝑍ଵ(𝑡) 0.1967 NS 0.01 S 𝑋ଵ(𝑡) 0.01 S 

Pangandaran 𝑍ଶ(𝑡) 0.02321 S 0.01 S 𝑋ଶ(𝑡) 0.01 S 
Bekasi 𝑍ଷ(𝑡) 0.05186 NS 0.01 S 𝑋ଷ(𝑡) 0.01 S 
Bogor 𝑍ସ(𝑡) 0.08977 NS 0.01 S 𝑋ସ(𝑡) 0.01 S 

Cirebon 𝑍ହ(𝑡) 0.07034 NS 0.01 S 𝑋ହ(𝑡) 0.01 S 
Sukabumi 𝑍଺(𝑡) 0.1817 NS 0.01 S 𝑋଺(𝑡) 0.01 S 

Tasikmalaya 𝑍଻(𝑡) 0.2616 NS 0.01 S 𝑋଻(𝑡) 0.02534 S 
Majalengka 𝑍଼(𝑡) 0.2151 NS 0.01 S 𝑋଼(𝑡) 0.01055 S 
Indramayu 𝑍ଽ(𝑡) 0.2129 NS 0.01 S 𝑋ଽ(𝑡) 0.01 S 
Purwakarta 𝑍ଵ଴(𝑡) 0.1974 NS 0.01 S 𝑋ଵ଴(𝑡) 0.01 S 
Kuningan 𝑍ଵଵ(𝑡) 0.08829 NS 0.01 S 𝑋ଵଵ(𝑡) 0.01 S 

Note: NS is non-stationary and S is stationary. 

We determine the order of the model using the STACF and STPACF plots. Figure 4 
shows that spatial lag 0 is cut off at lags 1,2,3,4,5, and 10. In spatial lag 1, STPACF is cut 
off at lags 1,3,4,5,6, and 10. In this case, we used the parsimony principle to determine the 
order of the model. We choose spatial lag 0 and 1, which are cut off at time lag 1, so the 
model formed is GSTARI−X(1,1,1)−ARCH(1). 

  
(a) (b) 

Figure 4. STACF (a) and STPACF (b) diagrams. 

Parameter estimation model GSTARI−X(1,1,1)−ARCH(1) requires an inverse distance 
weight matrix. We calculated an inverse distance weight using the actual distance from 
each location. The results of the calculation of the inverse distance weight matrix follow-
ing Equation (11) are as follows: 

Figure 4. STACF (a) and STPACF (b) diagrams.

Parameter estimation model GSTARI−X(1,1,1)−ARCH(1) requires an inverse distance
weight matrix. We calculated an inverse distance weight using the actual distance from
each location. The results of the calculation of the inverse distance weight matrix following
Equation (11) are as follows:
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W =



0 0.0667 0.0824 0.0885 0.0786 0.1106 0.1051 0.1218 0.0816 0.1868 0.0778
0.0860 0 0.0477 0.0495 0.1105 0.0567 0.2305 0.1178 0.0747 0.0649 0.1617
0.1022 0.0459 0 0.2370 0.0573 0.1372 0.0579 0.0682 0.0700 0.1710 0.0532
0.0997 0.0433 0.2153 0 0.0488 0.2429 0.0544 0.0596 0.0554 0.1334 0.0471
0.0693 0.0757 0.0408 0.0382 0 0.0408 0.0989 0.1952 0.1426 0.0593 0.2392
0.1296 0.0515 0.1296 0.2525 0.0541 0 0.0661 0.0679 0.0583 0.1367 0.0538
0.1044 0.1776 0.0464 0.0480 0.1113 0.0560 0 0.1546 0.0752 0.0690 0.1575
0.1027 0.0770 0.0463 0.0446 0.1864 0.0489 0.1312 0 0.1221 0.0762 0.1647
0.0943 0.0670 0.0652 0.0568 0.1869 0.0575 0.0875 0.1675 0 0.0972 0.1200
0.1899 0.0512 0.1401 0.1204 0.0684 0.1187 0.0706 0.0919 0.0855 0 0.0633
0.0692 0.1115 0.0381 0.0372 0.2410 0.0408 0.1410 0.1737 0.0922 0.0553 0



(20)

We estimate the parameters of the GSTARI−X(1,1,1)−ARCH(1) model using the
maximum likelihood method and the generalized least square (GLS) method. Table 2
shows the results of the estimated parameter model.

Table 2. The result of the GSTARI−X(1,1,1)−ARCH(1) model parameter estimation.

Location Parameter Estimator Standard Error t-Value p-Value

Bandung

φ̂
(1)
10

−0.07314 0.26782 −0.273 0.784839

φ̂
(1)
11

−0.58219 0.29588 −1.968 0.049418

γ̂(1) −0.74419 0.28751 −2.588 0.009798

Pangandaran

φ̂
(2)
10

−0.67030 0.14174 −4.729 2.61 × 10−6

φ̂
(2)
11

0.14381 0.18605 0.773 0.439728

γ̂(2) −0.67203 0.28974 −2.319 0.020594

Bekasi

φ̂
(3)
10

−0.78844 0.15906 −4.957 8.56 × 10−7

φ̂
(3)
11

0.28311 0.26578 1.065 0.287061

γ̂(3) −0.78178 0.19671 −3.974 7.63 × 10−5

Bogor

φ̂
(4)
10

−0.97557 0.25831 −3.777 0.000169

φ̂
(4)
11

0.48539 0.32335 1.501 0.133678

γ̂(4) −0.65104 0.21253 −3.063 0.002255

Cirebon

φ̂
(5)
10

−0.93375 0.19567 −4.772 2.13 × 10−6

φ̂
(5)
11

0.32321 0.21727 1.488 0.137198

γ̂(5) −0.55124 0.18315 −3.010 0.002688

Sukabumi

φ̂
(6)
10

−0.53085 0.21078 −2.518 0.011958

φ̂
(6)
11

0.01551 0.27051 0.057 0.954286

γ̂(6) −0.49953 0.27432 −1.821 0.068939

Tasikmalaya

φ̂
(7)
10

−0.37805 0.23561 −1.605 0.108942

φ̂
(7)
11

−0.18147 0.23449 −0.774 0.439211

γ̂(7) −0.39744 0.28871 −1.377 0.168979
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Table 2. Cont.

Location Parameter Estimator Standard Error t-Value p-Value

Majalengka

φ̂
(8)
10

−0.31096 0.34039 −0.914 0.361203

φ̂
(8)
11

−0.26507 0.29085 −0.911 0.362337

γ̂(8) −0.65516 0.28429 −2.305 0.021417

Indramayu

φ̂
(9)
10

−0.52592 0.40270 −1.306 0.191898

φ̂
(9)
11

−0.17448 0.50440 −0.346 0.729489

γ̂(9) −0.51769 0.19117 −2.708 0.006896

Purwakarta

φ̂
(10)
10

−0.19875 0.29315 −0.678 0.497955

φ̂
(10)
11

−0.51121 0.34563 −1.479 0.139473

γ̂(10) −0.57548 0.19799 −2.907 0.003743

Kuningan

φ̂
(11)
10

−0.76046 0.23199 −3.278 0.001086

φ̂
(11)
11

0.10644 0.21439 0.496 0.619678

γ̂(11) −0.52960 0.25072 −2.112 0.034934

The parameter estimation results and the inverse distance weight matrix are presented
in matrix form following Equation (13). The GSTARI−X(1,1,1)−ARCH(1) model equation
for each location is presented in Appendix B. We simultaneously tested the significance
of the parameters, which showed p-value = 2.2 × 10−16 < 0.05 (critical value). So, the
parameters are significant in the model simultaneously.

In the next step, we perform a diagnostic check for the assumptions on model
GSTARI−X(1,1,1)−ARCH(1). Test the homoscedasticity assumption to find out the model’s
error variance. We use the LM test to determine the effect of ARCH on model error. The test
results obtained a p-value = 0.08920734 > α = 0.05, which means that H0 is not rejected.
So, the error from the GSTARI−X(1,1,1)−ARCH(1) model has no ARCH error effect, which
means the model satisfies the assumption of homoscedasticity. Then, we tested the white
noise assumption to determine whether the GSTARI−X(1,1,1)−ARCH(1) model errors are
uncorrelated. Table 3 shows the results of testing the white noise assumption using the
Portmanteau test. The results of the Portmanteau test show that the p-value is greater than
the value α = 0.05 f or each time lag. H0 is rejected so that the GSTARI−X(1,1,1)−ARCH(1)
model satisfies the white noise assumption.

Table 3. White noise assumption test results.

Lag Q-Statistic p-Value

1 133.1496 0.2121972

2 248.1893 0.3785795

3 369.4977 0.3957222

4 491.6240 0.3954386

5 588.6858 0.6751119

6 707.4616 0.6819559

7 810.7061 0.8101573

. . . . . . . . .

49 4617.5626 1.0000000

50 4640.3491 1.0000000
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The last step in diagnostic checking was the normal multivariate assumption test using
the QQ plot and visual histogram. It was observed from Figure 5 that the GSTARI−X(1,1,1)
−ARCH(1) model errors are almost all close to the normal line. The GSTARI−X(1,1,1)−
ARCH(1) model satisfies the multivariate normality assumption.
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After all the model assumptions were satisfied, the GSTARI−X(1,1,1)−ARCH(1) model
became relevant for forecasting climate phenomena especially for rainfall in West Java. The
GSTARI−X(1,1,1)−ARCH(1) model equation is applied to in-sample and out-sample data.
The model’s accuracy is calculated using the mean absolute percentage error (MAPE) in
Equation (12). Figure 6 shows the GSTARI−X(1,1,1)−ARCH(1) model results for in-sample
data with a black line graph denoting the actual data and a red dot line graph representing
the forecast data.
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Figure 6. Actual and forecast plots of climate phenomena at 11 locations in West Java.

Figure 6 represents the forecasting results of the GSTARI−X(1,1,1)−ARCH(1) model,
showing almost the same trend pattern for each location. Specifically, results for the in-
sample data have a MAPE value of 20%, whereas that of the out-sample was 19%, meaning
that the forecast was accurate.

3.3. Post-Processing Step

The results of forecasting climate phenomena in West Java with the GSTARI−X(1,1,1)
−ARCH(1) model were shown visually with a rainfall map created using the quantum
geographic information systems (QGIS) program. The QGIS is open-source software used
to manage spatial data. Figure 6 shows the rainfall forecast map for each month using the
GSTARI−X(1,1,1)−ARCH(1) model.

Figure 7 represents the results of the visualization of rainfall forecasting in West Java.
The map is presented with four color clusters, red, yellow, green, and blue, representing
the intensity of rainfall in each area.
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4. Discussion

The data stored on the NASA website are very large, namely 3,370,469 TB, with
100 variables divided into three subclasses. The procedure for forecasting rainfall in
West Java using the GSTARI-X-ARCH model with a data mining approach is carried out
with the RStudio software. The built R script is used for data aggregation, data cleaning,
parameter estimation, and diagnostic checking. The time required to execute the script
is very fast (1 min–3 min). The first step is pre-processing; the NASA POWER climate
and location coordinate data were collected through the selection process and cleaning.
The pre-processed data were employed as input in the data mining process stage with
the GSTARI-X-ARCH model through the Box–Jenkins method. The result of performing
identification, parameter estimation, and diagnostic examination when forecasting climate
phenomena showed an accurate forecast, which was visualized at the post-processing
stage using QGIS in Figure 7, displaying rainfall intensity at each observation location.
Figure 7a shows a map of the rainfall forecast for December 2020 in West Java. Based on the
visualization results of the map, Majalengka Regency has high monthly rainfall intensity
with an average value of 17.14 mm. The observation locations with low rainfall intensity
are Purwakarta Regency and Bekasi city, having monthly average values of 7.07 mm and
7.47 mm, respectively. It was also observed that Tasikmalaya city and Bogor Regency had
high rainfall intensities of 16.05 mm and 16.75 mm, respectively, in January 2021 based on
the map visualization results shown in Figure 7b. The location with the lowest average
monthly rainfall was Pangandaran Regency, at 7.41 mm. Specifically, Pangandaran Regency
had low rainfall intensity in January 2021. According to Figure 7c, Sukabumi city had high
rainfall intensity in February 2021, with an average of 19.04 mm. In this case, locations
with low rainfall intensity include Bandung and Tasikmalaya cities, with average monthly
rainfall values of 11.70 mm and 11.47 mm, respectively.

Based on the results processing data, the GSTARI-X-ARCH model proposed in this
study can improve the models carried out in previous studies. In the forecasting procedure,
the GSTARI-X-ARCH model implemented with the KDD process is better than the GSTARI-
X [26] and GSTARI-ARCH models [18] because it can overcome the problem of non-constant
error variance and the addition of exogenous variables. Furthermore, applying GSTARI-X-
ARCH to forecast the climate data has a 19% MAPE value. It has a minimum MAPE value
compared with the GSTARI-X model (20%) and the GSTARI-ARCH model (32%). From the
comparison MAPE value, the GSTARI-X-ARCH model has a high accuracy for forecasting
the future at a specific location with influence by surrounding locations.
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5. Conclusions

This research develops a spatiotemporal model, namely the GSTARI-X-ARCH model.
This model can overcome the gaps in the GSTARI-X and GSTARI-ARCH models in previous
studies. In this study, the GSTARI-X-ARCH model with the KDD data mining approach has
simultaneous assumptions such as adding exogenous variables, overcoming non-constant
error variances, non-stationary data, and the KDD data mining process on big data.

This study uses the GSTARI-X-ARCH model to forecast climate phenomena in West
Java. The procedure for applying the GSTARI-X-ARCH model with the KDD data mining
approach is pre-processing, data mining process, and post-processing. The pre-processing
is the first stage in modeling GSTARI-X-ARCH with a data mining approach. This stage
begins by collecting time series data on climate phenomena in West Java with rainfall and
humidity variables. Next, we cleaned the data by checking for missing values, aggregating
the data monthly, and calculating descriptive statistics for the data. Then, the data mining
process uses the GSTARI-X-ARCH model, which begins with model identification through
data stationarity tests and ACF PACF plots. In this study, we use an inverse distance weight
matrix using the distance between locations. Next, we calculate the parameter estimation
using the OLS method and the GSTARI-X model error. For the error of the GSTARI-X
model that satisfies the assumption of heteroscedasticity, we use the ARCH model for
parameter estimation. So, it became the GSTARI-X-ARCH model. Next, diagnostic tests
and climate forecasting with the GSTARI-X-ARCH model were conducted. Post-processing
is the final stage for visualizing and interpreting the results of the rainfall forecast using the
GSTARI-X-ARCH model.

The model implementation result shows that the GSTARI-X-ARCH model in fore-
casting climate phenomena has a high accuracy level with a MAPE value of 19%. The
GSTARI-X-ARCH model improves the models proposed by previous researchers, namely
the GSTARI-X and GSTARI-ARCH models. The GSTARI-X and GSTARI-ARCH models
obtained higher MAPE values than the GSTARI-X-ARCH model. It shows that the accuracy
of the GSTARI-X and GSTARI-ARCH models is lower.

This study helps predict the spatiotemporal phenomenon and the results are helpful
for relevant agencies in making climate-related policies, especially regarding rainfall in
West Java. Further research can be developed by adding the Kriging method for forecasting
at unsampled locations, called the GSTARI-X-ARCH-Kriging model.
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Appendix B

• GSTARI-X(1,1,1)-ARCH(1) model to forecast climate phenomena in Bandung

Ŷ1(t) = −0.0676Y1(t− 1)− 0.0358Y2(t− 1)− 0.0442Y3(t− 1)− 0.0474Y4(t− 1)− 0.0421Y5(t− 1)
−0.0593Y6(t− 1)− 0.0563Y7(t− 1)− 0.0653Y8(t− 1)− 0.0437Y9(t− 1)
−0.1001Y10(t− 1)− 0.0417Y11(t− 1)− 0.74419X1(t)

• GSTARI-X(1,1,1)-ARCH(1) model to forecast climate phenomena in Pangandaran

Ŷ2(t) = 0.0124Y1(t− 1)− 0.6703Y2(t− 1) + 0.0069Y3(t− 1) + 0.0071Y4(t− 1) + 0.0159Y5(t− 1)
+0.0082Y6(t− 1) + 0.0331Y7(t− 1) + 0.0169Y8(t− 1) + 0.0107Y9(t− 1)
+0.0093Y10(t− 1) + 0.0233Y11(t− 1)− 0.67203X2(t)

• GSTARI-X(1,1,1)-ARCH(1) model to forecast climate phenomena in Bekasi

Ŷ3(t) = 0.0306Y1(t− 1) + 0.0137Y2(t− 1)− 0.7701Y3(t− 1) + 0.0709Y4(t− 1) + 0.0171Y5(t− 1)
+0.0410Y6(t− 1) + 0.0173Y7(t− 1) + 0.0204Y8(t− 1) + 0.0209Y9(t− 1)
+0.0511Y10(t− 1) + 0.0159Y11(t− 1)− 0.78178X3(t)

• GSTARI-X(1,1,1)-ARCH(1) model to forecast climate phenomena in Bogor

Ŷ4(t) = 0.0498Y1(t− 1) + 0.0216Y2(t− 1) + 0.1076Y3(t− 1)− 0.9514Y4(t− 1) + 0.0244Y5(t− 1)
+0.1214Y6(t− 1) + 0.0272Y7(t− 1) + 0.0298Y8(t− 1) + 0.0277Y9(t− 1)
+0.0667Y10(t− 1) + 0.0235Y11(t− 1)− 0.65104X4(t)

• GSTARI-X(1,1,1)-ARCH(1) model to forecast climate phenomena in Cirebon

Ŷ5(t) = 0.0252Y1(t− 1) + 0.0275Y2(t− 1) + 0.0148Y3(t− 1) + 0.0139Y4(t− 1)− 0.9316Y5(t− 1)
+0.0148Y6(t− 1) + 0.0360Y7(t− 1) + 0.0710Y8(t− 1) + 0.0519Y9(t− 1)
+0.0216Y10(t− 1) + 0.0871Y11(t− 1)− 0.55124X5(t)

GSTARI-X(1,1,1)-ARCH(1) model to forecast climate phenomena in Sukabumi

Ŷ6(t) = −0.0083Y1(t− 1)− 0.0033Y2(t− 1)− 0.0083Y3(t− 1)− 0.0162Y4(t− 1)− 0.0035Y5(t− 1)
−0.3827Y6(t− 1)− 0.0042Y7(t− 1)− 0.0044Y8(t− 1)− 0.0037Y9(t− 1)
−0.0088Y10(t− 1)− 0.0035Y11(t− 1)− 0.49953X6(t)

• GSTARI-X(1,1,1)-ARCH(1) model to forecast climate phenomena in Tasikmalaya

Ŷ7(t) = −0.0204Y1(t− 1)− 0.0347Y2(t− 1)− 0.0091Y3(t− 1)− 0.0094Y4(t− 1)− 0.0217Y5(t− 1)
−0.0109Y6(t− 1)− 0.3411Y7(t− 1)− 0.0302Y8(t− 1)− 0.0147Y9(t− 1)
−0.0135Y10(t− 1)− 0.0308Y11(t− 1)− 0.39744X7(t)

• GSTARI-X(1,1,1)-ARCH(1) model to forecast climate phenomena in Majalengka
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Ŷ8(t) = −0.0323Y1(t− 1)− 0.0242Y2(t− 1)− 0.0145Y3(t− 1)− 0.0140Y4(t− 1)− 0.0586Y5(t− 1)
−0.0154Y6(t− 1)− 0.0412Y7(t− 1)− 0.1203Y8(t− 1)− 0.0384Y9(t− 1)
−0.0239Y10(t− 1)− 0.0517Y11(t− 1)− 0.65516X8(t)

• GSTARI-X(1,1,1)-ARCH(1) model to forecast climate phenomena in Indramayu

Ŷ9(t) = −0.0177Y1(t− 1)− 0.0126Y2(t− 1)− 0.0122Y3(t− 1)− 0.0107Y4(t− 1)− 0.0351Y5(t− 1)
−0.0108Y6(t− 1)− 0.0164Y7(t− 1)− 0.0314Y8(t− 1)− 0.4334Y9(t− 1)
−0.0182Y10(t− 1)− 0.0225Y11(t− 1)− 0.51769X9(t)

• GSTARI-X(1,1,1)-ARCH(1) model to forecast climate phenomena in Purwakarta

Ŷ10(t) = −0.0862Y1(t− 1)− 0.0233Y2(t− 1)− 0.0636Y3(t− 1)− 0.0547Y4(t− 1)− 0.0311Y5(t− 1)
−0.0539Y6(t− 1)− 0.0321Y7(t− 1)− 0.0417Y8(t− 1)− 0.0388Y9(t− 1)
−0.1766Y10(t− 1)− 0.0287Y11(t− 1)− 0.57548X10(t)

• GSTARI-X(1,1,1)-ARCH(1) model to forecast climate phenomena in Kuningan

Ŷ11(t) = 0.0097Y1(t− 1) + 0.0157Y2(t− 1) + 0.0054Y3(t− 1) + 0.0052Y4(t− 1) + 0.0339Y5(t− 1)
+0.0057Y6(t− 1) + 0.0198Y7(t− 1) + 0.0244Y8(t− 1) + 0.0130Y9(t− 1)
+0.0078Y10(t− 1)− 0.7566Y11(t− 1)− 0.52960X11(t)
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