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Abstract: To improve the invisibility and robustness of quantization-based image watermarking
algorithms, we developed an improved quantization image watermarking method based on the
wavelet transform and normalization strategy used in this study. In the process of watermark
encoding, the sorting strategy of wavelet coefficients is used to calculate the quantization step
size. Its robustness lies in the normalization-based watermark embedding and the control of its
amount of modification on each wavelet coefficient by utilizing the proper quantization parameter
in a high entropy image region. In watermark detection, the original unmarked image is not
required, and the probability of false alarms and the probability of detection are discussed through
experimental simulation. Experimental results show the effectiveness of the proposed watermarking.
Furthermore, the proposed method has stronger robustness than the alternative quantization-based
watermarking algorithm.

Keywords: image watermarking; quantization index modulation; entropy; wavelet transform;
normalization scheme

1. Introduction

With the rapid development of information technologies, multimedia data, such as images and
video, can be accessed and distributed in a variety of ways. However, the widespread use of the
multimedia file has brought problems regarding the preservation of copyright. Therefore, protecting
the copyright of multimedia data has been a challenging problem. As one of the effective copyright
protection technologies, digital image watermarking has been widely studied [1–6]. The main idea of
image watermarking is to embed imperceptible information into the host image and verify the owner
of the copyright by detecting the embedded information.

In general, an image watermarking method should at least meet two requirements. One is
imperceptibility and the other is robustness. However, it is a difficult task to develop a watermarking
method that satisfies the two requirements. As we all know, the imperceptibility and the robustness of
watermarking are in conflict with each other. Specifically, on the one hand, image distortion should be
reduced as much as possible during watermark embedding. On the other hand, it should enhance
watermark embedding strength for improving the robustness of watermarking, and thus may be
seriously affect the image quality. As a consequence, the design of a watermarking algorithm always
includes the tradeoff of these two requirements and it should improve the robustness as possible
without seriously affecting the host image.
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Inspired by the idea of communication and coding, most watermarking algorithms have been
presented in recent years. For instance, based on principles of spread spectrum communication,
researchers have proposed a number of watermarking methods [7,8]. The spread spectrum-based
watermarking is simple and efficient. However, the signal-to-noise ratio is very small when host
interference exists. To address this problem, some quantization based watermarking methods that are
based on visual models have been studied [9,10].

Kundur and Hatzinakos [9] proposed a quantization watermarking method based on wavelet
transform. Their method implements quantitative embedding by modifying the amplitude relationship
of three sets of wavelet coefficients. Their proposed watermarking is robust to a variety of image
distortions, such as JPEG compression, noise, and image filtering, etc. To improve the invisibility of
watermarks while satisfying the robustness requirement, Liang-Hua and Jyh-Jiun [10] proposed a
watermarking method based on the mean quantization scheme by taking into account the human visual
system. Experimental results show that both the imperceptibility and robustness of watermarking are
well satisfied through simulation. Besides, according to the human visual model [11], the maximum
quantization interval should be bounded in the procedure of watermarking embedding; thus the image
visual quality can be maintained.

In addition, the literature [12] presents the Quantization Index Modulation (QIM)-based
watermarking method. This method has good rate distortion-robustness tradeoffs. Although the
QIM-based watermarking is simple and easy to implement, the watermarking method is sensitive to
amplitude scaling attack; even small changes in signal amplitude can lead to a sharp increase in BER
(Bit error ratio). In order to address this issue, several watermarking methods have been proposed.
By applying a gain-invariant adaptive quantization step-size, Gonzalez et al [13] designed a RDM
(rational dither modulation, RDM)-based watermarking algorithm. The watermarking algorithm
is robust against amplitude scaling attack, but the complexity of the algorithm is high. Jiao Li and
Cox proposed an adaptive quantization index modulation (AQIM) watermarking [14] based on the
modified Watson visual perceptual model. The algorithm can select quantization step size adaptively
based on the Watson visual perception model. The main advantage of their method has been its
invariance towards amplitude scaling.

N.K.Kalantari et.al. [15] presents a logarithmic QIM (LQIM) watermarking method. The advantages
of the proposed method [15] are desirable from a perceptual perspective, and by adopting this point of
view, the small quantization step is devoted to the smaller amplitude, and the larger quantization step
is related to the larger amplitude. However, the proposed method [15] does not take into account the
visual perception model of the image itself, which may introduce some perceptible distortions when
decoding the watermark data. Furthermore, a gain invariant quantization-based image watermarking
method has been proposed in [16], which is robust towards gain attack. Because the division function
is used, the decoding of the watermark is not affected. As a result, their watermarking algorithm is
invariant to gain attack. Moreover, other quantization-based watermarking methods [17,18] have been
proposed; details can be referred to [17,18].

It can be seen that these quantization-based methods have the potential to be used for designing
the robust image watermarking. However, theoretical analysis and experimental results show that
these quantization-based algorithms are not mature in the wavelet domain. The following problems
are summarized. Firstly, the watermarked image may be sensitive to malicious attack, thus resulting
in the modified wavelet coefficient being moved to another position. The second problem is that little
consideration has been given to the geometric invariant processing based on the properties of original
image for quantization watermarking, thus resulting in the proposed watermarking method having
poor robustness against geometric attacks, such as rotation, amplitude scaling and cropping.

In this paper, we developed an image watermarking algorithm by using a normalized scheme
and the quantization strategy. First, the image was normalized to achieve invariance under affine
geometric distortions based on [19]. Then the quantization parameter estimate was chosen from a
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collection of candidate parameters. The estimate is selected to be the maximum robustness of the
watermarking method.

The contributions of this proposed watermarking method are summarized as follows. First,
the quantization step size was calculated by the wavelet coefficient sorting scheme, and the amount
of modification on each wavelet coefficient was controlled with the proper quantization parameter,
thus the distortion of the image can be reduced during watermark embedding. Second, the selected
blocks have high entropy and texture complexity. Therefore, we can embed strong watermark data
into the complex texture region of image. Third, due to the normalization scheme, the proposed
quantization watermarking can be robust against some geometric attacks.

The rest of paper is structured as follows. Some related works are presented in Section 2; Section 3
presents the proposed watermarking method, and Section 4 gives the experimental results. Lastly,
we conclude this paper in Section 5.

2. Related Work

2.1. Image Normalization

The original image was normalized to achieve invariance under affine geometric distortions by
applying moments [19]. First, the normalization technique was used to preprocess the original image,
thus the watermark data sequences were embedded into the normalized image in the second phase.
The application of the normalization scheme was to successfully extract the watermark information
whereas the watermarked image was translated, scaled and rotated, which enhanced the robustness of
the watermarking. For a given image I(x, y) of size M× N, the main normalization procedure [19]
contains the following processes:

Step 1: Center the original image I(x, y); this is achieved by the Equation (2), Let I1(x, y) denote the

resulting centered image, I1(x, y) = I(x1, y1), where A =

(
1, 0
0, 1

)
and d =

(
d1

d2

)
, d1 = m10/m00,

d2 = m01/m00. Where m10, m01, m00 are the moments of I(x, y), the definitions were expressed as
follows by Equation (1):

m10 =
M−1

∑
x=0

N−1

∑
y=0

xI(x, y), m01 =
M−1

∑
x=0

N−1

∑
y=0

yI(x, y) (1)

(
x1

y1

)
= A ·

(
x
y

)
− d (2)

Step 2: In the x direction, utilize a shearing transform to I1(x, y) by using matrix Ax =

(
1, β

0, 1

)
,

which results in the sheared image denoted by I2(x, y) = Ax[I1(x, y)]. Similar to this operation, in the

y direction, utilize a shearing transform to I2(x, y) by applying matrix Ay =

(
1, 0
γ, 1

)
, which results

in the sheared image denoted by I3(x, y) = Ay[I2(x, y)]. Finally, Scale I3(x, y) in both x and the y

directions by using the scaling matrix As =

(
α, 0
0, δ

)
denoted by I(x, y) = As[I3(x, y)], the I(x, y)

represents the normalized image. The setting of parameters β, γ, α, δ can be referred to literature [19].

2.2. The Wavelet Transform

Wavelet transform is an effective multi-resolution analysis method, which has been widely
applied in image processing, image compression, computer vision and other fields. Figure 1 shows the
procedure of wavelet decomposition with one scale on the Lena image.
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As can be seen in Figure 1, after decomposing the Lena image by using the wavelet transform,
a series of sub-band images with different resolutions can be obtained. In Figure 1, the top left part
represents the low-frequency sub-band image, the upper right part is the horizontal direction sub-band
image; the bottom left part represents the vertical direction sub-band image and the bottom right
part represents diagonal sub-band image. Generally speaking, in the direction of every row of the
matrix, an image is firstly decomposed by one-scale wavelet transform, obtaining the low frequency
component and high frequency component horizontally. Second, in the direction of every column of
the matrix, obtained components are decomposed by one-scale wavelet transform. When the image is
firstly decomposed by one-scale wavelet transform, similarly by taking the low-frequency sub-band
image as the decomposed image, the second-scale wavelet transform can be performed in the same
manner as the first processes of wavelet decomposition. Accordingly, the Low-frequency sub-band
image, horizontal direction sub-band image, vertical direction sub-band image and the diagonal
sub-band image of second-scale are also obtained. Multi-scale wavelet decomposition repeats the
above process.

Figure 1. Wavelet transform of the Lena image using one-scale, which are then decomposed into one
low-frequency sub-band and three directional sub-bands.

3. Proposed Watermarking Method

According to studies on human visual perception system [10], we propose an image watermarking
method by using normalization scheme in this study. Figure 2 shows the flow chart of the proposed
watermarking method, which includes watermark embedding and watermark detection. The main
advantage of this watermarking method is that it is simple to implement; and the trade-off between
imperceptibility and robustness has been elegantly achieved through a proper quantization step
size-based embedding in the high image entropy regions. On the other hand, the normalization
strategy is utilized to design the watermarking algorithm in the wavelet domain, which can improve
the robustness of watermarking when against some common attacks, such as JPEG compression,
rotation, amplitude scaling and combinational attack.

Figure 2. Cont.
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Figure 2. Flow chart of the proposed watermarking method. (a) Embedding; (b) Detection.

3.1. Watermark Embedding

During watermark embedding, the watermark data was assumed to be binary information,
which includes elements of the set {−1, 1}. For the security of the watermark, the watermark data
was embedded into the host image by using a key. The key consists of two parts: One is the length
of watermark N and the second is the quantization parameter Q. Inspired by [20], we embed the
watermark in the high entropy region using the discrete wavelet transform (DWT) and detect the
watermark data without the host image. As shown in Figure 2a, the steps of watermark embedding
were described as follows.

Step 1: The normalized image I(x, y) was segment into l × l non-overlapping blocks and N high
entropy image blocks were chosen.

Step 2: Each selected block was decomposed by applying the wavelet transform. For each block
image, the following steps are carrying out.

Step 3: Three detail sub-band images of each block image was obtained, which consists of
the horizontal, vertical and diagonal sub-band image, respectively. The three sub-band images
denoted by IH

s =
{

IH
s (i, j)

}
, IV

s =
{

IV
s (i, j)

}
, ID

s =
{

ID
s (i, j)

}
and coefficient location (i, j),

respectively, where s denotes the decomposition scale. Then sort the high-frequency sub-band wavelet
coefficients so that Ih

s (i, j), Iv
s (i, j), and Id

s (i, j) were coefficients such that Ik1
s (i, j) ≤ Ik2

s (i, j) ≤ Ik3
s (i, j),

where k1, k2, k3 ∈ {h, v, d}.
Step 4. The range of values between Ik1

s (i, j) and Ik3
s (i, j) was divided into bits of width as follows:

∆ =
Ik3
s (i, j)− Ik1

s (i, j)
2Q− 1

(3)

where Q is the quantization parameter in which to control the quantization step size. The range of
quantization parameter is from 0.8 to 8. ∆ represents the quantization step size. Then a single bit
of “−1” or “1” was embedded into each block by modifying the middle wavelet coefficients in the
high-frequency sub-bands:{

Ik2
s (i, j) = Ik1

s (i, j) + n · ∆, i f (nmod2) == 0
Ik2
s (i, j) = Ik1

s (i, j) + (n + 1) · ∆, i f (nmod2) 6= 0
, For embedding− 1 (4)

{
Ik2
s (i, j) = Ik1

s (i, j) + (n + 1) · ∆, i f (nmod2) == 0
Ik2
s (i, j) = Ik1

s (i, j) + n · ∆, i f (nmod2) 6= 0
, For embedding 1 (5)

where n = f ix
(
(Ik2

s (i, j)− Ik1
s (i, j))/∆

)
, the function f ix(·) represents integer rounding function.

Step 5: The modified coefficients were reconstructed by the inverse wavelet transform,
which obtain the watermarked image.

Step 6: Finally, the watermarked image blocks were combined with the non-watermarked image
blocks, which provides the whole watermarked image.
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3.2. Watermark Detection

The objective of the watermark detection is to obtain the watermark data estimate of the host
watermark from the distorted watermarked image. The watermark data extraction needs the same key
as the watermark embedding. In this work, the watermarked image was represented by Î. We extracted
the watermark data as the following way as shown in Figure 2b.

Step 1: The watermarked image Î was partitioned into l × l non-overlapping blocks and high
entropy image blocks were chosen.

Step 2: The selected image blocks were decomposed by applying the wavelet transform. For each
block image, the following steps are carrying out.

Step 3: Three detail sub-band images of each block image were chosen, which consist of the
horizontal, vertical and diagonal sub-band image, respectively. The three sub-band images denoted
by ÎH

s = { ÎH
s (i, j)}, ÎV

s = { ÎV
s (i, j)}, ÎD

s = { ÎD
s (i, j)} and coefficient location (i, j), respectively, where s

denotes the decomposition scale. Then the detail coefficients were sorted so that Îh
s (i, j), Îv

s (i, j),
and Îd

s (i, j) were coefficients such that Îk1
s (i, j) ≤ Îk2

s (i, j) ≤ Îk3
s (i, j), where k1, k2, k3 ∈ {h, v, d}.

Step 4: The range of values between Îk1
s (i, j) and Îk3

s (i, j) was divided into bits of width as follows:

∆ =
Îk3
s (i, j)− Îk1

s (i, j)
2Q− 1

(6)

where Q is a parameter that is the same as watermark embedding. Then we extract the watermark
information in each block based on the following strategy:{

i f (nmod2) = 0, when D1 < D2,
i f (nmod2) 6= 0, when D1 > D2

, For extracting− 1 (7)

{
i f (nmod2) = 0, when D1 > D2,
i f (nmod2) 6= 0, when D1 < D2

, For extracting 1 (8)

where D1 = Îk2
s (i, j)− ( Îk1

s (i, j) + n · ∆); D2 = ( Îk1
s (i, j) + (n + 1) · ∆)− Îk2

s (i, j), and n is the same as
Equations (4) and (5).

Step 5: The normalized correction (NC) coefficient between the original watermark and the
extracted watermark was calculated to judge whether the watermark data has been embedded in the
watermarked image.

ρ(w, ŵ) =

Nw
∑

i=1,j=1
w(i, j) · ŵ(i, j)√

Nw
∑

i=1,j=1
w2(i, j)

√
Nw
∑

i=1,j=1
ŵ2(i, j)

, i, j = 1, 2, . . . .Nw (9)

If ρ(w, ŵ) > T thus the watermark was detected, T is a pre-defined detection threshold value.
In order to determine the watermark detection threshold T, the Neyman–Pearson criterion [21]

was utilized in this work. From [21], the detection threshold T can be formulated as T = [Q−1(Pf /2)]2.
Where Pf denotes the probability of a false positive and Q(·) represents the right-tail probabilities
of the Gaussian distribution, and the Q(·)-function and its relationship to the complementally error
function er f c(·) is given by Q(x) = 1

2 er f c
(

x√
2

)
. In practice, Pf is set to 10−6. Due to the computation

of detection threshold using the Neyman–Pearson criterion on the watermarked image, the extraction
of watermark data does not require the host image.
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4. Experimental Results and Analysis

In this work, several experiments were performed to evaluate the proposed watermarking method,
which consists of imperceptibility and robustness test. During the process of experiments, the image
covers Fingerprint, Lena, Barbara, Crowd, Mandrill, Boat, Mit and Bridge. The size of these images
is 512 × 512 and the size of each block is 16 × 16, thus the total number of image blocks is 1024.
The discrete wavelet transform with three scales of decomposition was utilized to transform each block
image. The watermark data was embedded in the wavelet coefficients of the third scales of image,
thus the number of coefficients utilized to encode the watermark data is 4096. The biorthogonal CDF
9/7 wavelet filter was selected. Experimental parameter settings are provided in Table 1.

Figure 3 shows the invisibility results for all images. It can be seen that the effectiveness of the
proposed method and the imperceptibility is also satisfied from Figure 3. The difference between the
host image and watermarked image is small. We can see that the watermark data was embedded
along the high texture area.

Table 1. Experimental parameter settings.

Parameter Name Configuration

Experimental platform Window 7, MATLAB R2016a
Test images Fingerprint, Lena, Barbara, Crowd, Mandrill, Boat, Mit and Bridge
Image size 512 × 512

Wavelet filters of DWT biorthogonal CDF 9/7
Watermark length (bits) 4096

Decomposition level Three-level
Robustness evaluation Normalized Correlation coefficient

Figure 3. Cont.
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Figure 3. Original, watermarked and difference images by the proposed method: Fingerprint, Lena,
Barbara, Crowd, Mandrill, Boat, Mit and Bridge. In each image, the left part, middle part and the right
part are represented the original image, the watermarked image, and the absolute difference between
the watermarked and the original image, respectively.

Besides, we show the computational time of the proposed watermarking method with different
image in Table 2. Note that all the results are implemented in MATLAB R2016a. As shown in Table 2,
the proposed watermarking algorithm has high computational efficiency.
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Table 2. Computational time of the proposed method with different image (unit: s).

Image Fingerprint Lena Barbara Crowd Mandrill Boat Mit Bridge

Time 10.2095 10.4930 10.6398 9.9376 9.8795 10.4172 10.6883 10.5062

4.1. Robustness Test

Apart from the imperceptibility test, the robustness test includes some common image processing
attacks and some kind of geometric attacks. The watermarking method should be robust common
image processing, which could be intentional or unintentional. Figures 4–12 show that the results
after several attacks on the watermarked image (Lena) covers additive Gaussian noise with variance
20, JPEG compression with quality factor 10%, filtering, histogram equalization, amplitude scaling,
rotation and cropping.

Figure 4. (a) High-pass filtering attack; (b) detector response.

Figure 5. (a) Low-pass filtering attack; (b) detector response.

Figure 6. (a) Gaussian noise; (b) detector response.
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Figure 7. (a) JPEG compression; (b) detector response.

Figure 8. (a) Histogram equalization; (b) detector response.

Figure 9. (a) Scaling attack (scaling factor is 0.25); (b) detector response.

Figure 10. (a) Rotation attack (angle = 15◦); (b) detector response.
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Figure 11. (a) Cropping attack; (b) detector response.

Figure 12. (a) Brightness adjustment attack; (b) detector response.

In each figure, part (a) represents the distorted image after using image processing and geometric
attack on the watermarked image. Part (b) represents the watermark detection response to 1000
randomly generated watermarks. During the process of watermark detection, only one matches the
watermark that was actually embedded. The detection response value is calculated by Equation (9).
In each case, the watermark data was correctly detected from the distorted image. From the results of
Figures 4–12, the robustness of proposed watermarking algorithm can be shown to be strong.

4.2. Performance Analysis

(1) Probability of False alarm

In this work, the probability of detection denoted by pd and the probability of false alarm denoted
by p f were used to evaluate the performance of the watermarking algorithm. The larger the probability
of detection, the better the performance. Firstly, the probability of false alarm was discussed based
on [22], for an unwatermarked image, let p1 be the error probability during watermark detection
and Nw be the watermark length. Let m be the length of matching bits. Inspired by Bernoulli trials
assumption, we have

pr =

(
Nw

m

)
pm

1
(1− p1)

Nw−m (10)

According to [22], when m exceeds a threshold Th1, the image is claimed to have watermark
information, thus p f can be expressed as:

p f =
Nw

∑
m=Th1

pr (11)
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According to [22] and substitute Equation (10) into Equation (11), we have

p f =
Nw

∑
m=dNw(T+1)/2e

(
Nw

m

)
pm

1
(1− p1)

Nw−m (12)

Ideally, p1 is assumed to be 0.5.
Figure 13 shows the curve relationship between false alarm probabilities with watermark length.

It indicates that p f trends to zero when watermark length is greater than 40. The larger the threshold
value, the smaller the length of watermark from Figure 13. According to the proposed watermarking
method, the watermark length is set to be 4096, thus p f is approximately equal to zero. Therefore,
we focus on the probability of watermark detection in the following section.

Figure 13. Probability of false alarm versus watermark length.

(2) Probability of detection

Similarly, suppose that for a watermarked image, we assumed that the effect of image distortion
on the watermark is modeled as Gaussian noise with variance σ2, based on [22], thus the probability
of detection pd can be approximated as

pd = 1−
Th2

∑
m=0

(
Nw

m

)(
2Q− 1

Q
er f c(

∆
4σ

)

)Nw−m(
1− 2Q− 1

Q
er f c(

∆
4σ

)

)m

(13)

where Th2 = dNw(T + 1)/2e − 1, ∆ represents the mean value of all the wavelet coefficients and
er f c(·) is the standard complementary error function.

Figure 14 shows the probability of detection by different quantization parameter Q when the
length of watermark belongs to (0, 200]. The smaller the quantization parameter Q, the better the
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performance of watermark detection. It indicates that pd trends to one when watermark length is
greater than 20 in Figure 14a–j. The larger the quantization parameter Q, the worse the performance of
watermark detection. It can be concluded that when the watermark length is increased, the probability
of detection error can be reduced to some extent.

Figure 14. Cont.
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Figure 14. Probability of detection with respect to quantization parameter.

4.3. Comparison with Other Watermarking Method

Tables 3 and 4 illustrate the comparison of proposed watermarking algorithm with [10,14,23] by
using the NC value for the Lena and Fingerprint watermarked image. The methods in [10] and [14]
were chosen on the basis of its similarity to our method. The reason for the selection of method [23] is
that [23] and the proposed method in this paper use the discrete wavelet transform. In Tables 3 and 4,
we did the experiments by embedding the same watermark length of 4096 bits after watermarking as
in References [10,14], and [23] into the Lena and Fingerprint images, and the PSNR of watermarked
image is 45 dB. From the results in Table 3, we can see that the proposed watermarking algorithm has
superior performance than [10,14,23] when resisting some common image processing attacks.

Table 3. The results of attack under image processing (NC).

Images Lena Fingerprint

Attacks [10] [14] [23] Proposed [10] [14] [23] Proposed

Gaussian filtering (3 × 3) 0.6859 0.7024 0.7359 0.8435 0.7231 0.7458 0.7190 0.8729
Median filtering (3 × 3) 0.6530 0.6947 0.6728 0.7846 0.6714 0.7256 0.6980 0.8105
Additive noise (σ = 20) 0.5317 0.6848 0.6169 0.7582 0.5734 0.7023 0.6347 0.7664
Histogram equalization 0.7215 0.7649 0.7553 0.8065 0.7403 0.7891 0.7622 0.8458
JPEG (10) 0.3502 0.2617 0.2984 0.5936 0.3278 0.2921 0.3040 0.5983
JPEG (30) 0.5129 0.4562 0.4890 0.7024 0.5343 0.4816 0.4953 0.7191
JPEG 2000 (20) 0.6749 0.3481 0.6872 0.7658 0.6939 0.4124 0.7009 0.7815
JPEG 2000 (50) 0.7923 0.6738 0.8155 0.8742 0.8011 0.6934 0.8225 0.8901
JPEG 2000 (90) 0.9258 0.9016 0.9345 0.9503 0.9312 0.9089 0.9396 0.9647
Brightness adjustment 0.8033 0.6836 0.7529 0.8734 0.8122 0.7240 0.7659 0.8936

Table 4. The results of attack under geometric distortions (NC).

Images Lena Fingerprint

Attacks [10] [14] [23] Proposed [10] [14] [23] Proposed

Scaling (1/2) 0.6434 0.8627 0.8539 0.8910 0.6513 0.8476 0.8208 0.9025
Scaling (1/4) 0.5626 0.7643 0.8027 0.8258 0.5842 0.7719 0.7894 0.8032
Scaling (1/8) 0.3015 0.5354 0.5768 0.6524 0.3116 0.5208 0.5833 0.6917
Rotation (5◦) 0.7904 0.8525 0.9182 0.9316 0.8226 0.8734 0.9246 0.9479
Rotation (10◦) 0.6520 0.7938 0.8748 0.9122 0.6419 0.7856 0.8845 0.9065
Rotation (20◦) 0.5939 0.6826 0.7530 0.8124 0.6005 0.6920 0.7652 0.8008
Center Cropping (25%) 0.6413 0.6957 0.7628 0.7835 0.6531 0.7124 0.7785 0.7931
JPEG (50) + Scal. (0.9) 0.6322 0.4958 0.6559 0.7023 0.6414 0.5170 0.6771 0.7246
JPEG (30) + Scal. (0.7) 0.5421 0.3982 0.5816 0.6219 0.5526 0.3990 0.5902 0.6334
JPEG 2000 (50) + Scal. (0.8) 0.6020 0.3659 0.6428 0.6546 0.6175 0.4032 0.6533 0.6750
JPEG 2000 (30) + Scal. (0.5) 0.4521 0.3056 0.5355 0.5769 0.4609 0.3248 0.5580 0.5906
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Table 4 indicates the results of attack under some geometric attacks; it shows that our
watermarking algorithm also has superior performance than [10,14,23]. The main reason of the
proposed watermarking is summarized as follows. One is that the watermark information is embedded
into the high entropy image region; by applying this strategy, the robustness of watermarking can
be improved when resisting common image processing attack. The second is that the normalization
technology can achieve geometric invariance, thus it can be effectively extract the watermark data.

However, the proposed watermarking algorithm performs weakly against other distortion attacks,
such as the combination of JPEG compression and Gaussian noise, global affine transformation
and local random bending attack, etc. This issue will be addressed by using some feature
extraction methods in our future work, which of consists of group component analysis [24–26],
linear regression [27] and multi-kernel extreme learning method [28], etc.

5. Conclusions

In this study, a modified quantization watermarking method was proposed, which shows
superior performance compared to an existing quantization watermarking algorithm. The proposed
watermarking was exploited in the wavelet domain, where the wavelet has good multi-resolution and
sparse representation. The main advantages of this proposed method were summarized as follows:

(1) The high entropy image region was selected as the watermark embedding space, which improves
the imperceptibility of the watermarking.

(2) The proposed watermarking is blind, that is the watermark detection does not require the
original image.

(3) The image normalization strategy is used to designing the watermarking algorithm,
which enhances the robustness of watermarking when against some geometric distortions.

Simulation results demonstrate that both the imperceptibility and robustness are well satisfied.
Furthermore, the performance analysis was discussed by the probability of false alarm and detection
results with different threshold value and quantization parameters.
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