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Abstract: Due to the overwhelming variety of products and services currently available on electronic
commerce sites, the consumer finds it difficult to encounter products of preference. It is common
that product preference be influenced by the visual appearance of the image associated with the
product. In this context, Recommendation Systems for products that are associated with Images
(IRS) become vitally important in aiding consumers to find those products considered as pleasing or
useful. In general, these IRS use the Collaborative Filtering technique that is based on the behaviour
passed on by users. One of the principal challenges found with this technique is the need for the
user to supply information concerning their preference. Therefore, methods for obtaining implicit
information are desirable. In this work, the author proposes an investigation to discover to which
extent information concerning user visual attention can aid in producing a more precise IRS. This
work proposes therefore a new approach, which combines the preferences passed on from the user,
by means of ratings and visual attention data. The experimental results show that our approach
exceeds that of the state of the art.

Keywords: collaborative filtering; image recommendation; image similarity; recommendation
systems; visual attention

1. Introduction

Over recent decades, purchases via e-commerce have become ever more commonplace.
In many cases, the search for a product is made through key words. This search can be tedious
if the company does not have an efficient Recommendation System (RS). Since the beginning of
the 1990’s, many algorithms have been developed to deal with this problem, these make use of the
behaviour passed on by the users (clicks, purchases, ratings) in order to produce recommendations [1].
The RS helps individuals to find products and/or services that correspond to their preferences and
give support, so that individuals can make decisions in a variety of contexts, such as which products
to buy [2], which film to watch [3], which music to listen to [4], which painting to go and see [5].
In this work, the author is interested in the Recommendation System for products that are associated
with images (IRS).

In general, irrespective of the type of information that will be recommended (video, image, text
or audio), three techniques exist for the development of an RS [6]. Those being, (i) the technique
based on content (BC) [7] creates a profile for each product (item) based on its features, along with
a profile of interest for each user. The recommendation consists of combining the attributes of each
user profile with the attributes from the product profiles. (ii) The technique based on Collaborative
Filtering (CF) [8], based on the behavior passed on from the user, which does not require information
concerning product content. (iii) The third technique consists of the combination of the techniques BC
and CF, which produces the hybrid solution [9].
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The CF technique is widely used due to its simplicity and efficiency, especially in large well-known
commercial systems, such as Netflix for the film recommendation and Amazon for the product
purchase recommendation. With the traditional CF, the ratings are used to compare and identify
similar items (known as neighbours); this particular step is considered as being critical to this approach.
An important point is that not always are the users disposed to providing ratings, thus undermining the
identification of neighbours of similarity and any recommendation that follows. In [6], the authors state
that in any RS the number of ratings obtained is generally very small, when compared to the number of
necessary ratings for performing an accurate rating prediction. Hence, there is still considerable space
for improving the identification of similar neighbours and the quality of the product recommendation,
especially those in which the visual aspect of the product is important for defining user opinion.

Images are important when it comes to influencing user choices concerning recommend products.
Noteworthy is the fact that many products, such as shoes, clothes, or paintings are acquired by the
user based on their visual appearance. In this work-study, it is understood that the manner in which
individuals look at a product can be an important information for comparing products in the IRS.
The central hypothesis of the author is that similarity between images can be best represented by
using visual attention information. In light of this, the author proposes to investigate to what extent
information about user visual attention can help to improve the rating prediction and consequently
produce more accurate IRS. The objective of this work is the development of a new method based
on CF that combines ratings and implicit visual attention information obtained via an eye tracker to
represent the past behavior of users, denominated CFAS (Collaborative Filtering recommender system
with Attentive Similarity).

This article is organized in the following form. In Section 2, the author presents related work
and an overview of the background. In Section 3, a description of the proposal is given. In Section 4,
a description of performed experiments is given, along with an analysis of their obtained results. Finally,
in Section 5, a presentation is made of the conclusions and a discussion concerning future work.

2. Literature Review

Formally, the RS represents the behaviour passed on by the user via a utility matrix R = {rui},
where the lines represent the users, the columns represent the products (items) and the cell (u, i)
contains the rating given by the user u concerning the item i (normally a whole number from 1 to
5 that represent stars), which indicates the user interest u for item i. With this information at hand,
the recommendation problem can be interpreted as a problem of predicting ratings of an item set
that still has not been rated by a given user, and the items with the highest predicted rating are
recommended for this user.

The CF based strategies are divided into two main categories, those being neighbourhood based
methods and model based methods. The neighbourhood based methods focus on the relationship
between users (user-user approach) or between products (item-item approach), in order to predict the
rating of a product i by a user u. The user-user approach searches for other users similar to u and uses
their ratings concerning the product i to carry out the prediction, while the item-item approach uses
the user ratings u concerning the products that are most similar to product i. The item-item approach
became more popular due to greater scalability and accuracy in a variety of situations [10]. The model
based methods use a machine-learning algorithm for constructing a recommendation model. The latent
factor models are the most popular, with such models as the Singular Value Decomposition (SVD) [10].

The strategy developed in this article is inspired upon one of the most popular methods for
ratings prediction—Item KNN + Baseline (IKB) [11]. In the IKB, the central idea is the RS recommends
for an active user (to whom one wishes to recommend) the items that are more similar to the items
that the user himself liked. The similarity between the items is calculated based on the similarity of
the ratings history of several system users. The RS performs the prediction of unknown ratings and
recommends the products with the highest rating values predicted for the user. The rating prediction
r̂ui of an item i by a user u is calculated using the weighted average of the ratings from the set of
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items I(u, i, k), which consists of the k-neighbours closest to the item i that were rated by the user u.
The IKB is described in Equation (1).

r̂ui = bui +
∑j∈I(u,i,k),j 6=i(ruj − buj).sij

∑j∈I(u,i,k),j 6=i |sij|
, (1)

where bui = m + bu + bi is defined as User Item Baseline (UIB) Model. bu and bi indicate the deviations
over the ratings global average m of the user u and the item i, respectively.

The similarity sij between two items i and j is calculated based on past ratings, these can be
obtained by some kind of similarity function, such as the Pearson correlation coefficient, cosine similarity,
or distance-based similarity, among others. Each item is represented by a dimension vector equal to the
number of users. If the application possesses a very large quantity of users, it is interesting to work
with a dimensionality reduction, and model the items and users using the factorization of matrices.
The similarity between the items in the IKB can be calculated by the inverse of Euclidean distance
normalized between latent vectors from the items as described in [12], denominated here as IKB (SVD).

The similarity values possess two important roles. (i) They allow for the selection of trustworthy
neighbours, from which ratings are used in the prediction. (ii) They supply the means to weigh the
importance of these neighbours in the rating prediction. In [13], the authors introduce a strategy for
modifying sij, denoted as s

′
ij. The strategy, denominated Case Amplification, transforms the similarity

value using a parameter p (s
′
ij = sij · |sij|p−1), favouring the items with higher similarity.

There are those studies that use functions that add two or more similarities under the intent of
combining different properties and behaviour. In [14], the authors define a linear aggregation function
for combining two similarities. The first similarity considers a set of films with tags that represent
topics and the second similarity considers the ratings concerning the films. In [15], the authors add
a measure that considers relationships between concepts represented by the website, and another
measure that considers the item ratings. In [16], the authors combine a measure that considers features
directed toward user sentiments concerning the items, and a measure that considers ratings. In [17],
the combination is between two distinct measures based on ratings. To our knowledge, there do not
exist studies that combine visual attention data obtained by means of eye tracking and rating data.

In studies [18,19], the visual attention data (eye fixing and eye movement, known as saccades) are
obtained via an eye tracker and these data are used to indicate user preference concerning products.
In this article, the author addresses the visual attention in a different manner. Here, visual attention is
used to characterize the image and help to calculate the similarity between images. In addition,
different to approaches described in [18,19], in the proposed strategy, the user (that receives
the recommendation) does not necessarily need an eye tracker, as just a few users with an eye tracker
is sufficient to characterize the images.

3. A Proposed Image Recommendation System

An overview of the proposal herein, denominated CFAS (Collaborative Filtering recommender
system with Attentive Similarity), is shown in Figure 1. More specifically, CFAS is divided into four
main components, the Segmentation Process, the Management of Visual Attention and Ratings (MVAR),
the Prediction Process, and the Recommendation Process.
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Figure 1. Architecture of the proposed Collaborative Filtering recommender system with Attentive
Similarity (CFAS) method. The red rectangles represent the main contribution of this work.

3.1. Segmentation Process

In this process, it is assumed that a collection of images possesses a set of labels that are associated
with semantic concepts, denominated set H. The content and the cardinality of H depends on the
segmentation method and on the application domain. Each image from the collection is then segmented
into parts and each respective part should be labelled in accordance with the set H. Two different
examples of segmentation are illustrated in Figure 2. In Figure 2a, the application domain is ”clothing”
and the set H represents the parts of the human body, or be it, H = {right shoulder, neck, left shoulder, right
knee, left knee,...}. In Figure 2b, the application domain is ”paintings” and the set of labels H represents
landscapes, objects, animals, people, buildings, among others.

Figure 2. The images are segmented and labelled in accordance with the set H. In example (a), the
segmentation is performed using a grid, which divides the individual into parts of the human body and
each part is labelled with the respective semantic concept. In the second example (b), the segmentation
is obtained by dividing the whole image into a regular grid, where each cell of the grid is labelled with
a semantic concept related to the painting (1 represents sky, 2 represents ocean, and 3 represents a boat).
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3.2. Management of Visual Attention and Ratings (MVAR)

This component contains two databases. The first denominated as Ratings database, which stores
the utility matrix R. The second denominated the Visual attention database, which stores the fixation and
eye movements of the users (information implicitly supplied by the users and updated in real time).
The formal representation of visual attention is obtained through the joining of the segmentation process
with the collection of fixations and eye movements.

Process for fixation collection and eye movements—When a user browses over items (images) of
a system by using a computer with an eye-tracking device, the visual attention data are captured
and stored. Each image i is then described through four visual attention attributes: [θi, `i, γi, Vi],
where θi is the number of users that looked at image i. Next, `i is the total sum of the route, in number
of pixels, of every user that looks at image i. Following on, γi is the sum of the duration, in seconds,
of every fixation over the image i. Finally, Vi is an attentiveness vector with a dimension equal to the
number of semantic labels (|H|). Each position for the attentiveness vector Vi is related to a label t of
the image i. The values of `i, γi, and each position Vi[t] of the image i are obtained in accordance with
Equations (2), (3), and (4), respectively.

`i = ∑
u∈G(i)

 ∑
m∈M(u,i)

lm

 , (2)

γi = ∑
u∈G(i)

 ∑
g∈G(u,i)

dg

 , (3)

Vi[t] = ∑
u∈G(i)

(
∑g∈G(u,i,t) dg

∑g∈G(u,i) dg

)
, (4)

where the set G(i) contains the users that looked at the image i. Thus, M(u, i) is the set of every
saccade of the user u over the image i. Then, lm is the size of the saccade m, and G(u, i) is the set of all
eye fixation data from the user u over the image i. Following on, G(u, i, t) is the set of all eye fixation
data of the user u over the semantic label t of the image i. Finally, dg is the duration, in seconds of the
fixation g. The representation of the visual attention data of a clothing image visualized by two users
is shown in Figure 3 and the visual attention data of a painting image is shown in Figure 4.

Figure 3. Representation of the visual attention data of a clothing image viewed by two users.
Represented in (a) is a segmented image. In (b) two users (green and red) view the image. Each
circle represents an eye fixation and the radius of the circle represents the duration of the fixation.
The lines between the circles represent the eye movements (saccades). A representation of the visual
attention data is made in (c). The user represented by the colour green moved over 704 pixels of the
image during 3.2 s and looked for 21% of the time toward the right shoulder, 19% of the time at the
neck, and 11% of the time at the left foot. The user represented in red moved over 580 pixels of the
image during 2.9 s and looked 63% of the time at the left foot.
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Figure 4. Representation of the visual attention data of an image viewed by two users. Represented in
(a) is a segmented image. In (b) two users (green and red) view the image. (c) The visual attention data.
The user represented by the colour green moved over 362 pixels of the image during 3 s and looked for
35% of the time toward the sky and 65% of the time at the boat. The user represented in red moved
over 394 pixels of the image during 2.4 s and looked 82% of the time toward the sky and 18% of the
time in the direction of the ocean.

3.3. Prediction Process

The prediction process occurs in an offline manner, and has the main objective of predicting
unknown ratings in the utility matrix. This process occurs when the user updates their ratings or
when a new item is inserted into the database or information concerning visual attention of the
item is updated. This process is divided into two main parts, the calculation of similarity and the
prediction rating.

The similarity among every item is represented by a similarity matrix S = {sij}1≤i≤|I|,1≤j≤|I|,
where I is the set of items and the similarity sij between two items i and j is calculated by combining
two similarities, Attentive Similarity (ASij) and Similarity based on Ratings (RSij).

The Attentive Similarity (ASij) between two images i and j is given by an aggregation function
defined over the interval fAS : [0, 1]2 → [0, 1], which considers two terms. The first term (sim(Vi, Vj))
considers the similarity between two attentive vectors (Vi and Vj) and the second term (sim(`i, `j))
considers the similarity between the saccade sizes (`i and `j), as defined in Equation (5).

ASi,j = fAS
(
sim(Vi, Vj), sim(`i, `j)

)
(5)

The attentiveness vectors Vi and Vj are attentiveness histograms, where each bin represents a
semantic label and the value attributed to a label represents to which degree this label is attentive.
By dividing these vectors by the number of users that looked at image i and j (θi and θj, respectively),
the vectors will be normalized. For calculating the similarity sim(Vi, Vj) between two vectors one can
use a diverse group of functions, such as Euclidean distance, Mahalanobis, and histogram intersection.
In the similarity between the attentive vectors sim(Vi, Vj), as well as the similarity between saccade
sizes sim(`i, `j) should be at the interval of [0, 1]. The similarity sim(`i, `j) can be also calculated by
using different functions, provided they are normalized. The value of the attentive similarity (ASij) is
also at the [0, 1] interval, where 0 means that the images i and j are totally different and 1 means the
images i and j are similar from the point of view of visual attention.

Attentive similarity can be compromised if one of the items has few visualizations. Therefore,
the author followed defining a strategy that modifies the ASij value, denoted as AS

′
ij, by using an
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importance weighting factor, which affords privileges to the similarity values among those items with
a greater number of views. Thus, an attentive similarity ASij is shrunk down to

AS
′
ij =

|G(i, j)| − 1
|G(i, j)| − 1 + λas

ASij (6)

where λas is a shrinkage parameter defined by the user, |G(i, j)| is the quantity of users that manifest eye
fixations over both items i and j. In this case, ASij is substituted by AS

′
ij in the similarity calculation sij.

Similarity Based on Ratings (RSij)—In the strategy proposed in this paper, the similarity RSij
between two items i and j can be calculated using any one of similarity functions between items based
on ratings, such as the Pearson correlation coefficient, cosine similarity, distance-based similarity, or
the inverse of the normalized Euclidean distance between two item-factors vectors.

The similarity sij proposed in this paper between two items i and j is obtained by an aggregation
function fs : [0, 1]2 → [0, 1], which combines the attentive similarity (ASij) and the similarity based on
ratings (RSij), as in Equation (7).

si,j = fs
(

RSij, ASij
)

(7)

After calculating the similarity matrix S, the prediction calculation is performed in the same
manner as in the IKB method, described in Equation (1).

The strategy proposed herein provides a partial approach to the cold-start problem, where new
items that still have not been rated (but have been viewed by users) can be recommended. For such
new items, it is only necessary to consider the attentive similarity (ASij), in the similarity calculation
between the items.

3.4. Recommendation Process

The recommendation process takes place online. Given a user, the system loads the predicted
ratings for the user and recommends the items with the highest predicted ratings.

4. Methodology of the Experiments

This section presents the important aspects concerning the validation of the CFAS method
proposed in Section 3, as well as the results obtained in the stages of the prediction and
recommendation process.

4.1. Experimental Setting

4.1.1. Database

In order to validate the proposed methodology, two databases were used, UFU-CLOTHING [20]
and UFU-PAINTING [21].

UFU-CLOTHING — the database is composed of 6946 clothing images collected from various
Brazilian online shopping websites, 469,071 eye fixations and 73,414 ratings (of 1 to 5 stars) given
by 245 users. The images are of human models posing in the same position, in order to facilitate
the segmentation stage of the images into parts of the human body. In this article, a segmentation
algorithm was developed based on the position of each part of the human body in the image, thus
permitting the automatic segmentation of the images. In the interest of efficiency and based on the
studies [22,23], the images were segmented into 22 parts of the human body (see Figure 2a), with
12 upper parts of the body, such as neck, right shoulder, left shoulder, etc., and 10 lower parts, such as
right knee, left knee, etc.

UFU-PAINTINGS—the database is composed of 605 images of paintings collected from the
website pintura.aut.org, 444,780 eye fixations and 38,742 ratings (of 1 to 5 stars) given by 194 users.
This database contains various paintings of diverse genres, produced between the XIV and XXI
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centuries. These can be divided into 9 categories, Animal, Architecture, Art, Abstract, Mythology,
Still life, Nudism, Landscape, People, and Religion. In this article, we developed a software that
divides the entire image into a grid of 20 × 20 parts of equal size. The user, by use of a mouse, labels
each part with a semantic meaning. Through this, it was possible to manually label all the parts of the
605 paintings. The set H, defined in Section 3, is composed of 41 labels of possible semantic meanings.

In both databases, the non-intrusive Tobii x2-60 eye tracker was used for the collecting of visual
attentive data (eye movement and eye fixations).

4.1.2. Evaluation Criteria

The evaluation of our approach was performed in accordance with the prediction and
recommendation processes. In order to evaluate the prediction process, we adopted a popular metric
used to measure the performance of the rating prediction task, Root Mean Squared Error (RMSE).

For the recommendation process, the results are reported in terms of the Average Precision (AP)
values and Area Under the ROC Curve (AUC). In our experiments, we consider items rated with 4 or
5 stars as relevant to the user, and items rated with 1, 2, or 3 stars as not relevant.

The experiments were conducted employing the 10-fold-cross-validation method.

4.1.3. Assessing Statistical Significance

In order to show the effectiveness of our proposal, we evaluate the results using statistical tests
by using sign test proposed by Demšar [24]. We conducted our evaluation by setting the data as
described by Shani and Gunawardana [25], which use the sign test for rating prediction task in a paired
setting using the same test set. We computed the per-user RMSE. To compare two methods A and B,
we compute the number of users whose average RMSE is lower in A than in B, denoted by mA, and
the number of users whose average RMSE is lower in B than in A, denoted by mB. The significance
level or p-value is obtained according to Equation (8).

p = (0.5)n
n

∑
i=mA

n!
i!(n− i)!

, (8)

where n = mA + mB. When the p-value is below some predefined value (typically, 0.05) we will reject
the null hypothesis that method A is not truly better than method B with a confidence of (1− p) ∗ 100%.

4.1.4. Comparison Algorithms

In order to demonstrate the efficiency of our methodology, we compared the proposed CFAS
method with methods that are well known in the literature, and available to the public through the
MyMediaLite framework [26]. The methods are,

1. UserItemBaseline (UIB): This method [11], described in Section 2, uses the global average m plus
user and item biases for prediction purposes.

2. UserKNN + Baseline (UKB): This method [11] predicts an unknown rating as a weighted average
of the ratings of neighbouring users, while adjusting for user and item biases effects.

3. ItemKNN+Baseline (IKB): This method [11], described in Section 2, predicts an unknown rating,
taken as a weighted average of the ratings of neighboring items, while adjusting for user and
item biases effects.

4. SVD: This is the traditional matrix factorization model [11].
5. SVD + Baseline (SB): This is the matrix factorization model with user and item biases.

This model [27], also called Biased MF, is widely used as a baseline in recommender systems.
6. IKB (SVD): This method [12], described in Section 2, uses features (latent factors) for the similarity

between items. We built this method upon MyMediaLite framework.
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The CFAS method proposed in this article was also built using recourses from the
MyMediaLite framework.

4.1.5. Parameter Setting

The parameters for the compared methods were configured with values indicated in the literature,
which correlate as being the most adequate, or be it, the MyMediaLite configuration was adopted by
default. To configure the parameters that only make up the part of the proposed method established in
this paper, a number of different experiments were performed, and in accordance with the obtained
results, the following was adopted:

• (i) We chose the intersection for calculating the similarity among attentive vectors and similarity
between saccade sizes, as in Equations (9) and (10), where n = |Vi| = |Vj| = |H| is the number of

semantic labels and ∑
|H|
t=1(

Vi [t]
θi

) = 1;

sim(Vi, Vj) =
n

∑
t=1

min

(
Vi[t]

θi
,

Vj[t]
θj

)
(9)

sim(`i, `j) =
min

(
`i
θi

,
`j
θj

)
max

(
`i
θi

,
`j
θj

) (10)

• (ii) We chose a linear aggregation function (Equation (11)) for calculating attentive similarity,
using σ = 0.8 for the database UFU-CLOTHING and σ = 0.9 for database UFU-PAINTINGS (the
size of the saccades is not relevant information for the painting domain);

ASi,j = σ
(
sim(Vi, Vj)

)
+ (1− σ)

(
sim(`i, `j)

)
(11)

• (iii) We adopted the shrinkage parameter λas = 25 from Equation (6);
• (iv) A linear aggregation function was also chosen, in accordance with Equation (12), for

calculating the combined similarity sij, using β = 0.75. The similarity was adjusted with the Case
Amplification parameter, which adopted the value of 4 for the methods UKB, IKB, and CFAS and
the value of 2 for the methods based on latent factors IKB (SVD) and CFAS (SVD).

si,j = β · (RSij) + (1− β) · (ASij) (12)

The parameters with the highest impact on the results will be discussed in Section 4.

4.2. Experimental Results and Analysis

In this subsection, we run several experiments in order to analyze the performance of the use of
visual attention for the rating prediction and recommendation processes.

4.2.1. Rating Prediction

The parameters with the highest impact on the results are, the number of closest neighbours k,
and the similarity measure based on ratings for the methods based on neighbourhood, and the number
of latent factors for the methods based on matrix factorization models. To reach a just comparison,
these parameters were used to conduct the search for the best result of each method.

• Methods that use the neighbourhood parameter: The methods UKB, IKB, and CFAS use the
neighbourhood parameter. The experiments are executed with a varying number of closest
neighbours (k) of 10 to 50 and then the RMSE is computed for each method. These tests are
conducted using three similarity measures based on ratings, Pearson Correlation Coefficient (PCC),
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cosine, and the inverted Euclidean distance (Euc). Figure 5 illustrates the obtained results in terms
of RMSE in the database UFU-CLOTHING and UFU-PAINTINGS. It was noted that the similarity
measure with the best results was the PCC and that the proposed method CFAS was superior in
every case, with gains in relation to the UKB of 7.6% to 10%, and in relation to the IKB from 1.4%
to 2.3%.

• Methods that use the parameter of latent factors: The CFAS method can combine the similarity
between latent factors with attentive similarity, thus denoted CFAS (SVD). The experiments were
performed varying the number of latent factors between 10 and 50 for the methods of SVD, SB,
IKB (SVD), and CFAS (SVD). Figure 6 shows that the proposed method of CFAS (SVD) was
superior in every case, in terms of the RMSE. The gain in relation to the SVD was of 6.7% to 7.9%,
in relation to the SB was of 5.3% to 6.1%, and in relation to the IKB (SVD) it was of 1% to 2%.

Figure 5. Evaluation of the best number of closest neighbours for the methods user KNN + baseline
(UKB), item KNN + baseline (IKB), and CFAS in terms of root mean squared error (RMSE). Analysed
similarity measures: (a) Pearson Correlation Coefficient (PCC), (b) Cosine, and (c) Euclidean
distance (Euc).
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Figure 6. Evaluation of the best number of latent factors for the methods SVD, SVD + baseline (SB),
IKB (SVD), and CFAS (SVD).

Table 1 summarizes the best results in terms of RMSE for all methods.

Table 1. Comparison in terms of root mean squared error (RMSE) of the best results obtained by
the methods.

Methods UFU-CLOTHING UFU-PAINTINGS
RMSE Parameters RMSE Parameters

1. UIB 1.114 1.100
2. UKB 1.114 1.074
3. IKB (PCC) 1.033 N:30 1.044 N:40
4. SVD 1.105 L.F.:10 1.111 L.F.:10
5. SB 1.089 L.F.:10 1.109 L.F.:10
6. IKB(SVD) 1.037 N:30; L.F.:30 1.045 N:40; L.F.:45
7. CFAS (PCC) 1.019 N:30 1.021 N:30
8. CFAS (SVD) 1.031 N:30; L.F.:30 1.023 N:40; L.F.:50

Legend of the parameters: N: Number of closest neighbours; L.F.: Number of latent factors..

Although small, the gain made by the proposed method is very significant in
recommendation systems. The superiority of CFAS was confirmed by calculating the statistical
significant differences among the approaches with a sign test. The CFAS method reached a p-value
lower than 0.05, when compared to the comparative methods.

The problem of new items is a big challenge to recommendation systems, especially when these
are based on CF. If a new item i (without ratings) occurs in a CF method based on neighbourhood,
it is not possible to calculate the similarity between item i and all other items. In addition, if the new
item i occurs in a CF method based on latent factors, the new item will not have a latent factor vector.
Consequently, it is not possible to calculate the rating prediction over the new item i. However, if the
item i has already been viewed by users, it is possible to calculate the attentive similarity between the
item i and all other items, and thus predict the rating over the item i using the CFAS method.

To evaluate this strategy, 100 items were randomly selected, which were previously viewed by
users for the test set with the ratings removed from these items. The CFAS method obtained an
RMSE = 1.159 (UFU-CLOTHING) and RMSE = 1.172 (UFU-PAINTINGS). However, the method UIB
reduced to only user bias obtained a far inferior result, with RMSE = 1.212 (UFU-CLOTHING) and
RMSE = 1.207 (UFU-PAINTINGS).

4.2.2. Recommendation Process

In the recommendation task Top-N, the SR recommends to the user the first N of items most
relevant to him/her. Table 2 presents the AP measure for TOP-5 and the AUC measure obtained by
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the methods. The parameters used were the same as for the experiments shown on Table 1. Note that
in all cases, the CFAS obtained better results when compared to the other methods.

Table 2. Evaluation of the recommendation process in terms of average precision (AP) and area under
the ROC curve (AUC).

Methods UFU-CLOTHING UFU-PAINTINGS
AP@5 AUC AP@5 AUC

1. UIB 0.560 0.695 0.601 0.701
2. UKB 0.568 0.704 0.613 0.716
3. IKB (PCC) 0.627 0.743 0.631 0.736
4. SVD 0.589 0.718 0.611 0.709
5. SB 0.598 0.724 0.610 0.715
6. IKB (SVD) 0.628 0.746 0.630 0.739
7. CFAS (PCC) 0.644 0.757 0.651 0.760
8. CFAS (SVD) 0.633 0.751 0.644 0.754

5. Conclusions

In this article, the author presents a new manner to describe the content of the image in
accordance with the visual attention of the users. Proposed herein is a new measure that calculates
the attentive similarity between two items, a new method (CFAS) based on item-item similarity that
combines attentive similarity with similarity based on ratings or on latent factors. The experiments
were conducted using a clothing database and a painting database constructed at the author’s
research laboratory. The visual attention on the clothes and paintings is related to the user’s taste.
The analysis of the results showed that CFAS was superior to all other state of the art competitive
methods for visually important products. The CFAS also reduces the cold-start item problem that
predicts the rating of items not yet rated, but already viewed. Nevertheless, the approach presented
herein is strongly dependent on the segmentation of images according to the application and the use
of eye tracker devices, which are currently very expensive. It is hoped that in the near future desktop
computers and mobile devices will have embedded eye trackers.
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