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Abstract: This study utilized advanced data mining and machine learning to examine player injuries
in the National Basketball Association (NBA) from 2000–01 to 2022–23. By analyzing a dataset of
2296 players, including sociodemographics, injury records, and financial data, this research investi-
gated the relationships between injury types and player recovery durations, and their socioeconomic
impacts. Our methodology involved data collection, engineering, and mining; the application of
techniques such as Density-Based Spatial Clustering of Applications with Noise (DBSCAN), isolation
forest, and the Z score for anomaly detection; and the application of the Apriori algorithm for associa-
tion rule mining. Anomaly detection revealed 189 anomalies (1.04% of cases), highlighting unusual
recovery durations and factors influencing recovery beyond physical healing. Association rule mining
indicated shorter recovery times for lower extremity injuries and a 95% confidence level for quick
returns from “Rest” injuries, affirming the NBA’s treatment and rest policies. Additionally, economic
factors were observed, with players in lower salary brackets experiencing shorter recoveries, pointing
to a financial influence on recovery decisions. This study offers critical insights into sports injuries
and recovery, providing valuable information for sports professionals and league administrators.
This study will impact player health management and team tactics, laying the groundwork for future
research on long-term injury effects and technology integration in player health monitoring.

Keywords: anomaly detection; association rules; data mining (DM); sports analytics; text mining

1. Introduction

The applications of machine learning (ML) and data mining (DM) techniques have
transformed the understanding of player injuries, performance, and recovery in profes-
sional sports, particularly in leagues such as the NBA. These techniques allow valuable
insights to be extracted from vast datasets, linking injury patterns with sociodemographic
and economic variables [1]. The combination of ML and DM methods creates a data-rich
pathway for exploring the physiological and socioeconomic aspects of sports injuries and
for forecasting or statistically analyzing athlete performance, providing a comprehensive
view of athlete health and performance [2]. For instance, applications such as anomaly
detection identify unusual patterns that may be influenced by factors beyond the physical
activity, such as a player’s sociodemographic information [3].

In addition to the direct implications of sports injuries for player performance, the
application of association rule mining, mainly through algorithms such as the Apriori
algorithm [4], sheds light on the intricate relationships between injuries, recovery time,
and player demographics. By identifying these relationships, sports analysts and team
management can create more personalized rehabilitation programs and estimate recovery
timelines [5]. Ultimately, ML and DM techniques provide valuable tools for understanding
the landscape of sports injuries, allowing stakeholders to make informed decisions that
optimize player care and team performance.

Information 2024, 15, 61. https://doi.org/10.3390/info15010061 https://www.mdpi.com/journal/information

https://doi.org/10.3390/info15010061
https://doi.org/10.3390/info15010061
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/information
https://www.mdpi.com
https://orcid.org/0000-0002-9361-8621
https://orcid.org/0000-0002-8757-8969
https://orcid.org/0000-0001-8263-9024
https://doi.org/10.3390/info15010061
https://www.mdpi.com/journal/information
https://www.mdpi.com/article/10.3390/info15010061?type=check_update&version=2


Information 2024, 15, 61 2 of 19

A review article has explored the outcomes of sport injuries. The authors conducted
a comprehensive review of the literature to analyze the impact of different types of sport
injuries on athletes and their subsequent recovery [6]. This study investigated the return
to play and performance of NBA players who underwent reconstruction. This was a case
series and a literature review. The authors found that there was a high rate of return to play
and good performance outcomes following reconstruction in the NBA [7].

Moreover, a study examined the attitudes, priorities, and perceptions of exercise-based
activities in youths after a sport-related injury. A sample of youths who sustained a sport-
related injury was followed up 12–24 months after the injury. They found that although the
youths experienced a decrease in physical activity levels after the injury, they were able to
reframe their priorities and attitudes toward exercise-based activities and were motivated
to overcome the physical limitations imposed by the injury. This highlights the importance
of positive attitudes and priorities toward exercise-based activities in promoting recovery
and maintaining physical function after a sport-related injury [8].

An additional study aimed to investigate the potential of using ML methods to predict
anterior cruciate ligament (ACL) injuries in female elite handball and soccer players. The
study used three-dimensional motion analysis and physical data collected from 791 female
athletes and revealed that the best classifier had a mean Area Under the Receiver Operating
Characteristic (AUC-ROC) curve of 0.63, which was significantly better than chance, indi-
cating that there is information in the data that may be valuable for understanding injury
causation. However, the predictive ability of the NRS-2002 score was low from a clinical
assessment perspective, suggesting that the included variables cannot be used for ACL
prediction in practice. The study also revealed that class imbalance handling techniques
did not improve the results. Therefore, while the study highlights the potential of ML in
the field, it also highlights the limitations of current models in making accurate predictions
in practice [9].

Based on the results of these assessments, specific interventions can be implemented to
reduce the risk of injury and improve overall performance. For example, targeted strength
training and proper technique instruction can help to improve knee stability and reduce
the risk of injury. Additionally, incorporating stretching and flexibility exercises into an
athlete’s routine can help to improve overall flexibility and reduce the likelihood of injury.
The identification and assessment of risk factors for ACL injuries is an important step in
reducing the risk of injury in athletes. By taking a proactive approach and addressing
risk factors, athletes can not only reduce their risk of injury but also improve their overall
performance [10–16].

A similar study aimed to examine the effect of ACL reconstruction on the athletic
performance and career longevity of NBA players. The study involved a sample of NBA
players who underwent ACL reconstruction, and their performance data were analyzed
before and after surgery. The results showed that although players experienced a decline
in performance after surgery, they were able to return to the pitch and had a prolonged
career. The study also revealed that the decline in performance was temporary and that
many players were able to recover their preinjury level of performance. The findings of the
study suggest that ACL reconstruction does not significantly impact the career longevity or
athletic performance of NBA players [17].

An additional investigation based on the impact of injuries on postretirement pain
and quality of life in professional basketball players was performed. The study was a
cross-sectional survey, and the results showed that injuries can have a negative impact on
postretirement pain and quality of life for professional basketball players [18]. Researchers
have investigated the return-to-sport ratio and performance after reconstruction in NBA
players. One study showed that NBA players were able to return to play after reconstruc-
tion; however, their performance was impacted [19]. Another research study investigated
sex-specific differences in injury types among basketball players. One study revealed
differences in the types of injuries sustained by male and female basketball players [20].
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Another research paper has analyzed previous studies to determine the best strategies
for preventing lower extremity injuries in basketball. The authors conducted a systematic
review and meta-analysis of existing related research and found that injury prevention pro-
grams that focus on improving strength, balance, and landing technique can be effective at
reducing the risk of injury [21]. Another study investigated the types of injuries commonly
sustained by basketball players and the strategies that can be used to prevent and manage
these injuries [22].

Further research has revealed that players who have sustained a knee injury were
more likely to sustain additional knee injuries, such as meniscus tears or cartilage injuries,
on the same or opposite knee. Additionally, players who have sustained a knee injury
may have a higher risk of developing osteoarthritis, a degenerative joint disease that can
lead to pain and disability. It is worth noting that the risk of reinjury after an injury is
limited not only to knee injuries but also to other types of injuries, such as ankle sprains,
muscle strains, and even concussions. The risk of reinjury after an injury can be due to
several factors, such as the quality of the surgical reconstruction, the rehabilitation process,
the player’s adherence to the rehabilitation protocol, the player’s return to sport, and the
player’s physical readiness. In conclusion, there is some evidence suggesting that players
who sustain an injury may be at increased risk of sustaining additional knee injuries and
other types of injuries. It is important for players who have sustained an injury to undergo
appropriate rehabilitation and to take the necessary precautions to prevent reinjury [23–25].

1.1. Related Work

The integration of ML and DM methods has significantly contributed to the field
of sports science in understanding sports injuries, recovery processes, and performance
optimization. Several studies have employed these methodologies to explore different
aspects of sports injuries.

The research in [26] examined the application of ML for predicting muscle strain in-
juries in NBA athletes from 1999 to 2019. This study compares traditional logistic regression
methods with ML models, such as random forest and extreme gradient boosting (XGBoost),
to evaluate injury risk. The purpose of the study was to improve the understanding of
risk factors and contribute to better injury prevention strategies in professional basketball.
Based on their findings, the XGBoost machine achieved the best performance compared to
logistic regression in predicting lower extremity muscle strain.

In another paper, the authors aimed to predict the risk of injury in elite athletes
using ML algorithms. The authors used data from an extensive screening test battery
of 880 female athletes to develop an ML model that could predict the risk of injury. The
results showed that the model was able to predict injury risk with high accuracy. The
authors concluded that their findings may have important implications for the prevention
of injuries in female athletes [27].

A different research of injury forecasting in NBA basketball used a deep learning
approach. The authors analyzed data from players in the NBA and used ML algorithms
to make predictions about the likelihood of injury. One study revealed that deep learning
can be an effective method for forecasting injuries in professional basketball. The authors
developed a deep learning model, called the Multiple bidirectional Encoder Transformers
for Injury Classification (METIC) model, to predict future injuries in NBA players. Longitu-
dinal data on NBA player injuries were collected using publicly available data sources, and
a model that performed significantly better than other traditional ML approaches was de-
veloped. The METIC model uses feature learning to create interactive features that become
meaningful when combined with each other. The study suggested that the model can be
used by practitioners and staff to improve athlete management and reduce injury incidence,
potentially saving millions of sports teams’ revenue due to reduced athlete injuries. The
study addresses the issue of small sample sizes and imbalanced data, which have been
a challenge in sports medicine when predicting athlete injury risk. The study’s results
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indicate that this model can be a valuable tool for sports teams to predict and prevent
injuries in their athletes [16].

However, the above-mentioned studies have yet to investigate the connections be-
tween recovery times, sociodemographic, injuries, and financial information spanning over
two decades in the NBA directly. This novel approach utilizes advanced machine learning
and data mining techniques, such as anomaly detection and association rule mining, to
analyze two decades of data. This new approach offers insights into the relationships
between recovery times, sociodemographic factors, and financial aspects of sports injuries,
marking significant justifications in the field.

1.2. Research Overview

This research paper tackles an extensive examination of player injuries in the NBA
using advanced DM techniques and ML methodologies. This study aimed to unravel the
complex patterns of injury frequencies and recovery patterns and their wider implications
for team dynamics and league operations. The research covers the period ranging from
2000–2001 to the 2022–2023 NBA seasons. The dataset included 2296 NBA players and
included their performance metrics, injury records, and financial information. The primary
focus of our study is to address two key research questions. First, we aim to utilize
unsupervised learning techniques such as Density-Based Spatial Clustering of Applications
with Noise (DBSCAN) to detect unusual recovery times for different kinds of injuries.
Second, we aim to investigate the relationships between variables such as injury type,
recovery period, sociodemographic factors, and financial implications for both teams and
the League.

Our methodology follows a three-dimensional approach consisting of data collec-
tion, engineering, and mining. We initiated the process by conducting a thorough data
collection and preprocessing phase, which involved the use of advanced techniques,
such as web scraping, data normalization, and feature selection [28]. Subsequently, we
utilized sophisticated DM methods, including anomaly detection through DBSCAN [29],
isolation forests [30], Z score techniques [31], and association rule mining (ARM), using
the Apriori algorithm [32]. This study introduces the innovative use of advanced DM
techniques employing a synergistic blend of anomaly detection methods—DBSCAN,
isolation forest, and Z scores—complemented by ARM through the Apriori algorithm,
enabling the identification of significant patterns, anomalies, and associations within the
NBA injury data.

In the realm of anomaly detection, we employed a novel approach by integrating
multiple algorithms to accurately identify unusual recovery time patterns in professional
basketball. This enabled us to gain a better understanding of the various factors that
influence recovery times. We used the ARM [33] to examine the relationships between
injury type and recovery duration and between injury type and sociodemographic and
financial implications.

This study provides valuable insights into sports injuries, rehabilitation strategies,
and economic factors related to player health in the context of professional basketball.
The research findings can guide sports scientists, medical professionals, team managers,
and league policymakers in making informed decisions and shaping future policies [34].
Furthermore, the study’s results pave the way for future research into the long-term impact
of injuries on players’ careers and the incorporation of innovative technologies in managing
player health.

2. Data and Methods

In this study, we aimed to understand the complex dynamics of player injuries in the
NBA and their various impacts. We used advanced DM techniques and a comprehensive
analytical approach to unravel these complexities. Our extensive dataset, covering player
sociodemographic, injury, and financial data from the 2000–2001 to the 2022–2023 NBA
seasons, forms the basis of our research.
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2.1. Research Questions/Hypothesis

1. Can we identify anomalous recovery times for various types of body injuries in the
NBA using unsupervised learning methods? (DBSCAN)

2. What patterns and associations exist between types of injuries, recovery durations,
sociodemographics, and their impact on team financial outcomes in the NBA?

2.2. Methodology

Our research utilized a diverse range of data sources [35,36] to conduct a robust and
comprehensive analysis. The process of retrieving and preprocessing the data presented
several challenges, which we addressed by consolidating these varied data into a super-
vised data model, with a strong focus on data quality. Our research methodology comprises
three main dimensions: Data Collection, Data Engineering, and DM methodologies. The
Data Collection phase involved meticulous gathering [37] and web scraping, including a
comprehensive set of NBA player sociodemographic, injury, and salary information span-
ning the seasons from 2000–2001 to 2022–2023. Data engineering involved data cleansing,
structuring, and enhancing the datasets, including data normalization and feature engineer-
ing and selection, aimed at refining and standardizing the data for analysis [38]. In the DM
phase, we utilized sophisticated methods, such as anomaly detection via DBSCAN [29], iso-
lation forests [30], Z scores [31], and ARM via the Apriori algorithm [32]. These techniques
were instrumental in identifying significant patterns, anomalies, and associations within
the data, ultimately leading to insightful conclusions about player injuries in the NBA.

2.2.1. Data Collection

The structure of the collected data was unorganized and heterogeneous, which neces-
sitated the implementation of a thorough methodology for comprehending the information
and obtaining valuable insights. This methodology included several steps, such as data
collection, preprocessing, analysis, and result evaluation. The data were collected through
Python scripts [37] and underwent preprocessing procedures to identify and eliminate
missing values, outliers, and irrelevant data. Furthermore, the data were transformed
through scaling and normalization and structured into a usable format, and only the most
pertinent features were selected. To enhance the quality of the data, an extract, transform,
and load (ETL) process was employed to standardize and homogenize the data.

This research paper presents a comprehensive analysis of player sociodemographic,
injury, and salary data for all NBA players from 2000–2001 to 2022–2023. The data were col-
lected from various sources, and this subsection provides details about the data acquisition
process, the type of data, and the corresponding dataset shapes.

To collect player sociodemographic and injury data, we utilized the nba_api [35], a
robust API that pulls data directly from the NBA’s official website and database. The data
were collected over a specific time span of 22 seasons, starting from 2000–2001 and continu-
ing through 2022–2023. Our comprehensive dataset included 2296 players, representing
the entire pool of players who participated in the NBA during the selected seasons.

Two separate scrape runs were performed on nba_api to extract data on NBA players.
The first scrape targeted the regular season per-game records, while the second scrape
focused on playoff records. These datasets contained comprehensive statistics on all players
who participated in the NBA within the chosen time frame. The datasets were merged
using identical player_id and game_date fields, creating a complete dataset that was stored
locally in a PostgreSQL database. The datasets also included comment-based metadata,
which provided reasons for player absence, including coaching decisions and injuries.

In addition, another dataset was acquired through web scraping from the ESPN [36]
open website, which centralized information on players’ signed contracts. This contract
dataset also spans from the 2000–2001 season to the 2022–2023 season, ensuring consistency
across the different datasets. Overall, these datasets provide a comprehensive and detailed
perspective on NBA player sociodemographics and absences, which can be used to gain
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insights into player behavior and team performance. A summary of the schemas for these
datasets is provided in Table 1.

Table 1. Research datasets on demographics, injuries, and contrasts in the seasons from 2000 to 2023.

Name (Type) Shape (Rows, Columns)

Player sociodemographic information (781,406, 26)

Injuries data (on and off game) (58,151, 4)

Contracts data (signed over seasons) (7257, 6)

2.2.2. Data Engineering

After collecting the raw data, the next critical phase was data engineering, involving
data cleansing, structuring, and enhancing the datasets. This phase was crucial in preparing
the injury and contract datasets for proceeding with anomaly detection and ARM. This
process was important—especially for heavy text datasets, such as injury reports and
contract details—to ensure accuracy. Structuring the data made it easier to organize and
access the information for text-mining purposes. Additionally, transforming contract details
into a comprehensive salary dataset allowed us to apply advanced DM techniques later.

Text Mining and Categorization in Injury Data

For the injury dataset, text-mining techniques [39,40] were applied to extract relevant
injury information from textual descriptions of players’ injuries. A customized dictionary
was developed to classify injuries into predefined categories. For instance, an injury
description such as “placed on IL with bone spur in left heel” was mapped to the “Heel”
→ “Foot” category. Moreover, the dataset contained multiple duplicates due to the absence
of players missing more than one game due to injury. To address this, duplicate cases were
identified, and only the first instance along with the date of the initial injury was retained
under specific conditions. After the textual descriptions were mapped [41,42], records were
flagged as “duplicate” (TRUE) if they referred to the same injury type for the same player
within a 15-day window from the last reported occurrence of that particular injury type.
This approach helped to reduce the dataset’s size while retaining the relevant information.
The study results were obtained using text mining and categorization techniques, which
are essential for injury data analysis in sports.

To ensure the integrity and quality of our injury data, every stage of the data engi-
neering process was monitored and reviewed. Firstly, we supervised the results of the
removal of the common and unnecessary words from the dataset, which made it more
organized and formatted for categorization. Secondly, we carefully checked the accuracy
of the categorization process to ensure that no data were missing, and all the information
was properly classified. Finally, we analyzed the word count in each category and checked
each record for duplicated injuries, to confirm that only relevant data were included and to
increase the precision of our analysis.

Transformation of Contract Data into Salary Data

The objective was to transform contract data into a more analytical salary dataset.
To achieve this goal, we applied text-mining techniques to extract contract lengths and
amounts from the textual descriptions contained in the scraped data. For instance, a contract
description such as “signed as a free agent (from Lakers) to a 2-year, $22 M contract” was
divided into a length of 2 years and an amount of USD 22 million.

Moreover, inflation rate [43] data for the relevant years were used to standardize salary
figures, enabling more meaningful comparisons of player salaries while considering the
year the contract was signed and the economic context of the U.S., where the NBA operates.
Formula (1) was used to perform these calculations.

To confirm the quality of the contract data, we initially focused on the cleansing
process, removing stop words and common irrelevant text. This step was crucial in refining
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the contract data, ensuring it was free from irrelevant or duplicative information that
could impact the quality and reliability of our analysis. Furthermore, after categorizing
the contract years and amounts, we cross-checked to ensure that every player who had
participated in the league had an assigned contract amount for each of their years. Finally,
we checked for significant deviations in each player’s salary amount over the years to
identify potential errors and ensure the data quality for proceeding further.

2.2.3. Anomaly Detection Methodology

This study utilized a combination of algorithms—namely, DBSCAN, an isolation forest,
and the Z score—to detect unusual patterns in the recovery time data of NBA players. By
leveraging each algorithm’s unique capabilities, we aimed to improve the accuracy and
reliability of the detection process.

DBSCAN Algorithm Application

The present study employed the DBSCAN algorithm [29,44,45], a density-based clus-
tering approach, to identify the clusters and noise present within the data. DBSCAN was
selected because of its capability to accurately detect clusters within complex datasets,
which is essential for comprehending injury duration patterns due to the data’s characteris-
tics. It is an excellent option for identifying anomalies in large datasets, allowing unusual
recovery periods to be distinguished from typical ones.

To enhance the sensitivity of the algorithm to the density of data points, the radius of
the neighborhood (ε) was reduced by a factor of 0.5 to allow for more granular detection
of clusters. This approach enabled the algorithm to distinguish between more compact
clusters and potential outliers. Additionally, the algorithm’s selectivity in recognizing core
points was improved by doubling the minimum number of points needed to form a dense
region (min_samples). The optimal (ε) was calculated mathematically through the nearest
neighbors technique, which involved constructing a k-distance graph and identifying the
point of maximum curvature (knee) as the indicator of the optimal (ε) value; thus:

εoptimal = k-distance(knee point) (1)

where the knee point was found by the maximum gradient change in the sorted k-
distance plot.

Isolation Forest Algorithm

The isolation forest technique [30,46] is a powerful tool for detecting outliers in datasets
with high dimensions. Isolation Forest was selected for its efficiency in detecting anomalies
in datasets with high deviation, which is particularly useful for identifying atypical recovery
durations in the extensive NBA data. Its effectiveness in handling complex injury records
makes it a valuable option for this analysis.

In this study, we set the contamination rate to 0.01, which is believed to represent the
percentage of anomalies in the overall population, providing a balance between sensitivity
to outliers and retaining the integrity of the dataset’s overall pattern. Using an unsupervised
learning approach, the algorithm isolates observations by randomly choosing a feature and
then selecting a split value between the minimum and maximum values of that feature.
As a result, anomalies are expected to have shorter path lengths on the tree and are thus
isolated closer to the root.

Detection of Statistical Anomalies via the Z Score

The present study incorporates a statistical approach through Z score analysis to detect
outliers within the dataset [31,47]. The Z score technique is utilized for its straightforward
approach to identifying outliers by estimating the deviation from the mean, providing a
clear metric and a basis for anomaly detection. Its simplicity and efficiency are vital in
quantifying the extent of deviation in recovery times within the large dataset. A criterion
for identifying anomalies was employed, set at a Z score greater than 3. In the context of a
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normal distribution, this criterion accounts for approximately 99.7% of the data, identifying
those data points in the upper 0.3% tail as outliers, minimizing the risk of false positives,
and focusing on the most significant anomalies.

Ensemble Anomaly Detection Strategy

A consensus strategy was developed where an observation is classified as an anomaly
if it is identified by at least two out of three methods. This ensemble approach is represented
as follows:

Anomaly Indicator = 1 if
3

∑
j=1

Mj(i) ≥ 2, otherwise 0 (2)

In Equation (2), (Anomaly Indicator) is the indicator for the (ith) observation, and(
Mj(i)

)
is the detection result from the (jth) method for the same observation. This

approach minimizes the likelihood of false positives, ensuring a more robust identification
of true anomalies.

The algorithms used in this approach were carefully tuned to the dataset’s intrinsic
characteristics and were applied iteratively to distinct groupings based on “Detailed Body
Part”. By combining the strengths of each algorithm—DBSCAN for local density, isolation
forest for global anomaly separation, and Z score for statistical deviation—the ensemble
framework yielded a refined dataset that was rigorously screened for outliers. This ap-
proach ensured the integrity of the subsequent data analysis stages and the association
rules that were derived from the data.

2.2.4. Methodology for Association Rules

ARM is a key technique in DM that aims to discover interesting relationships, frequent
patterns, associations, or causal structures among sets of items in transaction databases or
other data repositories [48]. The primary objective is to identify rules that occur frequently
in a dataset. The Apriori algorithm was chosen for our study because it efficiently uncovers
frequent patterns and associations within large datasets. It is particularly relevant for our
research, as it enables the detailed analysis of convoluted relationships between various
aspects of sports injuries, such as types of injuries, recovery times, and sociodemographic
and financial variables in the NBA dataset.

Theoretical Basis

In our research, we utilized the Apriori algorithm, a widely recognized algorithm in
DM, to extract frequent itemsets and association rules. Introduced by Agrawal (1994) [49],
this algorithm is a fundamental approach in DM for discovering frequent itemsets and
generating association rules. The Apriori [32] property is a key feature of this algorithm,
which states that all nonempty subsets of a frequent itemset must also be frequent.

The Apriori algorithm [50] starts by examining the dataset to establish support for
each item and identifying frequent single-item sets (1-itemsets). In the candidate generation
phase, these itemsets are extended to (k)-itemsets by combining frequent (k− 1)-itemsets.
During pruning, it discards (k)-itemsets containing any infrequent (k− 1)-subset, in line
with the Apriori principle that all subsets of a frequent itemset must also be frequent. The
algorithm then estimates the support of each candidate (k)-itemset, retaining those above
a minimum support threshold. This repetitive process continues until no new frequent
itemsets are found, at which point the algorithm generates association rules from these
identified frequent itemsets.

The theoretical foundation of association rules lies in the concepts of support, confidence,
and lift. These metrics evaluate the strength and significance of the discovered rules:

• Support [51] indicates the frequency or prevalence of an item set in the dataset.
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# The support of an itemset (A) is defined as the proportion of transactions in
the dataset that contain the itemset. Mathematically, this process is expressed
as follows:

Support(A) =
Number of transactions containing A

Total number of transactions

• Confidence [52] measures the likelihood of occurrence of the consequent in a transac-
tion given the presence of the antecedent.

# The confidence of a rule (A ⇒ B) (where (A) and (B) are disjoint itemsets)
measures the likelihood of (B) being present in transactions that contain (A).
It is calculated as follows:

Confidence(A⇒ B) =
Support(A ∪ B)

Support(A)

• Lift [53] assesses the strength of a rule over the random occurrence of the antecedent
and consequent, indicating the rule’s effectiveness in predicting the consequent.

# Lift evaluates the performance of a rule compared to the expected performance
if (A) and (B) are independent. The lift of a rule (A ⇒ B) is given by:

Lift(A⇒ B) =
Confidence(A⇒ B)

Support(B)

Implementation Process

The methodology employed in our study involved a series of important steps for the
application of association rules. First, we prepared the NBA player data by converting the
continuous variables into discrete groups based on predetermined criteria. The “Salary Per
Game” was divided into five categories: “0–150 k”, “150–300 k”, “300–450 k”, “450–600 k”,
and “600 k+”, to reflect different financial tiers in NBA player contracts, capturing the
diversity in player earnings. For “Team Losses”, we created categories such as “0–25 M”,
“25–50 M”, “50–75 M”, “75–100 M”, and “100 M+”, segmenting the data based on the
financial impact of player injuries on teams. Player age was grouped into six ranges:
“0–20”, “20–25”, “25–30”, “30–35”, “35–40”, and “40+”, allowing an in-depth analysis of
the influence of age on injury occurrence and recovery. Height in centimeters and weight
in kilograms were similarly categorized: “<175”, “175–200”, “200–225”, “225–250”, “250+”
and “<70”, “70–100”, “100–130”, “30–160”, “60+”, respectively—to investigate correlations
with injury patterns and recovery times. Lastly, “Recovery Time” in days was segmented
into “0–10”, “10–30”, “30–90”, “90–180”, and “180+”, with an additional category “career
ending” specifically for career-ending injuries, aiding in understanding the duration and
severity of injuries. These groupings were crucial in dissecting the intricate relationships
between various player attributes and their professional experiences in the NBA.

Second, we encoded the data using one-hot encoding to transform the dataset into
a binary matrix representation [54]. Following the categorization of our mentioned
sociodemographic and finance features, the encoding process was applied to the injury
types, most common position, salary per game, team losses, age group, height, weight,
and recovery duration. One-hot encoding effectively converted these categorical vari-
ables into a binary format, where each unique category within a variable is represented
by its column, marked with a “1”/True or “0”/False to indicate the presence or absence
of that category for each player.

As a result of this encoding, the dimensionality of our dataset expanded considerably
from the initial eight columns. Post encoding, our dataset comprised sixty-six columns, each
representing the unique categories derived from our grouped variables and the detailed
body parts identified from the injury data. This expanded dataset was thus properly
structured, enabling a deeper exploration of patterns within the NBA player data.
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The Apriori algorithm was subsequently applied to identify frequent itemsets within
the dataset. From these frequent itemsets, we generated association rules by calculating
the confidence and lift for each rule. Finally, we analyzed the extracted rules to draw
meaningful insights, focusing on the implications in the context of NBA player injuries,
recovery times, and their financial impacts on teams.

Significance in Research

Our research study utilized association rules to uncover hidden patterns and rela-
tionships in complex datasets of NBA player sociodemographic information [55], injury
information [56], and financial information [57]. This methodological approach offered
a quantitative means to address our research questions, specifically about the financial
effects of player injuries and recovery durations on NBA teams. Using a comprehensive
and systematic application of association rules, our research contributes to the broader
understanding of the interplay between player health, sociodemographic characteristics,
and team economics in professional sports, focusing on the NBA.

3. Results

In the Results section, we present a detailed analysis of NBA player injuries and their
recovery times. We examine and identify some unusual patterns in recovery duration, as
well as the influence of various factors, such as player position, injury type, and economic
impact. We first highlight the differences in recovery times among players and their
positions. Then, we explored the associations between injury types and recovery times and
team financial outcomes, providing a complete understanding of the injury associations in
professional basketball.

3.1. Anomaly Detection during Recovery

We conducted a comprehensive analysis of NBA player injuries and the time required
for them to recover. Our study examined a dataset of 18,184 entries, and we identified
189 anomalies, which represented approximately 1.04% of the cases. These anomalies were
noted for their unusual recovery durations, which were significantly different from the
established patterns observed in the majority of the dataset. It is important to highlight
that these anomalies primarily involved cases of players who left the NBA due to injuries
and returned to the league after a prolonged absence, resulting in unusually long recovery
times. Our investigation included various player variables, such as their position, age,
body parts affected, and other relevant metrics.

Our investigation into the abnormal recovery times of players with injuries revealed
that there is a wide distribution across different player positions. Notably, no specific
position has a higher concentration of unusual recovery times, indicating that this
phenomenon can affect players in any position. An interesting case was observed in
the “Center” position, where a player with an “Ankle” injury had an extraordinarily
long recovery time of 711 days, which was accompanied by a high salary per game and
significant team losses. This finding suggests that there is a complex relationship between
player value for the team and the impact of injury. To provide a visual representation of
these extended recovery times across various player positions, we have included Figure 1,
which highlights the diverse nature of these anomalies. This violin plot visualizes the
range and density of recovery times for each player position among the anomalies
detected. This highlights the variability in recovery periods postinjury, irrespective of
the player’s position.
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Figure 1. Distribution of recovery times among anomalies detected by player position.

Anomaly analysis revealed that atypical recovery times were diversely distributed
across different player positions. No particular position showed a disproportionate
concentration of extended recovery periods, indicating that any player position can be
affected by this phenomenon. One instance of prolonged recovery was noted in the
“Center” position, where a player with an “Ankle” injury took 711 days to recover due
to a brief departure from and return to the NBA. This case also featured significant team
losses and a high salary per game, suggesting a complex relationship between a player’s
value to the team and the impact of their injury. The violin plot in Figure 1 portrays a
visual representation of these prolonged recovery times. Colors serve to differentiate
between the distributions of recovery times for three player positions: Center (red/pink),
Forward (blue), and Guard (green), highlighting the variation and density of recovery
times for each position.

3.2. Association Rules in Recovery Times

The detailed development of the association rules from NBA data offers valuable
insights into how injuries, recovery periods, and various factors, such as salary and physical
attributes, correlate within the professional basketball landscape. Table 2 displays the
correlation between various types of injuries in NBA players and their short-term recovery
(0–10 days), along with the financial impacts on teams (team losses of USD 0–25 million).
The metrics included support, confidence, and lift, highlighting the recovery efficiency for
different injuries.

The core of our investigation, as presented in Table 2 (in descending order on the “Lift”
variable), focused on the correlation between specific bodily injuries and the predicted
duration of recovery. Our analysis reveals that players who are absent due to “Rest”—a
term encompassing a range of health measures—exhibit a remarkable 94.75% level of
confidence in returning to play within a 0–10-day window. This figure is significantly
higher than the standard, as indicated by a lift of 1.71. Our empirical analysis provides
quantified evidence of this relationship within a large-scale, real-world dataset, confirming
a common assumption with robust data. The significance of this finding goes beyond what
might be presumed; it establishes a benchmark for expected recovery times associated
with rest and facilitates comparison with other, more severe injuries, offering a more
defined picture of their recovery revolution. Furthermore, it has important implications
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for player health management policies, as it underscores the effectiveness of rest periods
in recovery protocols in NBA. While the correlation between “Rest” and recovery time
might be anticipated, its documentation within our study is crucial for an evidence-based
approach to sports medicine and team management. These findings suggest that the
preventive rest policies of the NBA are widely adopted and highly effective at maintaining
player health.

Table 2. Correlations between injury types and short-term recovery and team financial outcomes.

Antecedents: Injury Type
Consequents:

Recovery (0–10 Days) and Team Losses (USD
0–25 million)

Support Confidence Lift

Rest 2% 95% 1.71

Respiratory 1% 79% 1.43

General illness 6% 77% 1.39

Neck 1% 70% 1.27

Abdominal 1% 66% 1.19

Hip 2% 64% 1.15

Back 5% 63% 1.14

Cranial 1% 63% 1.14

Unclassified 1% 62% 1.12

Ankle 8% 58% 1.05

Facial subareas 1% 57% 1.03

Heel 1% 54% 0.98

Arm 1% 54% 0.97

Groin 1% 53% 0.95

Thigh 4% 52% 0.94

Knee 7% 52% 0.93

Foot 3% 51% 0.92

Our findings also indicate that individuals with respiratory-related absences and
general illnesses tend to recover rapidly, with confidence levels of 79.45% and 77.15%,
respectively, and corresponding lifts of 1.43 and 1.39, respectively. These conditions are
managed efficiently, enabling players to return to play quickly and minimize downtime.

Delving into the realm of injuries more directly associated with the physical rigor of
the game, we see a similar trend. The findings revealed that players with lower extremity in-
juries, particularly those affecting the thigh, foot, or groin, exhibited shorter-than-expected
recovery times than did those with a confidence level greater than 50%. These findings
suggest that customized advanced treatment and rehabilitation protocols for these injuries
contribute to faster recovery and reintegration.

Notably, the data revealed an association between knee injuries and both short and
moderate recovery times. This finding indicates that while knee injuries are often serious,
there is a subset of these injuries where players are able to recover and return to play in a
shorter timeframe than traditionally anticipated.

Furthermore, injuries to the upper extremities and the head—such as those to the arm
and cranial regions—show a broad spectrum of recovery times. This diversity in recovery
reflects the varied impact of these injuries and underscores the personalized nature of
treatment and recovery plans.

In addition to the physical impact of injuries on basketball players, the analysis
revealed that recovery times are influenced by a range of factors. Players within the lower
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salary bracket, notably those earning USD 0–150k, tend to have shorter recovery periods.
This could be due to a combination of economic factors and the contractual obligations
of these players, which may encourage a faster return to the pitch. Table 3 illustrates (in
descending order on the “Lift” variable, per recovery in days group), the associations
between NBA players’ recovery periods and their physical attributes, such as height and
weight, players’ salaries, and the economic impacts on teams. It covers various recovery
timeframes and shows how these aspects are interrelated, with support, confidence, and
lift values for each category.

Table 3. Associations between recovery periods, player attributes, and team economic impacts.

Antecedents:
Recovery in

Days

Consequents:
Height (H) in cm
Weight (W) in kg

Team Losses (TL) in USD M
Salary per Game (S) in USD k

Support Confidence Lift

0–10

W: 100–130 kg and TL: 0–25 M 28% 50% 1.01
H: 200–225 cm and TL: 0–25 M 32% 58% 1

W: 100–130 kg 28% 50% 1
TL: 0–25 M 55% 100% 1

H: 200–225 cm 32% 58% 0.99
S: 0–150 k 38% 68% 0.96

S: 0–150 k and TL: 0–25 M 38% 68% 0.96

10–30

S: 0–150 k and TL: 0–25 M 14% 75% 1.06
S: 0–150 k 14% 75% 1.05

H: 200–225 cm 11% 60% 1.02
H: 200–225 cm and TL: 0–25 M 11% 60% 1.02

TL: 0–25 M 18% 100% 1

30–90

S: 0–150 k and TL: 0–25 M 7% 73% 1.03
S: 0–150 k 7% 73% 1.03

W: 100–130 kg 5% 51% 1.02
W: 100–130 kg and TL: 0–25 M 5% 51% 1.02
H: 200–225 cm and TL: 0–25 M 6% 59% 1.02

H: 200–225 cm 6% 59% 1.01
TL: 0–25 M 10% 100% 1

90–180

H: 200–225 cm 2% 61% 1.03
H: 200–225 cm and TL: 0–25 M 2% 60% 1.03

TL: 0–25 M 3% 100% 1
S: 0–150 k 2% 69% 0.97

S: 0–150 k and TL: 0–25 M 2% 69% 0.97

180+

S: 0–150 k 7% 73% 1.03
W: 70–100 kg 5% 50% 1.03

S: 0–150 k and TL: 0–25 M 7% 73% 1.02
H: 200–225 cm 6% 58% 0.99

TL: 0–25 M 10% 98% 0.98
H: 200–225 cm and TL: 0–25 M 6% 56% 0.97

Career ending

S: 0–150 k and H: 200–225 cm and
TL: 0–25 M 2% 51% 1.24

S: 0–150 k 3% 87% 1.23
S: 0–150 k and H: 200–225 cm 2% 51% 1.23

S: 0–150 k and TL: 0–25 M 3% 87% 1.23
W: 70–100 kg 2% 50% 1.03

W: 70–100 kg and TL: 0–25 M 2% 50% 1.03
TL: 0–25 M 4% 100% 1

H: 200–225 cm 2% 57% 0.97
H: 200–225 cm and TL: 0–25 M 2% 57% 0.97
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The physical characteristics of athletes, including their height and weight, have a
significant impact on their recovery duration. In particular, players who are tall, specifically
those with a height range of 200–225 cm, and those who fall within specific weight categories
exhibit distinct recovery patterns. These findings underscore the significance of a player’s
physical profile in the development of injury treatment and recovery protocols.

The study reveals a significant correlation between team financial losses and player
recovery times. According to the findings, teams that suffer fewer financial losses (up to
USD 25 million) tend to have shorter recovery periods for their players. This observation
implies that financial considerations might play a role in how teams deal with injuries.

4. Discussion

In this comprehensive study, we delved into the complex domain of player injuries in
the NBA, utilizing a multifaceted DM approach to dissect two decades of large amounts
of quality data. Two pivotal questions propelled our research: first, the feasibility of iden-
tifying anomalous recovery times for various types of body injuries in the NBA using
unsupervised learning methods and, second, unravelling the intricate patterns and asso-
ciations between injury types, recovery durations, and sociodemographic and financial
repercussions. The depth and breadth of our dataset, encompassing player sociodemo-
graphics, injury specificity, and financial data, set the stage for a nuanced exploration of
these dynamics.

Our research not only provides insights into injury management within the NBA but
also emphasizes several data mining challenges and the broader implications for the field and
big-data studies. The integration of heterogeneous data sources required specific steps, as
described in the previous methodology section, and a significant degree of result supervision,
reflecting the effort-intensive nature of high-quality data curation in sports analytics.

The data engineering techniques could vary; however, the initial conceptualization of
the final dataset required for analysis was crucial. Given the nature of the scraped data,
cleansing, engineering, and the application of DM and ML techniques were crucial to
enhancing data quality. An example of this is the implementation of anomaly detection in
this research. As big-data problems often include abnormal records, the use of anomaly
detection for each category was essential to achieving optimal data quality.

The application of anomaly detection algorithms sets unique challenges due to the
diversity of the data. The iterative tuning of these algorithms highlights the importance of
domain knowledge in sports data mining, as various factors influencing player recovery
cannot be directly inferred from the data without the supervision of the results. Based
on the aforementioned, the decision was made to select a voting ensembling technique
for anomaly detection, targeting to optimize the efficiency of the data quality objective.
This emphasizes the need for interdisciplinary expertise and supervision when conducting
similar data mining research.

4.1. Unconventional Recovery Durations

The ensemble of DBSCAN, isolation forest, and Z score techniques utilized in our
anomaly detection methodology played a pivotal role in uncovering unusual recovery
durations in NBA players. Our findings suggest that only 1.04% of the total cases were
considered to be anomalies, a testament to the specificity and effectiveness of our approach.
These anomalies were primarily characterized by instances where players had unusually
prolonged recovery periods, often due to leaving and then returning to the NBA. This
aspect of our research is particularly noteworthy, as it extends beyond the conventional
understanding of recovery timelines and introduces a new dimension to the understanding
of player injuries and recoveries in professional sports.

The effectiveness of our approach for detecting anomalies in NBA recovery timelines
was due to the successful integration of three distinct methods. We leveraged the clustering
and noise identification capabilities of DBSCAN, the ability of the isolation forest to identify
anomalies in high-dimensional spaces, and the statistical severity provided by Z score
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analysis. This comprehensive approach not only improved the accuracy of our findings but
also provided a more in-depth understanding of the recovery timelines. By carefully tuning
these algorithms to the unique characteristics of our dataset, we were able to effectively
filter out data points that deviated from the norm. This approach allowed us to conduct
subsequent analyses with greater accuracy and insight, proceeding with association rules.
Our results demonstrate that the integration of these methods is a promising approach for
identifying anomalies in complex datasets.

4.2. Interplay between Player Attributes, Injury Types, and Recovery

Our research utilized ARM to uncover complex associations among NBA player data,
focusing on injury types, recovery times, and their financial implications. We observed a
notable correlation between specific injuries, such as thigh, foot, and groin injuries, and
recovery duration, indicating the effectiveness of advanced treatment protocols in the NBA.
Furthermore, players who opted for “Rest” exhibited a high level of confidence in returning
within 0–10 days, highlighting the efficiency of preventive rest policies in the league.

Differences in recovery times for various injury types highlight the importance of
customized treatment and rehabilitation strategies. Knee injuries, which are typically
viewed as severe, occurred in a subset of players with unexpectedly short recovery times,
indicating improvements in treatment techniques. On the other hand, injuries to the upper
extremities and cranial areas exhibited a wide range of recovery times, indicating the varied
effects of these injuries and the customized nature of treatment plans.

4.3. Financial Aspects and Recovery Dynamics

Our analysis revealed a captivating aspect of the financial consequences of player
injuries. It was observed that players with lower salaries had relatively shorter recovery
periods. This trend may be influenced by economic factors and contractual commitments,
which implies that there could be a certain amount of pressure on these players to return to
play earlier than they should. This finding points to a confluence between economics and
player well-being that demands further study, particularly regarding the decision-making
processes concerning injury management in professional sports.

In addition, the association between the economic losses of a team and the duration of a
player’s recovery time provides a new framework for examining the economic implications
of injuries in professional sports. It was observed that teams with less financial loss had
shorter player recovery times, indicating that financial factors might play a role in how
teams manage player injuries. This correlation implies a complicated interplay between
economic factors and sports medicine practices in the NBA, which could be indicative of
more extensive trends in professional sports.

4.4. Physical Attributes and Recovery Patterns

The study also revealed that the physical characteristics of players significantly impact
their recovery process. Our findings indicate that taller players, specifically those within the
200–225 cm height range and certain weight categories, exhibit unique patterns of recovery.
These observations highlight the need for a comprehensive approach that considers an
athlete’s physical attributes while developing injury treatment and recovery protocols [58].
They also underscore the importance of gaining a deeper understanding of the interplay
between physical traits, medical interventions, and training practices in sports.

4.5. Threats to Validity

In this section, we acknowledge and address potential limitations and biases that could
have influenced the outcomes of our study. The primary threats to validity include the
data collection and preprocessing processes in real-world big-data studies. Although our
data collection was extensive, encompassing multiple seasons and a broad range of player
information, the ordering, joining, and validation of the data were essential. Furthermore,
the manual aspects of our data engineering and supervision processes were critical to this
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research and could have introduced biases, potentially affecting our results. To face this, we
applied a voting ensemble anomaly detection methodology and supervision of the results
to ensure optimal data quality.

Another important subject of consideration is causal inferences [59]. The association
rules we identified, particularly those linking salaries and recovery durations, should not be
misinterpreted as causal relationships. Instead, they can be regarded as correlated evidence
in the NBA. Factors such as a player’s role, the minutes they played, and the intensity of
their in-game activities also influence recovery times, warranting further exploration in
future research.

Our study’s focus was on NBA basketball, but also raises questions about generalizabil-
ity in other sports. The unique physical demands and economic structures of professional
basketball in the NBA suggest that our findings might not directly apply to other sports or
leagues, each of which has its standards and protocols.

5. Conclusions and Future Work

Our research elaborates into the complexities of NBA player injuries and recovery
times utilizing advanced techniques in DM and ML. Through the integration of methods
such as DBSCAN, isolation forest, and the Z score in anomaly detection, we were able to
gain a nuanced understanding of this convoluted domain. Our findings revealed that a
sheer 1.04% of our dataset comprised unusual recovery durations, often resulting from
extended recovery periods due to factors such as returning after prolonged absences. Con-
sequently, our research emphasizes the need for a comprehensive approach that accounts
for various influencing factors.

The application of association rule mining, specifically via the Apriori algorithm [60],
has further enriched our understanding by revealing significant correlations between injury
types and recovery durations and between sociodemographic and financial implications.
For instance, injuries such as thigh, foot, and groin injuries resulted in shorter recovery peri-
ods, highlighting the efficacy of NBA treatment and rehabilitation protocols. Furthermore,
our analysis has illuminated the pivotal significance of rest periods in player recuperation,
as evidenced by the high probability of players returning within 0–10 days from “Rest”
injuries. This finding suggests a potential strategic advantage in implementing rest periods
for maintaining player health and career longevity.

Regarding the physical aspects of sports injuries, our research also examined the
financial consequences, revealing a significant link between a player’s salary level and
their recovery period. This finding implies that in addition to health considerations,
financial factors may play a role in determining the length of time professional athletes
take to recover. These observations highlight the need for further investigation into the
intersection of financial pressures and player well-being, especially in the context of injury
management and recovery decision-making.

Additionally, our findings suggest that recovery duration is associated with players’
physical characteristics, such as height and weight. This emphasizes the significance of
individualized treatment and rehabilitation plans that consider the specific physical profile
of each athlete. Such personalized approaches can result in more effective and customized
strategies for injury recovery.

The findings of this investigation hold the promise of influencing the field of sports
medicine and athletic training across diverse sporting domains. Future research involving
the use of DM and ML could concentrate on studies aimed at comprehending the enduring
consequences of injuries and recovery procedures on the professional lives of athletes. Such
studies could offer valuable insights into the efficacy of existing rehabilitation protocols
and the general path of athletes following an injury.

Furthermore, examining the economic dimensions of sports injuries could provide
a comprehensive understanding of how financial incentives and contractual obligations
influence injury management in professional sports, facilitating more ethical and player-
centered approaches to injury recovery. Moreover, the employment of novel technologies
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such as wearable devices [61] and AI-powered analytics for monitoring and managing
player health represents a promising avenue for future research [62].

Hence, this state-of-the-art usage could lead to more precise and proactive injury
prevention and recovery strategies, enhancing athlete welfare and optimizing performance
in professional sports. In essence, this investigation not only contributes to a broader
understanding of injury and recovery dynamics in the NBA but also sets the groundwork
for future research and practical applications in sports health and management [63]. The
interplay between player health, economic factors, and sports performance remains a
critical area for ongoing exploration, as there is potential to significantly enhance athlete
welfare and optimize performance in professional sports.
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