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Abstract: Signal modulation recognition is often reliant on clustering algorithms. The fuzzy c-means
(FCM) algorithm, which is commonly used for such tasks, often converges to local optima. This
presents a challenge, particularly in low-signal-to-noise-ratio (SNR) environments. We propose
an enhanced FCM algorithm that incorporates particle swarm optimization (PSO) to improve the
accuracy of recognizing M-ary quadrature amplitude modulation (MQAM) signal orders. The process
is a two-step clustering process. First, the constellation diagram of the received signal is used by a
subtractive clustering algorithm based on SNR to figure out the initial number of clustering centers.
The PSO-FCM algorithm then refines these centers to improve precision. Accurate signal classification
and identification are achieved by evaluating the relative sizes of the radii around the cluster centers
within the MQAM constellation diagram and determining the modulation order. The results indicate
that the SC-based PSO-FCM algorithm outperforms the conventional FCM in clustering effectiveness,
notably enhancing modulation recognition rates in low-SNR conditions, when evaluated against a
variety of QAM signals ranging from 4QAM to 64QAM.

Keywords: modulation recognition; fuzzy c-means algorithm; constellation diagram; particle swarm
optimization algorithm; MQAM signal

1. Introduction

The recognition of modulation type in an unknown signal holds significant impor-
tance as it provides essential insights into its structure, origin, and properties. Automatic
modulation classification serves various purposes, including spectrum surveillance and
management, interference identification, military threat evaluation, electronic countermea-
sures, source identification, and numerous others. For instance, identifying the modulation
type of an intercepted signal allows for more efficient jamming by focusing available re-
sources on vital signal parameters. This is particularly relevant in wireless communications,
where different services follow established modulation standards.

Modulation recognition is a crucial aspect of signal processing, entailing the deter-
mination of a signal’s modulation mode without prior knowledge. M-ary quadrature
amplitude modulation (MQAM) is a widely used digital modulation technology employed
in satellite communication and cable networks due to its commendable spectrum efficiency
and robust interference resistance. The lack of prior information, such as signal parameters
at the receiving end, can make it hard to figure out the modulation order of the QAM signal
in non-cooperative communication situations, especially when the signal-to-noise ratio
(SNR) is low [1].

Digital modulation identification algorithms can be categorized into two main groups:
maximum likelihood hypothesis-based methods rooted in decision theory and statistical
pattern recognition techniques relying on feature extraction [2,3]. These techniques are
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particularly valuable in uncooperative channel environments, and pattern recognition algo-
rithms are often preferred in practical applications due to the absence of prior knowledge
about received modulation signals [4]. Higher-order constellation (HOC)-based techniques
are well-known pattern recognition methods that perform well at classifying digital mod-
ulation signals when the signal-to-noise ratio (SNR) is low. However, they might not
work well for classifying higher-order MQAM modulation formats [5]. The constellation
diagram varies between different modulation signal types and serves as a robust signature.
Researchers have employed algorithms that utilize constellation diagram to identify the
order of MQAM [6–9]. It is possible to recognize modulation in MQAM signals by putting
together the constellation diagram using clustering algorithms [10].

The subtractive clustering (SC) algorithm constitutes a significant focus in the field of
MQAM signal constellation reconstruction [11]. This algorithm considers each data point
as a potential cluster center and calculates it based on the density index of the signal’s
data points. Lu et al. [12] predefined the optimal clustering radius for MQAM signals
and employed the SC algorithm to reconstruct the MQAM signal’s constellation diagram.
However, this approach demands significant computational resources and exhibits poor
clustering performance in low signal-to-noise ratio conditions. Cheng et al. [13] extracted
characteristic parameters from the signal’s constellation diagram using the SC algorithm
and compared them with those from the standard constellation diagram to figure out what
kind of modulation it was. However, the method showed limited noise resilience and
lacked a standardized approach for selecting clustering radii.

To improve the accuracy of clustering center coordinates within the signal’s constella-
tion diagram, some studies integrate the fuzzy c-means (FCM) algorithm for secondary
clustering. FCM is a clustering algorithm that assesses the degree to which each data point
belongs to a specific cluster through a membership relationship [14,15]. However, FCM is
sensitive to the values that are chosen at the start for the cluster centers, and its results often
get stuck in local optima, making it harder to find the globally optimal clustering centers.
To address this challenge, stochastic techniques such as particle swarm optimization (PSO)
are employed to increase the likelihood of locating the global optimum [16]. Implementing
PSO in the FCM algorithm has been successful in various areas, including image processing
and engineering [17–20].

This paper introduces a PSO-FCM algorithm for the reconstruction of the MQAM
modulation constellation diagram. This algorithm combines the FCM and PSO algorithms
into a three-step process: initial cluster center computation using the subtractive clustering
(SC) algorithm based on the signal-to-noise ratio (SN-SC); subsequent utilization of the
PSO-FCM algorithm, leveraging the initially obtained cluster centers; and the combined
benefits of FCM and PSO for improved cluster center accuracy. The PSO-FCM algorithm
avoids getting stuck in local minima by utilizing the PSO global search method to find
candidate solutions. The modulation type of the signal constellation can be found by
finding the ratio of the largest and smallest cluster center radius.

The subsequent sections of this paper are organized as follows: Section 2 outlines the
signal model employed; Section 3 provides a detailed explanation of the methodology used
in this study, which includes the signal-to-noise ratio-based subtractive clustering (SN-SC)
algorithm and the particle swarm optimization with fuzzy c-means (PSO-FCM) algorithm;
Section 4 illustrates the simulation results; and Section 5 concludes the work.

2. Signal Model

In the receiver system, the sampled signal, denoted as yi, is represented as follows:

yi = αej2π fo its si + wi, (1)

where si denotes the baseband signal, shaped using a root-raised cosine pulse with a
random roll-off factor. The sampling duration is represented by the variable ts, while the
complex-valued channel fading gain, capturing the flat fading experienced by the signal,
is represented by α. The methodology that we have developed is specifically designed to



Information 2024, 15, 42 3 of 12

be effective for narrowband signals, which have a bandwidth smaller than the coherence
bandwidth of the channel. By narrowband, we refer to signals whose frequency span falls
within a range where the channel exhibits consistent characteristics and a limited range
of frequency-related variations. In this scenario, each frequency component undergoes
the same block-fading coefficient, allowing for simplified representation using a single-
tap channel filter α. The term fo accounts for the carrier frequency offset, arising from
a discrepancy between the RF signal frequency and local oscillator frequency. The term
wi denotes zero mean Gaussian noise. The carrier frequency offset (CFO) in the received
signal yi is estimated using an eighth-order non-linearity and corrected using the method
proposed in [11]. After that, the signal that has been corrected for the CFO is resampled
to an integer multiple of the estimated symbol rate for matched filtering. The system
accommodates for the presence of additive white Gaussian noise (AWGN) and factors in
slow and flat fading channels. The received symbol xi is expressed as

xi = αhi + w′
i , (2)

where hi represents the extracted symbol from one of the considered modulation schemes,
and w′

i is Gaussian noise. The signal-to-noise ratio (SNR) for symbols with unit power can
be defined as:

SNR = 10 log10
Ps

σ2
w′

, (3)

where Ps = 1
N ∑N−1

i=0 |xi|2.

3. Methodology

Our proposed methodology (Figure 1) offers an approach for classifying single-carrier
QAM modulations. This technique integrates two distinct algorithms: SN-SC and PSO-
FCM. It focuses on the analysis of constellation shapes within the in-phase and quadrature
(I-Q) diagrams associated with QAM modulations. To ensure a precise classification
process, the methodology follows a systematic procedure. Initially, phase correction is
applied to received signals. After that, the SN-SC algorithm quickly goes through the
corrected constellation points to find and identify the cluster centers in each I-Q diagram.
By utilizing the cluster centers obtained from the SN-SC block, the integration of PSO and
FCM algorithms further refines the received signals, resulting in an accurate classification
of the QAM modulation order.
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3.1. Signal-to-Noise-Ratio-Based Subtractive Clustering Algorithm (SN-SC)

The SN-SC algorithm introduces a clustering approach that integrates considerations
of both local density and SNR, as outlined in Algorithm 1. In the SN-SC method, each data
point is considered a potential cluster center with the maximum local density, where the
density measure Di is calculated as follows:

Di =
N

∑
k=1

exp
(
−∥xi − xk∥2

Ka · ra2

)
, i = 1, 2, · · · , N. (4)

The SN-SC algorithm relies on the ‘density’ metric to identify initial cluster centers

within a neighbourhood radius (ra), which is defined as

√
1
N ∑N−1

i=0 |xi |2
SNR+1 . ra also represents

the average noise power amplitude. If the radius is too small, potential data points near
the cluster center may be overlooked. Conversely, setting the radius too high increases the
contribution of all potential data points, including noise, which can distort the modulated
signal and affect the density radius parameter of the constellation diagram. The coefficient
Ka represents the adjustment weighting of different types of modulated signals. Choosing
an appropriate scaling factor, Ka, enables the algorithm to attain a relatively stable density
metric across the entire SNR range. Determining the optimal value of Ka in practical
engineering often involves conducting multiple experiments.

Algorithm 1 SN-SC Algorithm

Step Operation
Input: x, λ, SNR
Output: z
Initialization
cl = 1, Flag = 0,

1 ra =
Ps

SNR+1
for i = 1 : N

2 Di = ∑N
k=1 exp

(
− ∥xi−xk∥2

ka ·ra

)
end

3 Dcl = max{D}, zcl = xcl
while Flag = 0

4 for each i data point Di = Di − Dcl · exp
( ∥xi−zcl∥2

kb ·ra

)
5 cl = cl + 1
6 repeat step 3
7 if Dcl < λD1, Flag = 1
8 return z

Each data point updates its density based on the obtained center for the lth cluster
(xcl) as follows:

Di = Di − Dcl · exp
(∥xi − xcl∥2

Kb · ra

)
, (5)

where Dcl represents the density of the data point (xcl), and Kb is a value greater than
one to avoid obtaining closely spaced centers. The algorithm selects the data point with
the maximum density as the new center of the cluster, denoted as xcl+1. The algorithm
repeats the process until it meets the condition Dcl+1 < λD1, signaling the termination of
the cluster center decision. In this condition, λ is a given parameter (0 < λ < 1).

3.2. Proposed Integration of PSO and FCM Algorithms

In this section, we will provide a brief description of the FCM and PSO algorithms,
followed by an introduction to the new version of the hybrid clustering method based on
FCM and PSO integration.
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3.2.1. FCM

Fuzzy c-means (FCM) is a clustering algorithm that assigns each data point to clusters
with varying membership degrees. This approach effectively groups data into fuzzy subsets,
which is crucial for applications in pattern recognition or data analysis. Notably, FCM
requires a predefined cluster count to perform optimally, which is obtained from the cluster
centers determined by the SN-SC algorithm.

Let x = {x1, · · · , xi, · · · , xN} represent a clustering dataset of N objects indexed by i,
with each xi represented by a vector of quantitative variables. z = {z1, · · · , zC} denotes
the set of centers of C clusters listed by j and U = [uij]N×C as a fuzzy partition matrix,
where uij indicates the membership of the ith object to the jth cluster. The constraints on
uij are as follows: uij ∈ [0, 1], ∑C

j=1 uij = 1, and 0 < ∑N
i=1 uij < N. The FCM algorithm

aims to minimize an objective function by finding the optimal cluster centers and their
corresponding membership degrees, as defined in the following equation:

J =
N

∑
i=1

C

∑
j=1

(uij)
md2

ij, (6)

where m(m > 1) is the fuzzy weighting exponent and dij = ∥xi − zj∥ represents the
Euclidean distance. The dissimilarity between data xi and cluster center zj is indicated. To
minimize J, clustering center zj and the membership degree uij are updated according to:

zj =
∑N

i um
ij xi

∑N
i=1 um

ij
j ∈ {1, 2, · · · , C} (7)

and
uij =

1

∑C
k=1(

dij
dik
)

2
m−1

. (8)

The update stops when the cluster centers from the previous iteration closely approxi-
mate those generated in the current iteration.

3.2.2. PSO

Inspired by the collective behavior of birds seeking food, the PSO algorithm is a
population-based optimization technique. Potential solutions, termed particles, traverse
the problem space by following the best particles. The fitness value referred to as pbest
assesses each particle’s coordinates in the problem space associated with the best solution
achieved so far. The swarm progresses toward the best solution, the global best, denoted as
gbest. The search for pbest and gbest follows:

x(t)i = v(t−1)
i + x(t−1)

i , (9)

where

v(t)i = ω · v(t−1)
i + c1 · r1

(t−1) · (pbesti − x(t−1)
i )

+ c2 · r2
(t−1) · (gbest − x(t−1)

i ), (10)

where r1 and r2 are uniformly distributed in [0, 1]. c1 and c2 represent acceleration pa-
rameters. The inertia weight ω is updated as ω = ω0 − (ω0−ω1)×t

tmax
. pbesti denotes the

better position of the ith particle compared to its history up to the tth iteration, while gbest
represents the best position within the swarm up to the tth iteration.
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3.2.3. Problem

FCM’s nonlinear optimization based on fuzzy set theory iteratively improves the
initial cluster centers to approximate final cluster centers close to the actual ones. However,
it might trap local minima due to local search methods. Deviation of the final cluster centers
from the actual ones can compromise FCM’s clustering results. In contrast, population-
based PSO is a global optimization algorithm that employs random search techniques but
might have limited clustering performance.

3.2.4. PSO-FCM

To overcome FCM’s local minima trapping and achieve better clustering results, we
harness the strengths of both FCM and PSO. In particular, the PSO-FCM algorithm uses
FCM’s objective function (6) as the fitness function and PSO’s global search method to find
cluster centers.

The PSO-FCM algorithm utilizes particles in PSO to represent potential solutions for
FCM’s cluster centers. The positions of particles in a swarm of Q particles encode the cluster
centers z. Each particle q is defined as xq = (dq1, dq2, · · · , dqC), representing candidates
in the swarm (Q) for clustering the data. The updated dimension values representing
cluster centers generate z by decoding gbest when PSO recognizes an accepted cluster
center or reaches a predefined number of iterations. The convergence of both algorithms
toward the same objective function for optimal clustering drives the minimization of fitness
functions in PSO-FCM. This fusion of FCM and PSO, through PSO-FCM, capitalizes on the
advantageous features of both. Below, Algorithm 2 summarizes the PSO-FCM algorithm.

Algorithm 2 PSO-FCM algorithm

Input: tmax, m, c1, c2, ω0, ω1.
Initialization
x(0)q = (dq1, dq2, · · · , dqC), v(0)q = (vq1, vq2, · · · , vqC)

pbestq = xq
(0)

For each particle
Calculate the f itness of particle.

temp = min{ f itness(pbest1), f itness(pbest2), · · · , f itness(pbestQ)};
gbest = temp;
Repeat until tmax iterations are reached

Update vq and xq.
Calculate the membership uqj.
Update the f itness of the particle;
If f itness(x(t)q ) < f itness(pbestq)

pbestq = x(t)q ;
Update pbest;

if f itness(pbestq) < f itness(gbest),
gbest = pbestq .

Decode gbest to obtain cluster centers z.

In computing the fitness of each particle q, we first derive the cluster center zq from
the particle’s position representation. Subsequently, we calculate the membership degree
uqj for each data point xq using Equation (8). By utilizing these cluster centers and mem-
bership degrees, we evaluate the f itness of each particle q using Equation (6). Notably,
the minimization of the fitness function in PSO-FCM aligns with minimizing the objection
function J in FCM. Both algorithms define the same objective function, thereby aiming
for optimal clustering. PSO-FCM leverages the strengths of both FCM and PSO, utilizing
their favorable features to minimize the fitness function in pursuit of achieving optimal
clustering. Equations (9) and (10) update the velocity vq and position xq of each particle q.
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3.3. Modulation Order Identification Using Circle Radius Ratio

Each point in an MQAM constellation diagram is surrounded by circles of varying
diameters, which are determined by their distance from the constellation center. Different
orders of QAM signals exhibit characteristic ranges of circle diameter values. This property
allows us to utilize circle radii within the constellation map for the purpose of MQAM
signal classification and identification. In the absence of noise interference, a noise-free
16QAM’s constellation map displays a point with the highest amplitude corresponding
to a circle with radius rmax, while the point with the lowest amplitude corresponds to a
circle with radius rmin, as shown in Figure 2. In a standard constellation plot, the ratio of
the maximum to minimum circle radius is defined as Rb = rmax

rmin
.

-4 -3 -2 -1 1 2 3 4

-4

-3

-2

-1

1

2

3

4

r
min

r
max

Figure 2. 16QAM modulation constellation with inner radius (rmin) and outer radius (rmax).

After applying the clustering algorithm to obtain the reconstructed signal’s constella-
tion diagram, we calculate and sort the distances between the cluster center and the starting
point in descending order. The top W distances are averaged to determine the maximum
circle radius, while the bottom W distances are averaged to determine the minimum circle
radius. The Rb values of different MQAM modulation signals are categorized into distinct
ranges based on predefined standard values. The categorization is as follows:

MQAM =


4QAM : 0.0 < Rb ≤ 1.6
8QAM : 1.6 < Rb ≤ 2.6
16QAM : 2.6 < Rb ≤ 3.5
32QAM : 3.5 < Rb ≤ 5.6
64QAM : 5.6 < Rb ≤ 8.1 .

(11)

Noise can lead to inaccuracies in the initial determination of cluster centers through
adaptive subtractive clustering based on the signal-to-noise ratio. The update of semi-
supervised fuzzy mean clustering affects the positions of cluster centers but not the number
of cluster centers. Consequently, the number of cluster centers in the reconstructed constel-
lation map may not correspond to the actual number of modulation points. By employing
the radius method on different circles of the constellation map, we can calculate radius
values, mitigating the impact of an incorrect number of cluster centers. This approach does
not affect the final recognition result and enhances the classification accuracy.

4. Simulations Results

In this section, we present the numerical results obtained through MATLAB simu-
lations of SN-SC, FCM, and PSO-FCM. Table 1 provides an overview of the simulation
parameters employed in our study.
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Table 1. Parameter values used in the simulations.

Algorithms Parameters Values

SN-SC Ka 1
Kb 1.5
λ 0.4
N 3000

PSO c1,c2 1.5
Q 30

ω0, ω1 1.1, 0.5
ε 10−5

tmax 300
FCM m 2

W 2

In the low-SNR scenario (SNR = 4 dB), the FCM algorithm is susceptible to becoming
trapped in local minima, as depicted in Figure 3. When the FCM algorithm, which relies
on a fuzzy clustering objective function, is used, this tendency can cause some cluster
centers to shift within the constellation. This sensitivity to initialization and the resulting
misplacement can lead to substantial errors during the decision-making and demodulation
processes. While the PSO-FCM algorithm demonstrates superior clustering performance
compared to FCM, it still encounters challenges in fully mitigating the issue of local
optimization, as shown by the presence of local optima in Figure 4.

-1.5 -1 -0.5 0 0.5 1 1.5

-1.5

-1

-0.5

0

0.5

1

1.5

received data SN-SC ideal FCM

Figure 3. 16QAM received signal modulation at SNR = 4 dB with clustering centers for SN-SC
and FCM.
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(a) 4QAM, SNR = 0 dB
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(b) 8QAM, SNR = 0 dB

Figure 4. Cont.
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(c) 16QAM, SNR = 2 dB
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(d) 32QAM, SNR = 4 dB
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Figure 4. The clustering performance of FCM and PSO-FCM; 4QAM with SNR = 0 dB, 8QAM with
SNR = 0 dB, 16QAM with SNR = 2 dB, 32QAM with SNR = 4 dB, 64QAM with SNR = 6 dB.

In Table 2, we present the average number of cluster centers obtained by SN-SC (#1),
SC with ra = 0.22 (#2), and SC with ra = 0.33 (#3) for 4QAM, 16QAM, 32QAM, and 64QAM
digitally modulated signals under varying SNR scenarios. Algorithms #2 and #3 based
on the SC method perform well in clustering 16QAM and 4QAM signals; however, their
reliable classification performance cannot be guaranteed for other modulation schemes.
In contrast, algorithm #1 demonstrates its suitability for diverse modulation signals and
outperforms algorithms #2 and #3 in overall classification performance.

Table 2. Comparison of clustering results for different-order QAM signals under various SNR
situations using the SC algorithm and the SN-SC algorithm.

Type 0 dB 2 dB 4 dB 6 dB 8 dB 10 dB
#1 #2 #3 #1 #2 #3 #1 #2 #3 #1 #2 #3 #1 #2 #3 #1 #2 #3

4QAM 2.9 13.1 4.9 3.8 12.6 4 4 11.9 4 4 5.9 4 4 4 4 4 4 4
8QAM 6.8 14.5 6.2 7.6 15.4 6.2 7.9 14.2 6.5 8 10.2 6.8 8 8 7.2 8 8 8

16QAM 13.6 18.9 7.6 15.2 16 9.1 15.8 16 10.2 16 16 11.8 16 16 12.8 16 16 14.5
32QAM 19.4 19.8 8.3 23.8 22.1 8.8 27.4 24.8 10.2 30.5 27.8 11.6 31.6 29.9 12.2 32 31.7 12.5
64QAM 23.5 23.5 10.2 26.6 26.4 12.1 29.9 27.7 12.8 33.1 29.2 12.8 45.8 32.1 13.1 63.6 33.9 13.3

Table 3 presents the clustering performance of the FCM and PSO-FCM algorithms.
The results demonstrate that the PSO-FCM exhibits a reduced number of occurrences of
local optima compared to the FCM algorithm across all modulation schemes. This suggests
that the PSO-FCM algorithm is more effective in identifying the global optimum compared
to the FCM algorithm.
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Table 3. Clustering results of two clustering algorithms with various constellation datasets.

Modulation Type No. Classification Method No. Local Optima
8QAM 8 FCM 10 (6.7%)

PSO-FCM 5 (3.3%)
16QAM 16 FCM 21 (14.0%)

PSO-FCM 9 (6.0%)
32QAM 32 FCM 82 (54.7%)

PSO-FCM 73 (48.7%)
64QAM 64 FCM 127 (84.7%)

PSO-FCM 121 (80.7%)

The studies used the PSO-FCM and FCM algorithms to find modulation in 4QAM,
8QAM, 16QAM, 32QAM, and 64QAM signals. Figure 5 illustrates the modulation recogni-
tion rates for MQAM signals, showing that PSO-FCM generally achieves a higher modula-
tion identification rate compared to FCM. Moreover, upon analyzing the results depicted in
Figure 6, it becomes apparent that the FCM algorithm converges more rapidly. PSO-FCM
converges more slowly than FCM due to the simultaneous optimization of particle positions
and membership values in the PSO-FCM hybrid.
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Figure 5. Modulation recognition rate of FCM and PSO-FCM across varied SNRs for multiple
QAM signals.
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Figure 6. Iterations vs. objective function value; 16QAM, SNR = 2 dB.

PSO introduces additional complexity in the PSO-FCM compared to the traditional
FCM algorithm due to the augmented computational load per iteration. In PSO-FCM,
there is an inclusion of supplementary complexity multiplication and addition operations.
Specifically, each iteration in PSO necessitates 4QC complex multiplications and 6QC
complex additions, where Q denotes the number of data points and C represents the
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number of dimensions. These extra computational operations in PSO-FCM potentially
contribute to slower convergence compared to FCM. The objective function value of the
PSO-FCM algorithm gradually diminishes and eventually falls below that of the FCM
algorithm, indicating superior optimization performance to some extent. Consequently,
the choice between algorithms requires consideration of the trade-off between additional
complexity and optimization effectiveness.

5. Conclusions

This paper presents a novel PSO-FCM algorithm designed specifically for accurately
identifying modulation orders within MQAM schemes. This hybrid approach integrates
the SN-SC algorithm for initial cluster center obtainment and combines FCM and PSO tech-
niques to enhance precision in determining modulation orders. By evaluating fitness using
FCM’s objective function and analyzing the ratio between maximum and minimum cluster
center radii, the algorithm effectively discerns various MQAM modulation schemes. The
simulation results validate the algorithm’s superior performance, especially in accurately
identifying modulation orders even in low-SNR scenarios. This robustness underscores its
potential practical application in real-world communication systems where precise QAM
modulation order identification is crucial.
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