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Abstract: Artificial Intelligence (AI) can be very beneficial in the criminal justice system for predicting
the risk of recidivism. AI provides unrivalled high computing power, speed, and accuracy; all har-
nessed to strengthen the efficiency in predicting convicted individuals who may be on the verge of
recommitting a crime. The application of AI models for predicting recidivism has brought positive
effects by minimizing the possible re-occurrence of crime. However, the question remains of whether
criminal justice system stakeholders can trust AI systems regarding fairness, transparency, privacy
and data protection, consistency, societal well-being, and accountability when predicting convicted
individuals’ possible risk of recidivism. These are all requirements for a trustworthy AI. This paper
conducted a systematic literature review examining trust and the different requirements for trust-
worthy AI applied to predicting the risks of recidivism. Based on this review, we identified current
challenges and future directions regarding applying AI models to predict the risk of recidivism. In
addition, this paper provides a comprehensive framework of trustworthy AI for predicting the risk
of recidivism.

Keywords: trustworthy AI; criminal justice system; trust; recidivism; privacy and data protection

1. Introduction

Artificial Intelligence (AI) has been a part of the criminal justice system for many
years [1]. Criminal justice managers use AI to predict the risk of recidivism, that is, whether
a convicted individual will recommit a crime. The prediction can be based on several factors
associated with the criminal, such as educational background or previous employment [2].
These AI systems, mainly called risk assessment tools, are beneficial for forecasting and
reducing incarceration rates and racial disparities [3,4]. Furthermore, these risk assessment
tools enhance decision-making in the criminal justice system and increase public safety [5].
Risk assessment tools are pretrial and post-conviction risk assessment tools. The former
focuses on offenders failing to appear in court and the latter focuses on the long-term
recidivism of offenders after a release on parole or probation [6,7]. For this literature
review, we focused on post-conviction risk assessment. A commonly used assessment
tool, particularly in the United States, is Correctional Offender Management Profiling for
Alternative Sanctions (COMPAS). COMPAS is used to assess the potential recidivism risk of
offenders. The United States of America has the highest rate of incarceration in the world,
an issue that has worsened over recent decades [8]. Before the inception of algorithmic
predictive tools, recidivism prediction had been at the discretion and intuition of criminal
justice officers or based on statistical calculation. However, because of human biases and the
reformation needed in the criminal justice system, a more effective assessment of recidivism
risks was encouraged in the criminal justice system.
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The reformation and mitigation of human bias led to adopting an AI model called risk
assessment tools [7,9,10]. These tools have predicted the possible risk of recidivism of more
than a million offenders in the United States. However, criminal justice system stakeholders
have questioned and scrutinized the recidivism risk assessment tools in the past few years due
to the ethical impact on convicted individuals and their trustworthiness [11–13]. In particular,
fairness, transparency, privacy, and accountability have been the subjects of concern for
stakeholders [14]. One of the criticisms of the predictive assessment systems is that they
should be limited in the criminal justice system because of their probabilistic estimations of
humans and pattern understanding tendencies rather than the underlying criminal causes.
That is, predictive algorithms cannot understand the realistic situations of things [15].

In May 2016, ProPublica investigated COMPAS and found racial disparities in the
predictive decision of the system, with the false-positive rates nearly twice as high for
black offenders compared to white offenders [16]. The COMPAS analysis opened many
critics’ eyes to the adverse effects of risk assessment tools for predicting recidivism risk. In
addition, COMPAS was tagged as a sexist algorithm because it shows a disparate impact
against the female gender [17]. Although it is a known fact that the female gender has a
lower recidivism rate than men, the question is, does the COMPAS system consider that
in its development? However, recent literature [18,19] has refuted the ProPublica analysis
of COMPAS, claiming that ProPublica’s procedures were statistically wrong due to their
classification definition of terms, the use of model errors, and lack of an analytical approach
to showing that predictive algorithms can make predictions free of racial bias. Nevertheless,
these discussions and issues challenge the credibility of COMPAS and the application of
risk assessment tools for predicting recidivism risks in the criminal justice system.

In addition, privacy and data protection are major priorities for criminal justice systems
stakeholders. It is important to note that offenders’ personal information forms the dataset
used to develop risk assessment tools for predicting recidivism risks; however, to what
extent do these risk assessment tools comply with ethical principles and have due regard
for fundamental rights (privacy) of offenders and to what extent are their data protected?
These questions surface because of the increasing amount of offenders’ information that
needs protection and AI models for predicting recidivism risks that are susceptible to
cyberattacks [2]. There is a need to balance the potential benefits of the recidivism risk
assessment tools against private-life interests.

For these risk assessment models to gain public trust in predicting the risk of recidi-
vism of convicted offenders, there is a need to create a framework that will necessitate
trustworthy AI models [4,20]. One of the most important factors influencing this research
is that the predictive models for recidivism predictions lack privacy and data protection.
In addition, these risk assessment tools are unfair [21,22], with fairness being a social
and ethical concept and not only a statistical one [23,24]. A must-tackle problem is how
criminal justice system stakeholders can trust risk assessment tools to predict the risk of
convicted offenders recommitting a crime when released on probation, parole, or after
serving time in jail. Therefore, this paper looked at the systematic literature review on
“Ethics and Trustworthiness of AI in Predicting the Risk of Recidivism in the Criminal
Justice System”. We focused on trustworthy AI because it leverages different essential
requirements, including privacy and data protection, that will address the various concerns
of criminal justice system stakeholders. Lastly, we extended the proposed framework of
trustworthy AI by the European Commission.

Several studies relating to trustworthy AI for predicting recidivism risk focused on one
or more aspects of trustworthy AI. Several other studies focused on the theoretical concept
of trustworthy AI, such as in [25–33], or focused on other domains (e.g., robotics, healthcare
etc.). These theoretical reviews are discussed in detail in the related works section.

This paper is structured as follows: background study, related works, methodology,
proposed extended requirements for trustworthy AI in the criminal judiciary system,
extended analysis of trustworthy AI requirements, issues and challenges associated with
the application of AI in the judiciary system, and conclusion and future works.
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2. Background Study

The following section discusses the fundamental concepts of trust, trustworthy AI,
and the requirements for a trustworthy AI.

2.1. Trust

Trust is a crucial component of success for risk assessment tools for recidivism to
thrive [11,15]. Trust is a complex area of focus that has drawn the attention of many practi-
tioners and scholars across different disciplinary fields [34]. This attention has focused on
understanding the antecedents of trust, the conceptualization of trust, forms or types of
trust, people involved in trust, and how trust impacts our ethics and the associations at
different levels of life. Despite this, there is a surprising lack of consensus regarding how
trust should be defined. Nevertheless, we provide some definitions and fundamental con-
cepts of trust across several domains, as it will serve as a prerequisite to what trustworthy
AI entails.

One overview of trust in commercial and personal transactions in the digital age [35]
describes trust as an interpersonal phenomenon that facilitates human relationships by
reducing uncertainty risks. Trust is the confidence level a trustor has in a trustee to do the
right things. Trust can be attitudinal, predictable, and voluntarist. The attitudinal view of trust
focuses on a trusting attitude due to personal beliefs. The predictability view of trust focuses
on the notion of the positive expectation of a trustor, based on the trustee’s behavior, that
the trustee will act benevolently. Lastly, the voluntarist view of trust is the state of voluntary
subjection of a trustor to the vulnerability of a trustee, that is, a position of risk. Therefore, we
can affirmatively say that trusting involves risk. A study on public trust in local government,
explaining the role of good governance practices [36], defines trust as a psychological state
that constitutes a willingness to take risks based upon positive expectations of a trustee’s
behavior. Therefore, trust is a bridge between a trustor and a trustee and a lubricating factor
for a consistent relationship. However, to strengthen trust, there is a need for transparency,
accountability, and responsiveness on the part of both parties [37].

More on the definition of trust, a discussion on the significance of trust for organiza-
tional accountability [38] defined trust as holding a trustee accountable over time with the
notion that they will exhibit integrity and honesty. Trust is conceptualized as mutual expec-
tations and reciprocity between the trustor and trustee, strengthening social interaction.
Trust also involves the reduction of complexity, ethical accountability, and responsibility.
Furthermore, trust between different parties is instituted based on standard norms. In
essence, trust can act as a sense of accountability on the part of a trustee and the state of
a trustor’s vulnerability. In conclusion, a review on trustworthy AI [39] defined trust as
the willingness of a trustor to depend on a trustee due to a lack of control over the trustee,
thereby making available the opportunistic behavior of the trustee.

It is worth noting that trust develops over time based on the trustee’s behavior and
conformation to a trustor’s beliefs. Therefore, it is essential to understand what precedes the
establishment of trust, referred to as the antecedent of trust [32,35,36,40]. The antecedents of
trust are ability, benevolence, integrity, and predictability. Ability refers to a trustee’s skills,
characteristics, and level of competence in a specific domain. Benevolence is a trustee’s
impulse willingness to do good to a trustor, putting aside self-gain profit. Integrity is the
perception that the trustee will always act with consistent and positive values. Predictability
assures trust will be sustained throughout the relationship between parties. In all, ability,
benevolence, integrity, and predictability can be bracketed as attributes used in judging the
trustworthiness of a trustee by a trustor.

Now that we have established the basic concept of trust, the question is, what is the
relation between people, trust, and technology, such as AI systems? The relationship is such
that people and societies are the trustors, the AI system is the trustee, and the connecting
bridge is the trust. For people and societies to trust AI systems and subject themselves to a
position of risk and vulnerability, the system needs to be trustworthy. Another question now
is what trustworthiness is. Trustworthiness is being competent and committed to doing and
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achieving the expectation of a trustor, and trustworthiness is regarded as a virtue possessed
by a trusted party [41]. The guidelines set up by the European Commission (EC) [42] defined
trustworthiness as a prerequisite need for stakeholders(i.e., people affected by AI systems)
to develop, deploy and use AI systems. This scenario led to what is now commonly called
Trustworthy AI.

Before diving into what trustworthy AI entails, there is a need to understand other
qualities that influence stakeholders’ trust in AI systems. There are three qualities: human,
environmental, and technological qualities [32]. Human qualities or attributes are associ-
ated with unique cultural backgrounds, past experiences, and ideologies. These qualities
determine the extent to which an individual will voluntarily be subject to a state of risk at
the expense of the trustee’s freedom. Environmental qualities entail elements that propagate
the level of trust in the deployed environment of AI technologies. These elements include
the environment’s cultural background, educational system, environmental awareness,
technological advancement level, and technology tasks. Technical qualities focus on effi-
ciency in yielding results, conformation to a level of expected performance, and processes in
achieving outcomes. In [39], trust in technology is further classified based on the technology
functionality, helpfulness, reliability, predictability, performance, purpose, and process.

2.2. Trustworthy AI

The benefits of AI in different spheres of life cannot be overemphasized. However,
different conditions necessitate AI systems to be considered trustworthy. Several issues are
related to developing and deploying AI models, such as violating individual privacy, racial
bias, misunderstanding of its processes, and decision-making.

Trustworthy AI encapsulates the must-have qualities of the AI that warrant ethical ap-
proaches [32]. A review of trustworthy AI states that incorporating trust in AI’s development
and design will enable stakeholders to fully realize its potential [39,42]. A study [43] defined
trustworthy AI as fair, secure, robust, transparent, safe, and explainable systems regarding
human privacy and fundamental rights, and stakeholders involved in its development,
deployment, and use are accountable.

In 2019, the European Commission (EC) developed “The Ethics Guideline for Trust-
worthy AI [42,44]”. According to EC guidelines, trustworthy AI should be ethical, lawful,
and robust, creating a foundation for stakeholders to trust AI systems’ development, de-
ployment, and usage. The guidelines provided four Ethical principles (i.e., respect for
human autonomy, prevention of harm, fairness, and explicability) and a list of seven re-
quirements for trustworthy AI (i.e., human agency and oversight, technical robustness
and safety, privacy and data governance, transparency, non-discrimination and fairness,
societal and environmental wellbeing, and accountability). A point to note is that these
seven requirements are non-exhaustive, meaning several other requirements still apply to
different domains. Still, these seven can serve as the base for any public or private sector
considering trustworthy AI in its activities [42].

This paper conducted the first systematic literature review of AI’s ethics and trustwor-
thiness in predicting recidivism risk. To address and assess the requirements, trustworthy
AI can be evaluated through technical and non-technical methods. Our research scope
looked at the technical approaches to achieving a trustworthy AI more in-depth, which
serve as a future research direction. These technical methods will cut across architectures
for trustworthy AI, ethics, and the rule of law by design, explanation methods, testing and
validating, and quality of service indicators. In this paper, looking at the seven require-
ments of a trustworthy AI proposed by the EC was essential. These requirements serve
as a baseline for our extended requirements for trustworthy AI in predicting the risk of
recidivism. The discussion of these requirements is found in Section 5.

2.3. An overview of the Seven Requirements for Trustworthy AI Proposed by the European Commission

The following discussed requirements of trustworthy AI are the requirements pro-
posed by the EC that can be applied and serve as the basis for any public or private domain.
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For every field, other requirements need to be considered and added to the proposed seven
requirements by the European Commission to actualize trustworthy AI in such fields.

2.3.1. Human Agency and Oversight

Human agency and oversight revolve around fundamental human rights, human
agencies, and the human administration of AI systems. AI systems should be built to
support human autonomy in decision-making and not infringe on their fundamental rights.
AI users should be at liberty to make decisions without AI systems making an adverse
impact. This act will give AI users a sense of responsibility and freedom and enable trust
in AI technology. AI systems should provide the required information to their users to
better understand and interact with the system, allowing users to challenge the AI system’s
decisions when needs arise. Lastly, humans should engage in the decision process (human-
in-the-loop), design cycle (human-on-the-loop), and the overall activities of the AI system
(human in command).

2.3.2. Technical Robustness and Safety

AI systems are beneficial to the human race. However, if proper mechanisms are
not in place, AI systems can cause harm. AI systems should bring safety to their users
and prevent harm in every possible instance. AI systems contain data information, and
an attack on the system can influence its outcomes leading to biases or harm to society.
AI systems must be secure and built to withstand external attacks or threats. In adverse
situations, AI systems should have a fallback plan to safeguard users and data information.

2.3.3. Diversity, Non-Discrimination, Fairness

Fairness is a requirement that has received the focus of many AI stakeholders since the
advent of AI systems. Fairness must constantly be taken into account while developing AI
systems. AI systems are vulnerable to prejudice if the AI development design lacks appro-
priate bias mitigation techniques. Hence, the developers should ensure the development
of the AI system is void of discrimination and bias. In conclusion, AI systems should be
inclusive and accessible to all social groups irrespective of their demographic information.

2.3.4. Accountability

Accountability is a requirement that enables the trust of AI stakeholders in AI systems
when there is a level of responsibility and answerability. AI systems are inanimate tools,
interacting with humans and influencing the decisions of their users directly or indirectly.
Organizations should bear full responsibility in cases of negative impact caused by AI
systems at different user instances. Users trust the system more when there is a level of
answerability for its decision-making, especially with adverse effects.

2.3.5. Transparency

Transparency entails deliberate documentation, detailing, and understanding of AI
systems, such as the data collection processes, design processes, and purpose of building
such AI systems. When understanding the system’s underlying structure, transparency
enables smooth auditing of AI systems. In essence, the procedures followed throughout the
AI system design should be well-documented and answerable for issues related to the AI
system. Transparency gives a head start on why AI systems behave in a particular manner
and produce its outcome.

2.3.6. Privacy and Data Governance

Data are crucial in the development of AI systems. Apart from the models used, AI
systems mainly function based on the consumption of large datasets used in designing the
system. It is unarguably vital for developers to put in efforts toward the quality of data
used for developing AI systems. Data are a significant source of biases in AI systems. Data
tend to be biased without mitigating procedures to curtail bias. In addition, data privacy is
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paramount in the development of trustworthy AI. Access to the data should be restricted
to authorized personnel only.

2.3.7. Societal and Environmental Wellbeing

AI systems have numerous benefits and have come to stay. Developers must build AI
systems in such a way that they do not cause harm to humans. They should be designed
to enhance humans’ capabilities and not impose on their fundamental rights. AI systems
should be eco-friendly, sustainable, and maintained. Lastly, developers and authorized
stakeholders should oversee the AI system at all times to detect possible adverse effects it
may cause to its users and the environment.

The following section discusses the existing works on the requirements for a trustworthy AI.

3. Related Works

This section discusses related works that review or survey the requirements for build-
ing a trustworthy AI to predict recidivism risks.

One of the essential propelling factors for AI existence is datasets [45]. A challenging
factor for AI systems when predicting recidivism risk is the problem of biases [22,46,47].
Different biases influence the predictive outcomes of AI algorithms that predict recidivism
risk. These biases are found in the sample representatives, label features, feature engineer-
ing, modelling pipeline, and program implementation [16,48]. Examples of these biases’
sources stem from the offender’s race, ethnicity, and gender [9,48,49]. A survey on the
accuracy and fairness of juvenile justice risk assessment [50] stated that there is always the
presence of racial bias in the dataset used in training risk assessment tools for predicting
the risk of recidivism. This racial bias often leads to unequal treatment, opportunity, or
outcome for convicted individuals [51]. A systematic bias embedded in the dataset used for
training predictive risk assessment models can result in violations of offenders’ rights [4].
Research has affirmed that these tools are unfair and can be biased against a group of
individuals [7,22,48,52–55]. Biases found in risk assessment tools are mostly into three lay-
ers: data layer, model layer, and evaluation layer. However, many scholars over-concentrate
on one of the layers instead of considering all layers simultaneously. For example, a few
pieces of literature address the model layer in recidivism risk assessment tools while neglect-
ing the other layers, and those addressing other layers focus only on the data or evaluation
layer [47]. Therefore, a future research direction to ensure trustworthy AI for predicting
recidivism risk is to address bias at all layers simultaneously.

The current literature on risk assessment tools has no consensus definition of fairness
when predicting offenders’ recidivism risk [11,56]. Today’s available definitions of fairness
in the literature are not optimized enough to affirm what fairness in predicting recidivism
should be. Nevertheless, scholars are still debating on reaching a generally acceptable
definition of fairness for risk assessment tools for recidivism prediction. A review of fairness
in criminal justice risk assessments [56] stated that until scholars precisely define fairness
when predicting recidivism risk, it is crucial to do away with indefensible claims of definitions
of fairness before being implemented in an unruly manner into policy. It is worth noting that,
despite the various definitions of fairness applicable to risk assessment tools for predicting
recidivism, there are trade-offs amidst the definitions. Therefore, there is a dire need for a
generally acceptable definition of fairness when predicting the risk of recidivism.

Understanding the human perception of defining a generally acceptable definition
of fairness when predicting the risk of recidivism is crucial. A survey in [57] gave a
comparative approach that could help understand how fair decisions should be defined.
The approach centred around eight latent properties (reliability, relevance, privacy, voli-
tionality, causes outcome, causes vicious cycle, causes disparity in outcomes, caused by
sensitive group membership) and a given question: is it fair to use a feature in a shared
decision-making scenario? This survey helps us to better understand whether the presence
of features in describing an offender impacts fairness. From the study in [57], the conclu-
sion made is that (1) the presence of features in defining an offender does not necessarily
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lead to discrimination against the offender, (2) there is a lack of a common ground on
which features to be considered fair or unfair when developing risk assessment tools for
recidivism, (3) people tend to have common reasoning when making a judgment based
on the latent properties, and (4) six of the latent properties are statistically necessary for
ascertaining fairness judgments.

Transparency is essential when building trust and developing risk assessment tools
for recidivism prediction [8,10,13]. Transparency aid the citizens’ understanding of the
systems’ impact and questioning of the system. A report from England and Wales found a
need for explicit AI systems’ transparency when applied to the criminal justice system [58].
Additionally, the need for transparency will facilitate fairness and accountability by ensur-
ing that companies and governments are aware of the impact of risk assessment tools when
predicting the risk of recidivism. However, there are contentions against full transparency
of these risk assessment tools for predicting recidivism because of the possibilities of (i) leak-
age of sensitive data to the public; (ii) backfiring into an implicit invitation to game the
system; (iii) a direct impact on the company’s competitiveness and developer’s reputation;
and (iv) inherent opacity of algorithms, whose interpretability may be hard for experts [8].
All these arguments limit the full transparency of recidivism risk assessment algorithms.

The private and commercial sectors own risk assessment tools for predicting recidivism
risk. The problem with these sectors is that they build these systems to make profits [4]. A
large portion of the private-for-profit sector developed its secret risk assessment algorithms
for the public duties of the criminal justice system. This relationship, however, risks the
criminal justice system’s independence and transparency [58]. It is easier for the government
to build people’s trust than the private sector [11]. Therefore, the private sector is working
to stand on the shoulders of the government to make up for the lack of trust people have
in their activities. In addition, there are concerns about the unreliability of these risk
assessment tools developed by private sectors [13]. These concerns are related to most risk
assessment tools lacking inclusion in their development. Most private sectors exclude the
insight, knowledge and close collaborative work of criminal justice systems officials when
developing these systems. Hence, it is crucial to include criminal justice system officials in
developing, implementing, and using risk assessment tools [6].

There is confusion about the inter-relatedness of explainability of risk assessment algo-
rithms for recidivism prediction and its inter-relatedness with other ethical requirements
such as accountability and transparency. A review of algorithmic explainability and legal
reasoning [59] stated that the explainability of the recidivism risk assessment tools is ob-
scure and needs further research. In addition, the literature emphasized that explainability
should be treated as a formal-procedural criterion separated and distinguished from its
closely related ethical requirements (accountability and transparency) and should be ap-
plied exclusively to machine outputs and decisions. Zsolt Zodi [59] argued that explaining
algorithmic decisions through common sense is often tricky because of the massive gap in
statistical explanations. Therefore, explainability should be applied at every algorithmic
decision-making point and translated into human language for a better reason. But it is
best to avoid using these recidivism risk assessment tools when deciding people’s rights.

Accountability is rarely defined and addressed in the risk assessment literature for
predicting recidivism risk. Accountability is, however, needed when things go wrong with
assessment systems used for predicting the risk of recidivism [8]. There is an eminent call
for recidivism risk assessment algorithmic design [58,60]. These algorithms are gaining
ground in the evolution of the criminal justice system. Hence, who is accountable for the
algorithm’s predictive decisions when they go wrong? Is it the organization, programmers,
or the stakeholders [61]?

Introducing an algorithmic decision-making system into the criminal justice system
brought concerns about lack of accountability and equal protection [14,47]. In times past,
some criminal justice managers have leveraged these predictive tools as vulnerable tools
for blame shift when their decisions may harm a convicted individual or a social group.
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Risk assessment tools’ suitability for predicting recidivism risk needs more attention
in different cases. This attention falls on critical ethical concerns escalating from deploying
a large-scale of these systems [62]. The relationship between different ethical dimensions,
actions of involved stakeholders to tackle ethical problems, and possible ways to improve
the recidivism risk assessment system’s development should be ethically resolved [15].
Furthermore, legislators must implement laws and regulations to curb the activities these
algorithms can automate to attain accountability and achieve transparency [15,60]. In con-
clusion, developers should build recidivism risk assessment tools as human-in-the-loop sys-
tems for effective oversight, interactions, and trust in decision-making algorithms [63,64].

In this paper, we conducted a systematic literature review of research works tackling
one or more of the requirements to achieve a trustworthy AI for predicting the risk of
recidivism. This review revealed that no research focuses on AI’s trustworthiness in
predicting recidivism risk. To the best of our knowledge, our study is the first to consider
the essential requirements for an AI to be considered trustworthy for predicting the risk of
recidivism in the criminal justice system.

4. Methodology
4.1. Review Technique

Our methodical literature survey technique had three phases: (i) actively planning,
(ii) conducting and reporting the review results, and (iii) exploration of research challenges.
The systematic survey described in this paper followed the widely accepted guidelines and
process outlined in [65,66]. The remainder of this section details the research questions, the
process for identifying research, and the data extraction process.

4.2. A. Research Questions

The following are the identified research questions for this review:

• Q1: Are there works proposing the use of AI for predicting recidivism? How many?
• Q2: How many of these works considered the ethics and trustworthiness of the

AI system?
• Q3: What are the essential requirements of trustworthy AI for predicting the risks

of recidivism?
• Q4: What challenges hinder the development of trustworthy AI for predicting the risk

of recidivism?

4.3. B. Search Strategy

The identification of research started by formulating a search query (Figure 1) based
on the research focus, “Ethics and Trustworthiness of AI in Criminal Justice System when
Predicting the Risk of Recidivism”. The search query entails three parts: (1) All ML algorithms,
including artificial neural networks algorithms; (2) terminologies used in the judiciary system;
and (3) The requirements of trustworthy AI based on European Commission and Ethics
guidelines for trustworthy AI. The Web of Science was chosen as the research database
and was queried based on the formulated query and metadata (Author, Title, Source, and
Abstract). Also, IEEE, Springer Nature, Assoc Computing Machinery, Elsevier, Mdpi, Wiley,
Sage, and Taylor & Francis were the selected publishers. The research papers were from the
year 2010 to mid-year 2023.

The search query returned 1826 research papers. In line with Kitchenham [66], two
researchers met regularly to screen the 1826 papers based on titles and abstracts. All papers
not addressing any of the requirements of trustworthy AI concerning predicting the risk
of recidivism were removed. The two researchers removed duplicated papers and all
papers unrelated to the research scope. This procedure reduced the number of papers
from 1826 papers to 49 papers. In the next pilot phase, we started reading the 49 papers.
We found other beneficial papers cited in the 49 papers during the reading. Therefore,
we used a snowballing technique: looking at the references in all 49 papers and carefully
selecting related research papers. The selected papers added up to 58 research papers from
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the snowballing process. Next, we removed unrelated and duplicated papers based on
reading the title and abstract of the 58 snowballed papers. The inclusion/exclusion criteria
are shown in Table 1). Through this process, we obtained a total of 20 papers. Therefore, in
addition to the initial 49 papers, we had 69 papers as the relevant papers for the systematic
review of our research scope.

(‘Artificial Intelligence’ OR ‘AI’ OR ‘Machine Learning’ OR ‘ML’ OR
\b‘Supervised learning’ OR ‘Unsupervised learning’ OR ‘Reinforcement
Learning’ OR ‘Deep Learning’ OR ‘Neural networks’ OR ‘Automated Decision
Making’ OR ‘Fair ML’ OR ‘Algorithmic Fairness’ OR ‘Interpretable AI’ OR
‘Trustworthy AI’ OR ‘Algorithmic Decision Making’ OR ‘Robot Judge’)
AND
(‘Crime’ OR ‘judgment‘ OR ‘punishment’ OR ‘Criminal Recidivism’ OR
‘Criminal Justice’ OR ‘Criminal System’ OR ‘Judicial Intelligence’ OR
‘Parolee’ OR ‘re-offence’ OR ‘Legal‘ OR ‘Criminal Sentencing’ OR ‘Judicial
analytic’ OR ‘Recidivism’)
AND
(‘trust’ OR ‘bias’ OR ‘ethics’ OR ‘fairness’ OR ‘interpretability’
OR ‘transparency’ OR ‘diversity’ OR ‘explainability’ OR ‘robustness’
OR ‘accountability’ OR ‘safety’ OR ‘privacy’ OR ‘Human oversight’ OR
‘Environmental well-being’ OR ‘stability’ OR ‘non-discrimination’ OR
‘Societal well-being’)

Figure 1. Search String.

Table 1. Inclusion and exclusion criteria considered.

Inclusion Criteria Exclusion Criteria

Full Text Duplicated Studies

Articles written in English relating to the Trustworthiness of
AI when predicting the risk of recidivism Non-English

Published between 2010 to 2023 Published before the 2010

Published in Conferences, Journals, or Books Uncompleted studies

4.4. Data Extraction

The data extracted from the selected 69 papers were bibliographic, the paper’s objec-
tive, the methodology used, the dataset used, the result obtained, types of ML used, the
dataset location, and the statistical measures understudied. We entered these data into a
spreadsheet. However, we made known little of the extra data in this paper.

4.5. Quantitative Analysis

We carried out a quantitative analysis of the 69 papers. From our review, very few
research works focus on the concept of trustworthy AI systems in predicting the risk of
recidivism. Most of these studies focus on analyzing and surveying AI’s bias and fairness,
with few focusing on AI’s accuracy, interpretability, and transparency in the criminal justice
system when predicting offenders’ recidivism risk. Others address the possible impacts of
AI applications in predicting the risk of recidivism. All these studies are fragments of the
whole concept of our research scope.

There is an increasing concern about, and need to evaluate, the requirements of
trustworthy AI systems when utilized to assess recidivism risk in the criminal justice
system. Our analysis shows significant research relating to the ethics and trustworthiness
of AI when predicting the risk of recidivism began in 2016, as seen in Figure 2. Very few
studies were carried out from the year 2010 to 2015. It is worth noting that, until mid-2023,
seven papers related to trustworthy AI for predicting recidivism risk were published. In
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conclusion, most literature evaluating AI’s impact when predicting the risk of recidivism is
US-based.

There are 50 publication venues found in our literature review. The two major publica-
tion venues were Artificial Intelligence and Law and the Journal of Quantitative Criminology.

Figure 2. Number of papers per year.

Regarding publications, a significant proportion (45 out of 69) were journal articles,
23 were conference papers, and one was a book (see Figure 3). We classified each of the
69 papers as either technical or theoretical. In Section 3, we discuss 33 theoretical papers
as related works. Section 6 discusses the 36 technical papers addressing the experimental
approach to achieving the ethics and trustworthiness AI requirements when assessing
recidivism risk as an extended analysis. The 36 papers were separated and discussed based
on the requirements of trustworthy AI they are addressing in Section 6.

Figure 3. Type of publication.

5. Proposed Extended Requirements for Trustworthy AI in Criminal Judiciary System

Using the seven EC Requirements for Trustworthy AI as a baseline (see Section 2.3), we
proposed an extension of the requirements that will facilitate the Ethics and Trustworthiness
of AI when predicting the risk of recidivism in the criminal justice system (see Figure 4). We
added four more requirements to the baseline following a thorough literature review. The
proposed requirements are consistency, reliability, explainability, and interpretability. These
four proposed requirements make the total requirements for trustworthy AI in predicting
the risk of recidivism to be 11 requirements. This section gives an overview of these four
added requirements.



Information 2023, 14, 426 11 of 25
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Figure 4. Extension of trustworthy AI framework.

5.1. Consistency

Consistency is a must-consider requirement in recidivism risk assessment tools. Re-
cidivism risk assessment tools predict an offender’s possibility of cycling back into the
criminal justice system. Therefore, it will be a justifiable decision that criminals with alleged
similar offences receive the same assessment score irrespective of demographic attributes or
features [67]. In addition, removing or adding a feature in recidivism risk assessment tools
should not influence the predictive score of offenders. Consistency ensures the predictive
tools can maintain the same predictive score for each offender at all times, irrespective of
changes in the offender attributes. A study on the auditing black-box models by obscuring
features gave a straightforward process to the impact of features on predictive models’
consistency [68]. Regarding decision makers using recidivism risk assessment tools as an
assistant, how consistent are they in deciding offenders’ risk of recycling back into the
criminal justice system? The consistency requirement will help explore these areas more.

5.2. Reliability

The reliability of recidivism risk assessments is poorly understood. [9,69]. Reliability
revolves around the internal design and structure of a predictive algorithm, the decision-
makers involved in predicting the fate of offenders, and if the risk factors identified in a
particular jurisdiction can be applied in other jurisdictions [69–71]. A study on the impact of
ML risk forecasts of recidivism provided an understanding of reliability as an algorithm
can consistently make corresponding forecasts for given offenders irrespective of random
variations built into an algorithm [72]. This can be associated with the difference or change in
the hyper-parameters used in training the algorithm. The uniformity of the risk assessment
algorithm in forecasting an offender’s recidivism risk will enhance the algorithm’s reliability
and ensure the user’s trust [69].

5.3. Explainability

The explainability of predictive models focuses on the endpoint of the AI systems used
to assess the outcome of an offender’s recidivism. This concept has been greatly confused
with AI models’ transparency in predicting recidivism. The process or procedure of an AI
system design may be transparent but challenging to explain. It is important to note that it
is an obstacle for ML tools to explain their decisions as human beings would. Therefore, it is
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imperative to include explainability as a stand-alone requirement of trustworthy AI when
predicting recidivism. Explainability focuses on understanding why and what underlying
factor constitutes the existence of the specific decision. Explainability is constructively
examined in [4,59,73].

5.4. Interpretability

Interpretability is a dire concern in the criminal justice system when predicting the
likelihood of recidivism [4,21,54,68,74–80]. Interpretability emphasizes the model computa-
tion being intuitive and meaningful to human understanding. Interpretability excludes the
knowledge of data input or how the data relate to the outcome but how the model uses the
different datasets to decide or make predictions about offenders and its relationship with
ethical principles. Therefore, if the Interpretability of the AI models is unclear, it may be
difficult for its users to trust in assessments of an offender’s risk of recidivism.

6. Extended Analysis

This section enumerates and discusses the different practical approaches to achieving
trustworthy AI systems that predict recidivism risk, summarized in Table 2. These discussions
are based on the literature addressing the technical implementation of the requirements of
trustworthy AI when predicting recidivism risk and the important findings we found.

AI in the criminal justice system for predicting recidivism is not new. However, there
have been trust issues in applying these intelligent tools. This literature review revealed
11 requirements to achieve AI’s ethics and trustworthiness for predicting recidivism risk.
A point to note is that some of the practical papers address more than one requirement.
Twenty-one out of thirty-six practical papers focused on the concept of fairness, which
indicates that fairness is the biggest concern of criminal justice system stakeholders and
scholars. From Figure 5, interpretability is another significant aspect in achieving trustwor-
thy AI algorithms. However, these two can not stand alone to fully ascertain and draw
people’s trust in using risk assessment tools to predict recidivism risk. Less to no work
has been undertaken regarding the other requirements. Therefore, there is a dire need to
address the other requirements and make a balance across all the requirements. In the
subsequent section, we briefly discuss the different requirements that have received less to
no work in a subsection.

Figure 5. Requirements of trustworthy AI when predicting the risk of recidivism.

6.1. Fairness

Fairness is the most studied and focused-on requirement by criminal justice system
stakeholders when applying the AI system to predicting recidivism risk. There have been
concerns about the ability of AI models to bring equity, uniformity, and non-discriminating
impacts to any individuals, groups, or races in a population. The primary cause of this
concern is bias in AI models for predicting recidivism. There has been evidence of biases
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in the data used in training AI models to predict the recidivism risk, which impacts the
fairness of AI model outcomes [54,55,81]. The second concern is the trustworthiness of the
individuals developing these AI models for predicting recidivism risk. How do we ascertain
that these individuals are not building these models for selfish interests? The trustworthiness
of developers is an important aspect that needs to be looked into to achieve trustworthy AI
systems for predicting recidivism risk. Another concern is the inappropriate use of recidivism
risk assessment models that do not conform to the domain in use and thereby cause unfairness
in their predictions. The different criminal justice system stakeholders must consider these
various concerns for fairness to be incorporated into AI models to predict recidivism risk.

On papers regarding the ethics and trustworthy AI in predicting recidivism risk, we
came across 21 out of 36 papers working towards the practical approach of achieving fairness
in AI models when predicting recidivism risk, as seen in Figure 5. From reviewing these
papers, we discussed and enumerated our observations and findings that need consider-
ation to achieve fairness when predicting recidivism risk. In addition, we carried out a
comparative analysis on fairness as seen in Table 2.

A study on interpretable recidivism prediction [4] compared the fairness of different
interpretable ML models with two currently used recidivism systems: COMPAS and Arnold
Public Safety Assessment. The study built interpretable models to predict recidivism better
than the two currently used recidivism systems. However, they face the challenge of
their interpretable models needing to perform better when used on recidivism datasets
from other jurisdictions or locations. The author points out that AI systems for predicting
recidivism are often limited to the jurisdiction they are built for and cannot be used in
other jurisdictions. In addition, a study on causes of algorithmic bias in juvenile criminal
recidivism [73] pointed out that most of the research assessing the fairness of AI models on
offenders assessed for recidivism risk is United States based. The study indicated a dire
need to collect more new datasets from other locations, and researchers must focus more
on different jurisdictions.

Furthermore, we observed that many researchers tend to apply fairness definitions
generally defined in other domains to the criminal justice system when predicting the risk of
recidivism. However, it is crucial to understand that many of the available fairness criteria
are irrelevant to the criminal justice system [4]. A case study on predictive fairness to reduce
misdemeanour [16] also affirms this claim that AI models for predicting recidivism risk do
not satisfy all definitions of fairness. Therefore, there is a need to explore fairness definitions
relevant to applying AI models to predicting recidivism risk for more equity, efficiency,
and effectiveness of these AI models. Another issue related to fairness in AI models for
predicting the risk of recidivism was identified in a study using bias parity score to find
feature-rich models with the most negligible relative bias [51]. The identified issue is the
problem of sensitive features (such as race, gender, mental health status, weight, etc.), which
could impact the fairness of AI models on offenders. The author [51] emphasized that there
is a need for further study of the effect of these protected features and the development
of new metrics to evaluate the fairness of AI models. A survey on algorithms addressing
trade-offs in predicting recidivism [82] points out that there is rare research on the impact of
risk assessment models on racial disparities. In the study, the author claims that recidivism
risk assessment models have led to the release of the low-risk offender but often do not
consider racial equality. Therefore, racial equality is a fairness issue that should be addressed
when predicting recidivism risk.

Regarding the fairness of recidivism risk assessment tools, prior probability shifts
often occur in recidivism datasets and affect fairness. A prior probability shift is where the
training and test set distributions for developing AI models differ. A study establishing
fairness under prior probability shifts [83] proposed a Combinatorial Algorithm for Pro-
portional Equality (CAPE) method and introduced a prevalence difference metric to solve
the problem of prior probability shifts. The author claimed that their introduced metrics
outperform all other available metrics. Therefore, it will be advisable to explore the CAPE
method to validate its effects when predicting recidivism risk.
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Table 2. Comparative analysis of fairness.

Ref Purpose of Paper Dataset Algorithm Model Used or Studied Evaluation Metrics Location

[4] Analyzed the performance of interpretable models
regarding prediction ability, sparsity, and fairness

Broward County, Florida dataset &
Kentucky dataset

LR, SVM, RF,DT, CART, Explainable
Boost Machine FPR, FNR, Accuracy USA

[73]
Investigate the recidivism risk on general-purpose ML
algorithms, at the expense of not satisfying relevant group
fairness metrics

Juvenile Justice System of Catalonia LR, Multi-Layer Perceptron, SVM with
a Linear kernel, KNN, RF, DT, NB

Balanced accuracy, TPR,
TNR, AUR-ROC Spain

[81] Studied and design Singular Race Models for recidivism
and its effects on the accuracy and bias

Florida Department of Corrections
(FDOC) & Florida Department of
Law Enforcement

KNN, RF, AdaBoost, DT, SVM, ANNs Accuracy, FPR, FNR USA

[51]
Introduced a new fairness measure and an enhanced
feature-rich representation that permits the selection of
the lowest bias models

Recidivism of Prisoners Released
in 1994 ANN TP, TN, FP, FN, PPV USA

[74] Investigated the use of Mugshots to address
racial disparity

Miami-Dade County Clerk of
the Court MTCNN Accuracy USA

[83] Proposed a method called CAPE to solve fair classification
problems in the presence of prior probability shifts.

Broward County, Florida (COMPAS)
and MEPS CAPE Prevalence Difference (PD),

Proportional Equality (PE) USA

[82]
Compared three strategies for debiasing algorithms and
how they affect the fairness trade-off when
predicting recidivism.

Federal Probation System—Post
Conviction Risk Assessment
(2009–2019)

Post Conviction Risk Assessment
(PCRA) algorithms AUC, PPV, FPR, FNR USA

[54]
Illustrated the construction of officer risk assessment
modelling using the demographic, network, and Hawkes
point process features.

Use of Force Complaint data from
the Chicago Police Department

Boosted Decision Tree, Feed-Forward
NN, Auto Machine Learning AUC, Logloss, RMSE, MAE USA

[84]
Introduced three fairness definitions that satisfy
intersectional fairness, desiderata, differential fairness and
its bias amplification

Broward County, FL (COMPAS),
UCI Adult data repository (1994) Neural Network (ADAM) Accuracy, F1-Score,

AUC-ROC USA

[53] Introduced a novel probabilistic formulation of data
preprocessing for reducing discrimination

Broward County, Florida
(COMPAS) LR, RF AUC USA

[85]
Developed an ML model predicting the criminal offence
type committed in a large transdiagnostic sample of
psychiatry patients

Ontario Review Board (Forensic
mental health system) RF, SVM (Radial Kernel), XGBoost

Accuracy, AUC-ROC,
Sensitivity, Specificity,
Confidence Interval

Canada
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Table 2. Cont.

Ref Purpose of Paper Dataset Algorithm Model Used or Studied Evaluation Metrics Location

[23]
Applied fairness criterion originating in educational and
psychological testing to assess the fairness of recidivism
prediction instruments.

Broward County, Florida FPR, FNR, PPV USA

[19] Analyzed ProPublica on the risk assessment
tool (COMPAS)

Broward County, Florida
(COMPAS) LR

AUC-ROC, FN, FP,
Sensitivity, Specificity,
PPV, NPV

USA

[68]
Presented a technique for fairness and auditing black-box
models using a variety of publicly available datasets
and models

National Archive of Criminal
Justice Data SVM, Feedforward NN Gradient Feature

Auditing (GFA) USA

[86] Compared the fairness predictions of risk assessment
tools and humans

Broward County, Florida
(COMPAS) LR, Nonlinear SVM, COMPAS software Accuracy, FP, FN USA

[87] Proposed an approach to increase recidivism prediction
accuracy while reducing race-based bias

Recidivism of Prisoners Released
in 1994 XGBoost, LR, SVM

Accuracy, FPR parity, FPR,
FNR, TPR, TNR, Monte
Carlo cross-validation

USA

[88]
Research on human interactions with risk assessments
through a controlled experimental study on Amazon
Mechanical Turk

U.S. Department of Justice Gradient Boosted Trees AUC-ROC, Accuracy, FPR USA

[24] Studied and compared the accuracy and fairness of risk
assessment tools and humans in predicting recidivism risk Broward County, FL (COMPAS) LDA, LR, Non-Linear SVM, COMPAS AUC-ROC, Accuracy,

FPR, FNR USA

[16] Addressed definitions and metrics for fairness that exists
in the literature to optimizes public policy problem

City Attorney’s case
Management System

Regularised LR, Decision Trees, RF,
Extra Tree Classifiers

FPR, FDR, FOR, FNR, FP,
FN, Recall USA

[89] Designed a system that algorithmically redacts
race-related information to reduce potential bias American District Attorney’s Office Gradient-Boosted Decision Tree Accuracy, AUC-ROC,

FPR, FNR USA

[90] addressing the shortcomings of bias-error trade-off in
AI algorithms

1994 Census Income dataset,
German Credit Dataset Adaptive Boosting, SVM, LR FPR, FNR USA
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In conclusion, research on algorithmically masking race in charging decisions [89]
pointed out the ethical implications of penalizing offenders for possible future misconduct
that they have not committed. The author claimed that assessing recidivism risk would
benefit society; however, criminal justice system stakeholders should conduct a more
in-depth study on the forward-looking predictive models for predicting recidivism risk.
Lastly, it is crucial to further study the issue of fairness both technically and in non-technical
settings for AI models used for assessing the risk of recidivism to be widely accepted by all
stakeholders [88].

6.2. Interpretability

Interpretability is the understanding of AI models for predicting recidivism risk, their
computation, and how it relates to the model outcome. Interpretability as a requirement
of a trustworthy AI framework when predicting recidivism risk surged when AI began
to predict sensitive issues of humans’ risk of recidivism. Scholars began challenging the
computation process of these recidivism risk assessment models and are seeking answers on
interpreting their workings and how they arrive at their decisions. Scholars and researchers
have theoretically challenged using AI models to predict recidivism risk. However, a few
technical approaches worked towards understanding the interpretability of AI models
predicting recidivism risk (see Table 3).

One of the technical approaches carried out in [4] studied interpretable ML models for
recidivism prediction by generating multiple interpretable models and black-box models,
which the author compared based on prediction ability, fairness, and also against two
state-of-the-art models (Arnold Public Safety Assessment, COMPAS). The author pointed
out an ML method known as the Superspace Linear Integer models (SLIM) model as being
an excellent interpretable model that does not violate fairness definitions when predicting
recidivism [4,80]. However, the author also pointed out that the main drawback of the
SLIM model is the difficulty in solving the integer programming problem. Therefore, it
will be advisable to explore further the SLIM model on several datasets to validate its
interpretability when predicting recidivism risk.

Research on detecting racial inequalities in the criminal justice system [74] proposed
possible ways to address racial disparities when predicting recidivism and proposed a prac-
tical approach to understanding the interpretability of deep learning models for predicting
recidivism risk. The author used mugshots to train its deep learning models to understand
how the models recognize racial categories and how the model can fill in missing race data
in the recidivism dataset. The experimental approach followed the design and methodology
in standard facial processing technology pipelines to address different sources of deep
learning model bias. The use of mugshots in categorizing race is a novel approach yet to be
fully explored. This study [74] achieved a significant accuracy in categorizing defendants’
race using mugshots and helping mitigate racial disparities. However, the author stated
their method must be extended to other jurisdictions to examine its efficiency.

Among the 11 technical papers that touch on the concept of Interpretable
models [4,21,54,68,74–80], the standard ML algorithm studied are logistic regression, classi-
fication and regression tree, support vector machine, neural networks and superspace linear
integer models (SLIM), with the datasets most used for understanding the interpretability
of these algorithms being the Broward County, Florida dataset, USA, and the Chinese AI
and Law (CAIL) 2018 dataset, China. To the best of our knowledge, this suggests that more
datasets must be collected to study the interpretability of AI models, especially in Europe.

In addition, a case study on criminal law based on multi-task learning [79] opined that
for ease of interpretability of AI models for predicting recidivism, it is vital to include expert
knowledge of relevant criminal justice system personnel when auditing and designing
AI models to predict the recidivism risk. Lastly, a study on predicting domestic violence
recidivism [78] pointed out two limitations in the literature. One, Sanuri et al. [78], pointed
out the limited research on the interpretability of models when predicting domestic violence
recidivism. Secondly, Sanuri et al. [78] pointed out that the ROC (receiver operating char-



Information 2023, 14, 426 17 of 25

acteristic) measure, which relies on detailed offender information, can help further in the
interpretability of AI models used for predicting recidivism risk; however, there have been
limitations to the use of ROC measures.

Table 3. Comparative analysis of interpretability.

Ref Purpose of Paper Dataset Algorithm Model Used or Studied Evaluation Metrics Location

[4]
Analyzed the performance of interpretable
models regarding prediction ability, sparsity
and fairness

Broward County, Florida
dataset & Kentucky dataset

LR, SVM, RF, DT, CART, Explainable
Boost Machine FPR, FNR, Accuracy USA

[80]
Presented interpretable binary classification
models to predict general recidivism as well
as crime-specific recidivism

Recidivism of Prisoners
Released in 1994

CART, LR, SVM, Stochastic Gradient
Boosting (Adaboost) TPR, FPR, AUC-ROC USA

[21]

Achieved multi-granularity inference of legal
charges by obtaining subjective and objective
elements from the fact descriptions of
legal cases

CAIL 2018 SVM, Deep Pyramid CNN,
ELECTRA, QAjudge

Macro-Precision,
Macro-Recall,
Macro-F1

China

[74] Investigate the Interpretable model through
the use of mugshots to racial bias

Miami-Dade County Clerk
of the Court MTCNN Accuracy USA

[79] Used Multi-task learning to conduct joint
training with the task of crime prediction CAIL 2018 LibSVM, LSTM, Multi-Label-KNN,

BiLSTM

Precision, Recall,
F1-measure, F-macro,
F-Micro

China

[54]
Illustrated the construction of interpretable
risk assessment modelling using
demographic features

Use of Force Complaint
data from the Chicago
Police Department

Boosted DT, Feed-Forward NN AUC, Logloss, RMSE,
MAE USA

[78]
Employ Decision Tree induction to obtain
both interpretable trees as well as high
prediction accuracy

NSW Bureau of Crime
Statistics and Research
(BOCSAR) Re-offending
Database

DT, LR AUC-ROC, TPR, FPR Australia

[77]

To establish open-source algorithms as the
standard in highly consequential contexts
that affect people’s lives for reasons of
transparency and collaboration.

Broward County Florida Ridge Regression, LASSO
Regression, Elastic Net Regression AUC-ROC, USA

[76]
Presented a method (Gradient Feature
Auditing) to evaluate the effect of features in
a data set on the predictions of models

National Archive of
Criminal Justice Data

Deep NN, SVM, DT, Superspace
Linear Integer Models (SLIM)

Balanced
Classification
Rate (BCR)

USA

[68]
Presented a technique for auditing black-box
models using a variety of publicly available
datasets and models

National Archive of
Criminal Justice Data SVM, Feedforward NN Gradient Feature

Auditing (GFA) USA

[75]

A comparison of logistic regression,
classification and regression tree, and neural
networks models in predicting
violent re-offending

Prison Service Inmate
Information System and
Central System Database

LR, CART, Multi-Layer
Perceptron NN AUC-ROC, Accuracy UK

6.3. Transparency

From our literature review, we discovered that there is often considerable confusion
about what transparency and interpretability mean. At times, authors inter-change the use
and concepts of interpretability for transparency. Therefore, it is necessary to distinguish
between transparency and interpretability clearly.

Transparency emphasizes the development procedures of AI models for predicting
recidivism risk and making these development procedures available to criminal justice
system stakeholders. However, making these development procedures available must
satisfy ethical principles. At the same time, interpretability focuses more on the internal
computation of AI models and how they relate to the model outcomes. Transparency is
about documenting, communicating, and making the procedures for building AI models
available without infringing on fundamental human rights and related ethical principles
detrimental to the stakeholders. Transparency will enable criminal justice system stake-
holders to challenge AI models’ scientific validity for predicting recidivism risk.

From Figure 5, only three research papers worked toward transparency, but only
one focused on understanding transparency. A study on open-source development of
predictive algorithms [77,80] suggested that for transparency incorporation in the predictive
algorithms of recidivism used in the criminal justice system, it is essential to pursue open-
source algorithm development. Open-source algorithm development will help improve
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predictions and lower the cost of judicial decision-making on offenders when released on
parole, probation or after jail time. In addition, it will create room for public trust and open
opportunities for performance improvement of recidivism predictive models. However,
some challenges must be addressed before incorporating open-source development on
AI models to predict recidivism risk. These are privacy issues and a lack of continuous
support for open-source systems. The dataset used in training AI models contains sensitive
information about criminal records. Therefore, there is a dire need for ethical rules that
needs to be in place to address the privacy of defendants. Lastly, it is a fact that closed-source
systems often attract financial contributions from those needing access to the closed-source
systems. However, this is not the case for most open-source systems. Therefore, there is
a need to devise a strategy or mechanism to ensure the continued financial support of
open-source systems when predicting recidivism risk. In summary, more considerable work
need addressing the concept of transparency and the different approaches to incorporate
transparency into the design of AI models for predicting recidivism risk.

6.4. Other Requirements for Trustworthy AI

This section discusses the other essential requirements of trustworthy AI in predicting
the risk of recidivism, such as privacy and data governance, human agency and oversight,
technical robustness and safety, accountability, reliability, consistency, explainability, and soci-
etal and environmental well-being. From Figure 5, it is evident that the different requirements
discussed in this section need much research to address them.

Our review found no research study tackling privacy and data governance when
assessing defendants for recidivism risk. Data are essential to developing recidivism risk
assessment models; however, there is a dire need to devise mechanisms to handle and protect
offenders’ data appropriately. This is crucial to gain the trust of criminal justice systems
stakeholders in recidivism risk assessment tools. In addition, ensuring offenders’ privacy
conforms to ethical principles is a must. These offenders deserve a right to fundamental
human rights and data information protection. It is important to note that privacy and data
protection are among the most vital requirements of trustworthy AI for predicting recidivism
risk as it further extends into other trustworthy AI requirements such as transparency,
accountability and safety. This extension is in the sense that when considering transparency
in the design of recidivism risk assessment tools, how do we also ensure that we balance
protecting offenders’ information? Also, on account of a breach of privacy protection and
offenders’ data protection, who will be held accountable for such violations? These questions
warrant prompt researchers and criminal justice system stakeholders’ focus to ensure that
the privacy and data protection of the offenders assessed for recidivism risk is guaranteed.
In terms of safety, hackers can hack these risk assessment models. Hackers can access and
modify offenders’ data or manipulate risk assessment tools to give false outcomes that may
lead to the release of high-risk offenders into the communities. Therefore, privacy and data
governance are paramount in developing risk assessment tools for predicting recidivism
risk in the criminal justice system. In addition, there is room for research in the safety of
recidivism risk assessment models, as the literature on recidivism risk assessment tools’
security is still qualitative [91]. It is imperative to guarantee that these algorithms are not
susceptible to attacks of any form, such as cyber-attacks that could tamper with the privacy
of criminals or the computational workings of the system. In situations of adverse attacks,
there should always be a fallback plan [91].

Accountability is another requirement that has received little to no focus when assess-
ing criminals for recidivism risk. Accountability focuses on who should be accountable for
the decisions or circumstances surrounding the outcomes made by predictive recidivism
models on offenders. There has been anxiety surrounding who takes responsibility if
the decisions made by these predictive models go wrong. As much as we have asked
who should be responsible for any wrong occurring in the outcomes of recidivism risk
assessment tools, what about developers? Many developers are involved in developing
recidivism risk assessment models and who should be accountable for a failure in the de-
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velopment process. Accountability involves all stakeholders, including users, developers,
and governing bodies. However, at what point should each of these stakeholders be held
responsible for failure in the development procedure of recidivism risk assessment models
or the decision made by the recidivism risk assessment models is a question that needs to
be answered and further explored.

On the requirement of human agency and oversight, there have been ideas on the
potential possible collaboration of AI models and humans, especially domain experts, when
designing predictive recidivism models and these models deciding the recidivism risk of
offenders. This is important to boost the confidence and reliance of individuals on risk
assessment tools [64]. A research study on algorithm-in-the-loop fairness analysis in risk
assessment tools [88] emphasized human-algorithm relationships to ameliorate human
decisions rather than a total focus on how algorithms can better make their decisions. The
study [88] noted the essential benefits that would spring up from the interactions between
humans and AI models. The author confirmed in their research that even though AI
models can perform very well independently when making a decision, human-algorithm
interaction will produce better decisions on offenders’ recidivism risk. However, such
personnel interacting with the recidivism assessment models when deciding whether an
offender will recidivate must be trained and provided with adequate guidelines to avoid
disparate interactions. As much as there is a dire need for extensive research on human
agency and oversight as a requirement of trustworthy AI when predicting recidivism, a
few future directions will be to look at the following. Firstly, what mechanisms will ensure
human-algorithmic interactions when predicting recidivism and at what stage? Secondly,
how do recidivism risk assessment tools impact criminal justice system stakeholders’ sense
of accountability when deciding an offender’s recidivism risk? Lastly, there is a need
for proper experimental application in real-world scenarios to ascertain the visibility of
human-algorithm interactions when predicting recidivism risk.

Reliability is another concept introduced in a study evaluating the impacts of predic-
tions on assessments of recidivism risks [72]. Reliability is the ability of recidivism risk
assessment models always to make the exact prediction for a given offender, irrespective of
variations made in the build-up of the predictive model. From our systematic review, this
is the only literature to have dealt with understanding the relatedness of reliability when
making predictions. From their findings, there needs to be concrete evidence to suggest
whether it affects public safety. In addition, it is a concept that is important to validate the
efficacy of predictive models’ reliability in assessing risks of recidivism.

Furthermore, consistency is another aspect to look at when it comes to the issue of
the trustworthiness of AI. Consistency is closely related to the reliability of predictive
recidivism models. The difference is that it focuses on the variations of features used in
training the predictive model [68]. Irrespective of these variations, we expect predictive
models to maintain the same result in their outcomes for a given offender.

In our review, we found the importance of explainability as a vital requirement for
trustworthy AI for predicting recidivism in two technical research works [4,73]. In [73],
the author introduced an explainability method to show the negative consequences of
unfairness mitigation techniques. In [4], the author described explainability as an approach
that can provide an understanding of black-box models. However, the author [4] strongly
argued that the concept of explainability has not yet fully reached a dependable level
to fully provide the insights needed for black-box computations as commonly used in
other scientific domains. Therefore, explainability should be limited to understanding AI
decisions rather than its computational procedures, thereby keeping stakeholders abreast
of the AI decisions [4]. The concept of explainability has not yet reached a dependable level
to fully provide the insights needed for black-box computations as commonly used in other
scientific domains.

In conclusion, exploring the mentioned and discussed requirements is imperative
to ease the deployment of AI models in predicting the risk of recidivism in the criminal
justice system.
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7. Issues and Challenges

It is imperative to know that, despite the advantages and benefits of AI in predicting
recidivism risk, there are challenges impeding these recidivism risk assessment models
from being considered trustworthy. From our systemic review, we have identified a few
issues that need the utmost attention.

7.1. Datasets Used

There has been an outcry about how the predictive algorithms used in predicting
recidivism risk are biased and unfair. This outcry is associated with the fact that most
datasets used are historical datasets that are not often updated. Due to time’s evolution,
the dataset influences the recidivism risk assessment model’s outcomes. In addition, most
datasets collected as recidivism datasets are compromised because many personnel involved
in the collection of datasets do not implement due data collection procedures. Lastly, most
datasets available are peculiar to one geographical location, especially the USA, which
hinders their applicability in other jurisdictions worldwide. Therefore, there is a need for
new datasets to be collected in Europe and other jurisdictions with careful consideration to
avoid bias and be purpose-specific and updated regularly.

7.2. Standardization

From our review, it is essential to note that there is a lack of an agreed definition of
several requirements of trustworthy AI for predicting recidivism. The lack of standard
definitions of these requirements led to trade-offs among some of the requirements of
trustworthy AI for predicting recidivism risk. As long as there are no instituted and concise
definitions of these requirements, there will always be the problem of lack of trust. Trust
comes from having a set agreed plan and a generally accepted view of a concept. Therefore,
there is an imperative need for an evaluation method that cuts across all the developing
cycles of predictive models of recidivism in the criminal justice system.

7.3. Metrics

Different metrics are available for evaluating AI algorithm performances. However, a
metrics framework is needed to cut across the different requirements of trustworthy AI for
predicting recidivism risk and developing recidivism risk assessment models. The choice
of metrics will always be application-dependent. Therefore, a set of defined metrics for
each requirement of trustworthy AI when predicting recidivism is needed. The metrics
framework will further help validate how much criminal justice system stakeholders can
trust recidivism risk assessment models.

7.4. Propensity to Trust: Private Sector vs. Public Sector

Timothy et al. [11] stated that it is easier for the government to build people’s trust
than the private sector. Therefore, the private sector tries to stand on the shoulders of
the government to make up for the lack of trust people have in their activities. However,
this relationship between the private sector and the government (public sector), stated
by Timothy et al. [11], can be justified to a certain extent as it does not work for every
society. There are instances whereby citizens in certain societies have significantly less
trust, support and respect for the current government but have a high trust, support and
respect towards the state institutions; citizens do not trust the government. In addition,
the private sector sometimes defends the state institutions and even the government to
protect their reputation, regulations and norms. This inter-relatedness between the citizens,
public sector, and private sector poses the problem of who to trust when developing risk
assessment systems for predicting the risk of recidivism.

8. Conclusions and Future Works

This paper reviewed the existing literature on or relating to the “Ethics and Trustwor-
thiness of AI in Predicting the Risk of Recidivism in the Criminal Justice System”. From our
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review, several works of literature on the research scope focus on one or some part of the
requirements of achieving a trustworthy AI for predicting recidivism risk in recent years.
AI has been of great use in the criminal justice system and has come to stay. However, the
criticism of AI system applications for predicting recidivism risk has brought concerns
about the best approach to achieving a trustworthy AI that will be accepted and trusted by
the people and its community.

In this paper, we extended the proposed seven EC requirements of trustworthy AI to
eleven requirements to achieve a robust trustworthy AI system for predicting recidivism
risk in the criminal justice system. These extended requirements are consistency, reliability,
explainability, and interpretability. After thoroughly reviewing the existing literature, a
future line of work is to ethically and technically explore the different trustworthy AI re-
quirements in predicting recidivism risk at different development cycles of risk assessment
systems. Exploring these requirements technically, we conducted an in-depth technical
analysis of the fairness of AI in predicting the risk of recidivism in [92]. Other future works
are to explore other requirements ethically and technically.

In several nations and jurisdictions where a risk assessment system is utilized to fore-
cast recidivism risk, the causes for doing so are strikingly similar. However, considering
the complexity of regulations and norms in law, ethics, and morals (as well as stereotypes
in culture and traditions), this can impede the achievement of a universal ethical and
trustworthy AI for predicting the risk of recidivism. Therefore, developing a recidivism
risk assessment system should follow each jurisdiction’s ethical policies and laws. Never-
theless, the different risk assessment system developers should consider the reliability (as a
requirement of trustworthy AI) of the risk assessment system as it involves applying the
risk factors identified in one jurisdiction to another.

The most commonly used dataset in the literature when predicting recidivism is
the Correctional Offender Management Profiling for Alternative Sanctions (COMPAS)
associated with Broward County, Florida, in the United States of America. In our review,
one of the hindrances of predictive algorithms predicting recidivism is that most datasets
are peculiar to a geographical location, thus limiting their use in other jurisdictions. For
this reason, more dataset collation that will suit the application of the predictive tools in
each location is essential.

Furthermore, a generalized framework that will cut across all the requirements of
trustworthy AI for predicting recidivism, which will help to structure the design and
development of the risk assessment tools for predicting the risk of recidivism, is crucially
needed. Likewise, research needs to be carried out on the hybrid collaboration of AI
and human beings, as this will increase the efficiency in carrying out predictive tasks of
recidivism. In conclusion, researchers must address and challenge the highlighted issues
both ethically and technically.
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Abbreviations
The following abbreviations are used in this manuscript:

TP True Positive
TN True Negative
FP False Positive
FN False Negative
FPR False Positive Rate
FNR False Negative Rate
TNR True Negative Rate
TPR True Positive Rate
PPV Positive Predictive Value
NPV Negative Positive Value
AUR-ROC Area under the ROC Curve
MAE Mean Absolute Error
RMSE Root Mean Square Error
ANN Artificial Neural Networks
NB Naive Bayes
LR Logistic Regression
SVM Support Vector Machines
CART Classification and Regression Trees
MTCNN Multi-task Cascaded Convolutional Network
RF Random Forests
CAPE Combinatorial Algorithm for Proportional Equality
XGBoost eXtreme Gradient Boosted
DT Decision Trees
LDA Linear Discriminant Analysis
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